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The radon isotopes of natural radioactive radiation of the earth’s crust emanating to the surface are 
concentrated in the human environment and have a direct impact on the people health. Due to this fact 
the problem of studying the radiation distributions in the surface atmospheric layer of the Earth is urgent. 
In this work, measurements of the exposure dose rate, beta particle flux, and equivalent equilibrium 
volumetric activity (EEVA) of radon in the surface atmospheric layer of the Earth have been performed. 
Measurements of radon and gamma, beta backgrounds were carried out from April 2021 to August 2021 
in the Almaty region at various altitudes above sea level: from 500 to 2500 meters. They were carried out 
using electronic radiometric equipment: beta-dosimeter “RKS-01B-SOLO”; gamma dosimeter “RKS-01G-
SOLO”; radiometer of radon-222 “RAMON-02” in the field. As a result, preliminary assessment schemes 
were built for route measurements of the 222Rn radon isotope, beta and gamma radiation fields from 
natural daughter products of decay of radon isotopes and radionuclides located in the surface atmospheric 
layer. As a result of this work, an altitude dependence of changes in the natural radiation gamma and beta 
background of the surface surface layer is presented, which grows with an increase in the surface above sea 
level. The different activity of radon over rocks and soils is shown, which, as is known, is associated with 
the exhalation of radon and which depends, among other things, on the density of the soils. The preliminary 
results of measurements of significant perturbations of the EEVA of radon did not reveal.

Key words: variations in time of radon; natural beta active radionuclides; coagulation; atmospheric radio-
active nanoparticles.
PACS number: 23.60.

1 Introduction

The territory of Kazakhstan is characterized by 
a complex radiation situation due to the presence 
of active mine development of rich deposits of 
minerals, especially coal, non-ferrous metals and 
uranium, geological features, seismically active 
zones in the south and mountainous areas. Radon 
and its decay products, which are formed in natural 
radioactive chains, have a significant effect on 
the general background radiation among natural 
sources of ionizing radiation. The radionuclides 
formed during such decays, from the depths of the 
lithosphere, by coagulation and further diffusion, 
enter the surface atmospheric layer [1-4]. The 
contribution of radon to the average annual radiation 
dose from natural sources is more than 50%. Due to 
the fact that radon isotopes are concentrated in the 
human environment and have a direct impact on the 
health of the population, the problem of studying 
the distributions of radon isotopes emanations in 

the surface atmospheric layer of the Earth remains 
relevant.

The concentration of radon and its daughter decay 
products (DDP) in the surface atmospheric layer is 
extremely uneven and depends on the geological and 
geophysical characteristics of the natural environment 
[5], in this regard, different countries use their own 
approaches to determining the radon hazard of the 
territory. At present, all countries are striving to carry 
out radiation-ecological measurements and research 
on the radon hazard, which are based on methods for 
mapping radon. So, in the countries of the European 
Union, the concept of «geogenic radon potential» 
is key in assessing the potential radon hazard of 
territories [6-9]. At the same time, in different 
countries, the concept is based on various factors: 
in Serbia – the content of natural radionuclide in 
the soil [10], in Norway – the correlation between 
indoor radon and geology [11], in Switzerland – the 
dose rate of gamma radiation, geology, lines faults, 
permeability of the upper soil layer [12].
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The natural background radiation in the regions 
of Kazakhstan averages 3.1 mSv/year [13]. And 
the total dose from natural and man-made sources 
of radiation on average per person in Kazakhstan 
is about 4 mSv/year, which is one and a half times 
higher than the world average. The study of the 
spatial distribution of the emanation of radon 
isotopes in the foothill Almaty region of the Tien 
Shan is an urgent task, since tectonic faults and 
mountain fallows are additional sources of radiation 
of radon and its daughter decay products. The 
purpose of this study was to perform preliminary 
assessment measurements of the radiation hazard 
for the population exposed to alpha, beta, gamma 
radiation at the level of the surface atmospheric 
layer from the daytime surface of the Earth.

2 Experimental procedure and methodology

In this work, field measurements of gamma 
and beta radiation fields on the surface of the 
earth’s layer were carried out and the concentration 
of radon in suspended aerosol particles in the 
surface atmospheric layer was measured. Methods 
for performing measurements were worked out 
according to [14-16] and optimized for the given 
field measurements. The difficulties in performing 
the experimental part of this work are related to 
the fact that measurements had to be carried out 
under certain meteorological conditions, since their 
influence rather strongly causes fluctuations in the 
exhalation of radon from the soil into the atmosphere 
[17]. In addition, carry out measurements during this 
season to avoid the influence of seasonal variations 
in the measured data [18-19]. The control points for 
measuring gamma-fan, beta-background and radon 
activity were chosen for reasons of minimal changes 
in external factors (depressions, pits of natural 
origin). Humidity and temperature were monitored 
at these points.

Measurements of the spatial distribution of 
radon isotopes were carried out from April 2021 to 
August 2021 with dry soil and stable meteorological 
conditions in the foothills of the Trans-Ili Alatau Tien 
Shan in the Almaty region at various altitudes above 
sea level: from 500 to 2500 meters. In connection 
with the developed comprehensive urban planning 
scheme for the territory of the Almaty region until 
2045, the study area was selected and located in the 
foothill Almaty region on an area of 4500 km2: its 
coordinates are between 43.20–43.85 ° north latitude 
and 76.32–77, 50 ° east longitude. Measurements 

of the natural radiation near-surface layer of the 
earth were carried out using electronic radiometric 
equipment: a radiometer beta-dosimeter “RKS-01B-
SOLO”; gamma dosimeter “RKS-01G-SOLO”; 
concentration of radon in suspended aerosol particles 
in the surface atmospheric layer – with a radon 
radiometer “RAMON-02”. All measurement results 
were performed with a statistical error not exceeding 
10% (at each control point, from 3 to 5 measurements 
were carried out).

3 Analysis of experimental data

As a result of field measurements, preliminary 
estimation schemes of the route of control points 
for measuring gamma background, beta background 
(Fig. 1, 2) and a scheme of the route of control points 
(Fig. 3) for measuring the equivalent equilibrium 
volumetric activity of radon (EEVA) were built. In 
Table 1, the geolocation coordinates of the positions 
of the control measuring points and the corresponding 
values of the beta-particles flux, the exposure dose 
rate (EDR) and the EEVA of radon, taking into 
account the instrumental error, for the RKS-01B-
SOLO beta dosimeter – 15%; gamma dosimeter 
“RKS-01G-SOLO” – 12% and radon radiometer 
“RAMON-02” – 30%.

Figures 1-2 and 4-5 show that the altitude 
dependence of changes in the natural radiation 
gamma and beta background of the surface surface 
layer manifests itself quite well. Despite the local 
fluctuations of values from the general growing 
trend, this effect is confidently recorded. In addition 
to natural beta radionuclides of terrestrial origin, 
such as 40K and 87Rb, the DDP of radon isotopes, 
which are also the DDP of thorium, uranium-radium 
and uranium-actinium series of natural terrestrial 
chains of radioactive decay [20- 22]. As you know, 
in the foothills of rocks, radon exhalation is low 
through dense rocks (not taking into account local 
cracks in rocks due to their inhomogeneous spatial 
distribution), and also, as you know, in porous soils, 
radon exhalation is high, which is indirectly, of course 
necessary. at the same time, making corrections for 
horizontal transfer, mixing of air masses of the surface 
layer is reflected in the scheme of the route of control 
points for measuring the EEVA of radon (Figure 3). 
Of course, the rate of dissolution and mixing in the 
surface atmospheric layer must be taken into account 
for future measurements. In this work, this parameter 
was taken into account qualitatively, by choosing a 
place for measurements.



6

Estimated measurements of natural background...                                     Phys. Sci. Technol., Vol. 8 (No. 3-4), 2021: 4-9

        
Figure 1 – Scheme of the route of control points  

for measuring the natural radiation gamma 
 background of the surface layer.

Figure 2 – Scheme of the route of control points  
for measuring the natural radiation beta  

background of the surface layer.

Figure 3 – Scheme of the route of control points for measuring  
the equivalent equilibrium volumetric activity of the 222Rn radon isotope.

Table 1 – The values of the geolocation coordinates of the positions of the control measuring points and the corresponding 
values of the flux of beta particles, EDR and EEVA of radon.

Pos. Latitude, degrees Longitude, 
degrees Altitude, m EDR(g Beta particle stream, 1/

(cm2·min)
EEVA (222Rn), Bq/

m3

1 43.1695000 76.8137100 1013 0.168±0.020 25.0±3.7 6.0±1.8

2 43.2552980 77.4836280 1722 0.211±0.025 21.5±3.2 6.0±1.8

3 43.1780920 77.0163810 1273 0.264±0.031 30.7±4.6 7.0±2.1
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Pos. Latitude, degrees Longitude, 
degrees Altitude, m EDR(g Beta particle stream, 1/

(cm2·min)
EEVA (222Rn), Bq/

m3

4 43.4930300 76.9939700 601 0.158±0.019 14.2±2.1 12.0±3.6

5 43.5728200 77.0136000 567 0.132±0.016 14.3±2.1 8.0±2.4

6 43.6378800 77.0337800 533 0.128±0.015 13.0±1.9 15.0±4.5

7 43.7232600 77.0293300 500 0.136±0.016 13.2±2.0 12.0±3.6

8 43.8507100 77.0722600 481 0.124±0.015 12.1±1.8 10.0±3.0

9 43.1983085 76.6333545 843 0.198±0.024 22.1±3.3 9.0±2.7

10 43.1639867 76.5653418 970 0.159±0.019 13.4±2.0 6.3±1.9

11 43.1711225 76.4172858 993 0.144±0.017 11.4±1.7 6.7±2.0

12 43.2065420 76.3282000 837 0.155±0.019 13.7±2.1 5.3±1.6

13 43.3135819 76.5831044 729 0.146±0.017 13.3±2.0 7.3±2.2

14 43.3363474 76.6603148 702 0.131±0.016 8.7±1.3 6.3±1.9

y = 8E-05x + 0,0918

0

0,05

0,1

0,15

0,2

0,25

0,3

0,35

0 200 400 600 800 1000 1200 1400 1600 1800 2000

alti tude

ga
m

m
a,

 µ
Zv

/h

Figure 4 – Dependence of the natural radiation gamma background  
of the surface layer on the height above sea level (altitude).

Table continuation

In this work, the values of the beta background 
are in satisfactory agreement and correlate with the 
results of beta-spectrometry of samples of the surface 
layer of soil taken in different places in Almaty [23-
24]. EEVA of radon does not obey such a clear 
relationship. The concentration of radon in suspended 
aerosol particles in the surface atmospheric layer 

is quite sensitive to the local geological structure 
(groundwater, soil type and its porosity) and 
meteorological conditions. But, nevertheless, as 
expected, you can notice different radon activity over 
rocks and soils. The averaged values as a whole over 
the entire measurement range are in good agreement 
with the results obtained in [25].
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y = 0,0103x + 6,8792
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Figure 5 – Dependence of the natural radiation beta background  
of the surface layer on the height above sea level (altitude)

4 Conclusions 

Thus, as a result of route measurements of 
gamma and beta radiation fields on the surface of 
the earth’s layer and the concentration of radon 
in suspended aerosol particles in the surface 
atmospheric layer, preliminary estimation schemes 
of route measurements of the distribution of 
natural radiation gamma and beta background of 
the surface layer and a route measurement scheme 
were constructed distribution of the equivalent 
equilibrium volumetric activity of the radon isotope. 
An altitude dependence of changes in the natural 
radiation gamma and beta background of the surface 

layer is shown, which grows with an increase in 
the surface above sea level. The different activity 
of radon over rocks and soils is shown, which, 
as is known, is associated with the exhalation of 
radon and which depends, among other things, on 
the density of the soils. The preliminary results of 
measurements of significant perturbations of the 
EEVA of radon did not reveal.
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A non-relativistic analytical study of some atomic nuclei near doubly-magic nuclei, namely 41Ca and 41Sc. 
These nuclei under study are considered to have a closed core with a single nucleon orbiting the core, thus 
agreeing perfectly with the nuclear shell model. The superposition of Hulthen potential plus Spin – orbit 
interaction plus adjusted Coulomb is used as the nucleon – nucleon potential for this study. This superposi-
tion forms a suitable potential model useful in describing the net force mediating the interactions between 
nucleons in a nuclear system. The combined potentials effectively represent three basic interactions within 
the nucleus. By employing the Nikiforov – Uvarov method of solving the Schrodinger equation, we have 
calculated the energy eigenvalues and the eigen function of these nuclei. Also, the expectation values for ra-
dius, kinetic energy and momentum of each nucleus under study are also evaluated analytically. The results 
obtained are in agreement with experiment. As such, the constructed potential model used in the present 
work is recommended for similar nuclei.

Key words: Schrödinger equation, Hulthen potential, spin-orbit interaction, Coulomb potential, energy 
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1 Introduction 

The atomic nuclei are an intricate quantum 
mechanical system. The study of its structure, which 
boarders on how its constituent particles and 
nucleons are arranged, is key to understanding and 
interpreting certain observations displayed by bulk 
matter. The atomic nucleus is made up of protons 
and neutrons that are arranged in a predictable order 
within the nuclear volume. [1-2]. A clear insight into 
the structure of the nuclear system, which is the core 
of nuclear properties research, coupled with our 
understanding of inter-nucleon forces, can be 
explored and used to critically test both our 
knowledge of the nuclear forces and many-body 
theories [3-4]. 

The shell model and the single – particle 
energies offer a veritable ground for study and 
understanding basic features and properties of 
atomic nuclei [5-8].  The single-particle energies 
obtained using the nuclear shell model are expected 
to be influenced by the nuclear spin-orbit force [9]. 
However, the shell model is aptly applicable to 
closed shells with a lone valence-nucleon nuclei 
[10]. Most importantly, the single-particle 

behaviour is observed in near magic and near doubly 
magic nuclei, where the major shells are filled up 
with nucleons in a nucleus, leaving a single proton 
or neutron to occupy the next shell after a major or 
minor gap. For instance, 41Ca and 41Sc are modelled 
as doubly magic nuclei with a single particle 
orbiting the 1𝑓𝑓�

�
level. The shell model predicts that 

the properties of a nucleus are correctly represented 
by the properties of the lone nucleon orbiting the 
core, taking the pairing effect into consideration 
[11]. As such, a valence proton orbiting the N = Z 
=20 core for the 41Sc isotope and a valence neutron 
orbiting the N = Z = 20 core for the 41Ca are used to 
predict to a large extent accurately the properties of 
these nuclei.  

In this study, we have constructed a nuclear 
potential model within the non-relativistic domain 
of quantum mechanics which takes into 
consideration the basic interactions taking place 
within the atomic nucleus. These interactions 
include the strong interaction represented in our 
model by the Hulthen potential, the spin-orbit 
interaction represented here by the spin-orbit 
potential and the electromagnetic interaction 

https://orcid.org/0000-0002-0319-3106
https://orcid.org/0000-0002-3803-7613
https://orcid.org/0000-0002-5247-5281
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represented in our model by the Coulomb potential. 
By the superposition of these three potential models, 
we have been able to model the forces mediating the 
basic interactions within the nucleus. As such, our 
constructed potential model is suitably applied to the 
Schrodinger wave equation to obtain the energy 
eigenvalues, wave function and other quantum 
mechanical observables for the nucleus. 

The Hulthen potential is a central mean field 
potential used to present a short-ranged force field. 
In this research, the Hulthen represents the strong 
force which influence the interaction between 
nucleons inside the nucleus. In the present study, the 
Hulthen potential is the nucleon – nucleon (N-N) 
potential. The spin-orbit interaction is a vital 
component of the force field under which nucleons 
interacts [12]. The spin-orbit effect arises from the 
interaction of the nucleon magnetic moment with 
the mean field potential. This effect is usually visible 
for orbits with ℓ � � [13]. Hence, coupling the spin-
orbit interaction to the mean field potential for 
nucleon – nucleon interaction is of essence. In 
relativistic quantum mechanics, the spin is 
effectively represented in the wave equation (Dirac 
equation) describing the motion of a spin ½ particle 
[14]. Although the non-relativistic Schrodinger 
wave equation does not consider the spin of a 
particle rightly, in this study the spin has been 
factored in by introducing the spin-orbit interaction 
into the N-N potential. This has been done 
successfully in this work, as is presented in the 
subsequent sections. Interactions between the core, 
which contains the positively charged proton, and 
the orbiting valence proton necessitate the 
introduction of the adjusted Coulomb potential. 

In this study, the non-relativistic nuclear shell 
model is used to obtain analytically the single 
particle ground state energies for 41Ca and 41Sc, near 
doubly magic nuclei. To achieve this aim, we solved 
analytically the Schrodinger equation for a 
constructed potential model formed by the 
superposition of the Hulthen potential [15] plus 
spin-orbit potential plus the adjusted Coulomb 
potential [16] as an effective potential between the 
core and a single particle. These potentials are 
important nuclear potentials used in describing the 
interaction between a single nucleon and the nuclear 
core. [17-20]. However, the adjusted Coulomb 
potential strength is set to zero in the case where the 
single particle orbiting the core is a neutron. 
Furthermore, the Hellman-Feynman theorem is used 
to obtain some physical observables such as radii, 

kinetic energies, and momenta for the nuclei under 
study.  

Now that the choice of the N-N potential has 
been made, the next step is to solve the Schrodinger 
wave equation. We use the Nikiforov-Uvarov (NU) 
method to solve the Schrodinger equation [21]. The 
organization of this paper is as follows: The NU 
method is reviewed in section 2; the non-relativistic 
energy spectrum is presented in section 3; 
expectation values of physical observables are stated 
in section 4, and results and discussion are presented 
in section 5. 

 
2 Review of the NU method 
 
We introduce the NU method briefly in this 

section; details can be obtained from ref. [21]. This 
method is based on solving the second order 
differential equation of the hyper geometric type: 

 
𝜓𝜓||�𝑧𝑧� � �����

���� 𝜓𝜓|�𝑧𝑧� � �����
����� 𝜓𝜓�𝑧𝑧� � �         (1) 

 
In Eq. (1), 𝜎𝜎�𝑧𝑧� and 𝜎𝜎��𝑧𝑧� are polynomials of at 

most second degree. �̃�𝜏�𝑧𝑧� is a first-degree 
polynomial, and 𝜓𝜓�𝑧𝑧�is the hypergeometric-type 
function, 𝜓𝜓||�𝑧𝑧� and 𝜓𝜓|�𝑧𝑧�are the second and the 
first order derivative of the hypergeometric- type 
function with respect to the spatial coordinates 
respectively. A possible solution to Eq. (1) is 
proposed as 

 
𝜓𝜓�𝑧𝑧� � ��𝑧𝑧���𝑧𝑧�                        (2) 

 
The function y (z) which is the second part of the 

proposed solution given by Eq. (2) can be obtained 
from the equation below;  

 
𝜎𝜎�𝑧𝑧��||�𝑧𝑧� � 𝜏𝜏�𝑧𝑧��|�𝑧𝑧� � ���𝑧𝑧� � �         (3) 

 
Equation (3) is the hypergoemetric type second 

order differential equation obtained from the 
relationship between the polynomials 𝜎𝜎�𝑧𝑧� and 
�̃�𝜏�𝑧𝑧�, details of this relationship can be obtained 
from Nikiforov and Uvarov ref. [21]. 

From Eq. (2), the function ��𝑧𝑧� is the solution 
of a differential equation of the form given by: 

 
𝜎𝜎�𝑧𝑧��|�𝑧𝑧� � ��𝑧𝑧���𝑧𝑧� � �               (4) 

 
where  

 𝜏𝜏�𝑧𝑧� � �̆�𝜏�𝑧𝑧� � ���𝑧𝑧�                 (5) 
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and 𝜆𝜆 in Eq. (3) is a parameter defined as 
 

𝜆𝜆 � 𝜆𝜆� � �𝑛𝑛𝜏𝜏|�𝑧𝑧� � 𝑛𝑛�𝑛𝑛 � ��
2 𝜎𝜎| |�𝑧𝑧� � 

� ��𝑛𝑛 � ����2��� . . . �                       (6) 
 
The function 𝜏𝜏�𝑧𝑧� is a polynomial in terms of z, 

and to obtain a proper solution, its first derivative 
𝜏𝜏|�𝑧𝑧� must be negative. The function 𝑦𝑦�𝑧𝑧� as stated 
in Eq. (2) is the hyper geometric type wave function 
obtained by using the Rodrigues relation: 

 
𝑦𝑦��𝑧𝑧� � �������

������� �𝜎𝜎��𝑧𝑧���𝑧𝑧��               (7) 
 

where 𝐵𝐵� is a constant related to normalization, and 
the weighted function ��𝑧𝑧� is defined as: 

 
�
�� �𝜎𝜎�𝑧𝑧���𝑧𝑧�� � 𝜏𝜏�𝑧𝑧���𝑧𝑧�                    (8) 

 
Also, the function 𝜋𝜋�𝑧𝑧� which is a first-degree 

polynomial is defined as 
 

𝜋𝜋�𝑧𝑧� � 𝜎𝜎|�𝑧𝑧� � �̃�𝜏�𝑧𝑧�
2 � 

����|���������� �� � 𝜎𝜎��𝑧𝑧� � �𝜎𝜎�𝑧𝑧�                (9) 
 

k in Eq. (9) is related to the parameter λ Eq. (6), and 
the first derivative of 𝜋𝜋|�𝑧𝑧� as 

 
𝜆𝜆 � � � 𝜋𝜋|�𝑧𝑧�                           (10) 

 
The value of k is obtained by equating the 

discriminant of the quadratic expression under the 
square root sign in Eq. (10) to zero, and solving the 
resulting equation for k. By solving Eq. (6) and Eq. 
(10), we derive the energy eigenvalue equation.  

 
3 Solution of Schrodinger equation for 

Hulthen potential plus spin-orbit interaction plus 
adjusted Coulomb potential 

 
The eigenvalues of the energy E for nuclei is 

obtained by solving the radial component of the 3-
dimensional Schrodinger wave equation given as 

 
𝑑𝑑�𝑅𝑅�𝑟𝑟�
𝑑𝑑𝑟𝑟� � 2

𝑟𝑟
𝑑𝑑𝑅𝑅�𝑟𝑟�
𝑑𝑑𝑟𝑟 � 

���
ℏ� �𝐸𝐸�ℓ� � 𝑉𝑉����𝑟𝑟��𝑅𝑅�𝑟𝑟� � �              (11) 

 

This equation is for a single particle, where 𝜇𝜇 is 
the reduced mass of a single nucleon, 𝐸𝐸�ℓ� is the 
energy spectrum, Veff is our constructed potential 
model which has in it the centrifugal term, ℏ is the 
Planck’s constant, n, ℓ and j are the principal, orbital 
and total momentum quantum number respectively. 
By transforming the variable from 𝑟𝑟 𝑟 𝑧𝑧, let a new 
variable be defined as 

 
𝑧𝑧 � ����                               (12) 

 
The derivatives of the function 𝑅𝑅�𝑟𝑟� in Eq. (11) 

are obtained in terms of the new variable z, as such 
Eq. (11) is transformed and restated in terms of z as 
𝑅𝑅�𝑟𝑟� is redefined as ��𝑧𝑧�.  

By transforming Eq. (11) using the new variable 
defined by Eq. (12), the Schrodinger equation 
becomes as stated below 

 
������
��� � �

�
�����
�� � �

���� �
���
ℏ� � ��

ℏ� �𝑉𝑉����� � � (13) 
 
The central potential in this case is the Hulthen 

potential which is an approximation of the well-
known Woods Saxon potential. This potential has 
been successfully used to approximate the nuclear 
central force: 

 
𝑉𝑉��𝑟𝑟� � ��������

������                     (14) 
 

where Vo in Eq. (14) is the potential strength of the 
Hulthen potential. 

The adjusted Coulomb potential is given as 
 

𝑉𝑉��𝑟𝑟� � ��
�� �� � � ����

��                  (15) 
 

where e is the charge of e- or proton, R0 the radius of 
nuclei and r is the range of this position of a particle 
from the core. The spin-orbit interaction is given as 

 

𝑉𝑉���𝑟𝑟� � �
� 𝑉𝑉����� �

��
ℏ
�� �� �

������
�� � 𝐿𝐿�⃗ . 𝑆𝑆���⃗          (16) 

 
where 𝐿𝐿�⃗ . 𝑆𝑆 � ℏ�

� �𝑗𝑗�𝑗𝑗 � �� � ℓ�ℓ� �� � �
��. 

The centrifugal term of the Schrodinger wave 
equation is given as 

 

𝑉𝑉�� � ℏ�
��

ℓ�ℓ���
��                            (17) 
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The effective potential Veff for the nuclei system 
is obtained by summing up Eq. (14), Eq. (15), Eq. 
(16) and Eq. (17) as given by Eq. (18): 

 

𝑉𝑉��� � � 𝑉𝑉�𝑒𝑒���
1 � 𝑒𝑒��� � 

 

�𝑉𝑉���0�𝑟𝑟�� 1𝑟𝑟
𝛼𝛼𝑒𝑒���

�1 � 𝑒𝑒����� 𝐿𝐿�⃗ . 𝑆𝑆 � 

 
� ���

����� �
����
������ �

ℏ�
��

ℓ�ℓ���
��             (18) 

 
We apply the Greene-Aldrich approximations 

scheme [22], [23], [24] to handle the centrifugal 
barrier. The approximation is valid for 𝛼𝛼 𝛼 1. It is 
of the following forms: 

 

 ��� �
��������
����������                        (19) 

�
�� �

��
����������                       (20) 

 
The approximations stated in Eq. (19) and Eq. 

(20) are commonly used in calculations, but in the 
present work Eq. (20) is used, as this particular 
approximation scheme suit our purpose. Applying 
the Greener-Aldrich approximation scheme as 
stated by Eq. (20) to solve the Schrodinger equation 
makes our solution an approximate solution. An 
exact solution can only the attempted for our 
constructed potential if ℓ=0, but this will cancel the 
spin-orbit effect from the results. Putting Eq. (18), 
Eq. (19) and Eq. (20) into Eq. (13), the Schrodinger 
equation now reads: 

 

������
��� � �

�
�����
�� � �

��������

⎣
⎢
⎢
⎢
⎢
⎡ ���ℏ��� �1 � 𝑧𝑧�� � 𝑉𝑉� ��

ℏ��� 𝑧𝑧�1 � 𝑧𝑧�
�𝑉𝑉���0� ����

�
ℏ� � �

���� ���� � 1� � ℓ�ℓ� 1� � �
��

� ����
�������ℏ� �1 � 𝑧𝑧�� � ����

ℏ���������
�1 � 𝑧𝑧��

�ℓ�ℓ� 1�𝑧𝑧 ⎦
⎥
⎥
⎥
⎥
⎤
��𝑧𝑧� � 0        (21) 

 
By applying the principles suggested by [25] into 

the higher powers of z beyond the second degree, Eq. 
(21) is transformed to the hyper geometric-type second 
order differential equation solvable by the NU method: 

  
 

������
��� � �����

������
�����
�� � �

��������

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡� ���

ℏ��� 𝑧𝑧� � 𝑉𝑉���0� ����
�

ℏ� ���� � 1� � ℓ�ℓ� 1� � �
�� 𝑧𝑧�

� ����
�������ℏ� 𝑧𝑧

� � � ����
ℏ��������� 𝑧𝑧

� � 𝑉𝑉� ��
ℏ�� 𝑧𝑧�

�2 ���
ℏ��� 𝑧𝑧 � 𝑉𝑉���0� ����

�
ℏ� ���� � 1� � ℓ�ℓ� 1� � �

�� 𝑧𝑧
�2 ����

�������ℏ� 𝑧𝑧 � � ����
ℏ��������� 𝑧𝑧 � ℓ�ℓ� 1�𝑧𝑧

�𝑉𝑉� ��
ℏ�� 𝑧𝑧 �

���
ℏ��� �

����
�������ℏ� �

����
ℏ��������� ⎦

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

��𝑧𝑧� � 0   (22) 

where 
 

� � �
� ���
ℏ��� � 𝑉𝑉���0� ����

�
ℏ� ���� � 1� � ℓ�ℓ� 1� � �

��
� ����

�������ℏ� � � ����
ℏ��������� � 𝑉𝑉� ��

ℏ��
�                                 (23) 

 
 

� � �
2 ���
ℏ��� � 𝑉𝑉���0� ����

�
ℏ� ���� � 1� � ℓ�ℓ� 1� � �

��
�2 ����

�������ℏ� � � ����
ℏ��������� � 𝑉𝑉� ��

ℏ�� � ℓ�ℓ� 1��                                 (24) 
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�ℜ � ���
ℏ��� � ����

�������ℏ� � ����
ℏ���������

                                        (25) 

 
 
 Substituting equations (23), (24) and (25) into 

Eq. (22), we have: 
 

𝑑𝑑�𝜓𝜓�𝑧𝑧�
𝑑𝑑𝑧𝑧� � �� � 𝑧𝑧�

𝑧𝑧�� � 𝑧𝑧�
𝑑𝑑𝜓𝜓�𝑧𝑧�

𝑑𝑑𝑧𝑧 � 

� �
�������� �𝜑𝜑𝑧𝑧� � �𝑧𝑧 � ℜ�𝜓𝜓�𝑧𝑧� � �        (26) 

 
Comparing (26) and (1), the relevant 

polynomials can be expressed as 
 

�̃�𝜏�𝑧𝑧� � � � 𝑧𝑧, 
 

𝜎𝜎�𝑧𝑧� � 𝑧𝑧�� � 𝑧𝑧�, 𝜎𝜎��𝑧𝑧� � 𝑧𝑧��� � 𝑧𝑧�� 
 

𝜎𝜎��𝑧𝑧� � 𝜑𝜑𝑧𝑧� � �𝑧𝑧 � ℜ                    (27) 
 
Inserting the polynomials as defined by Eq. (27) 

into Eq. (9), we have: 
 

��𝑧𝑧� � ��
� � ��� � ��𝑧𝑧� � �� � ��𝑧𝑧 � ℜ    (28) 

 
where  

 � � �
� � 𝜑𝜑                              (29) 

 
As required by the NU method the discriminant 

of the quadratic expression under the square root 
sign in Eq. (28) is equated to zero. This leads to 
another quadratic equation in terms of k. Solving the 
ensuing quadratic equation for k, we have possible 
solutions as: 

 
� � ��� � 2ℜ� � 2√ℜ�� � � � ℜ         (30) 

  
Accepting the negative solution of k from Eq. 

(30), and substituting k into Eq. (28), we have 
 

��𝑧𝑧� � ��
� � �√ℜ � �� � � � ℜ�𝑧𝑧 � √ℜ      (31) 

 

Upon inserting Eq. (31) into Eq. (5) another 
required polynomial τ(z) is derived: 

 
𝜏𝜏�𝑧𝑧� � � � 2𝑧𝑧 � 

�2�√ℜ � �� � � �ℜ�𝑧𝑧 � 2√ℜ           (32) 
 
Taking the first derivative of Eq. (32), we have: 
 
𝜏𝜏|�𝑧𝑧� � �2 � 2√ℜ� 2�� � � �ℜ          (33) 

 
Taking the first derivative of Eq. (31) and using 

Eq. (30), Eq. (33) as well as Eq. (27), λ and λn are 
obtained explicitly as 

 

𝜆𝜆 � ��
2 � √ℜ � �� � � � ℜ� 

�� � 2ℜ � 2√ℜ�� � � � ℜ               (34) 
 

𝜆𝜆� � �� � � � 2�√ℜ � 2��� � � �ℜ      (35) 
 
By comparing Eq. (34) and Eq. (35), we obtain 

the quantityℜ: 
 

ℜ � ���
������

��������
����

����
����� �

�
         (36) 

where 
� � � � � �ℜ 

� � � �
� � � � ℜ                       (37) 

 
Reintroducing Eq. (23), Eq. (24) and Eq. (25) 

into Eq. (37) and Eq. (36), we obtain the energy 
eigenvalues for the superposition Hulthen potential, 
spin-orbit interaction and adjusted Coulomb 
potential in terms of the principal n, orbital ℓ and 
angular momentum j quantum numbers as stated by 
Eq. (38):
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𝐸𝐸�ℓ� � ���
�����

� ��
��������

� ℏ���
��

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

� ⎣⎢
⎢⎢
⎢
⎡

⎝
⎜
⎛���

���
�
�������������

ℏ� ��������ℓ�ℓ�����
��

� ����
ℏ���������

�ℓ�ℓ���
⎠
⎟
⎞

�

⎝
⎜
⎛���

���
�
�������������

ℏ� ��������ℓ�ℓ�����
��

� ����
ℏ���������

�ℓ�ℓ���
⎠
⎟
⎞

�
�����
ℏ�� ������������

ℏ� ��������ℓ�ℓ�����
��� �����

ℏ���������
�

⎝
⎜
⎛���

���
�
�������������

ℏ� ��������ℓ�ℓ�����
��

� ����
ℏ���������

�ℓ�ℓ���
⎠
⎟
⎞

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

�

 (38) 

 
 
Equation (38) is the energy eigenvalue equation 

for the proton orbiting the core in a nucleus. The 
energy spectrum for a neutron orbiting the core of 
the nucleus is obtained by setting e in Eq. (38) to 

zero as the net charge of the neutron is zero, as there 
is no Coulomb interaction between the orbiting 
neutron and the core of the nucleus. Hence the 
energy eigenvalues for the neutron is given as: 

 

 𝐸𝐸�ℓ� � � ℏ���
��

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

� ⎣⎢
⎢⎢
⎡
����

���
�
�������������

ℏ� ��������ℓ�ℓ�����
��

�ℓ�ℓ���
�

�

����
���

�
�������������

ℏ� ��������ℓ�ℓ�����
��

�ℓ�ℓ���
�

� �����
ℏ�� ������������

ℏ� ��������ℓ�ℓ�����
��

����
���

�
�������������

ℏ� ��������ℓ�ℓ�����
��

�ℓ�ℓ���
�

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

�

                       (39) 

 
 

Equation (38) and Eq. (39) are used in this study 
to obtain explicitly the ground state energy of 41Sc 
and 41Ca respectively. 

Next, we obtain the wave function as stated in 
Eq. (8), using the weighted factor ��𝑧𝑧� which is in 
the form 

 ��𝑧𝑧� � 𝑧𝑧�√ℜ� �� � 𝑧𝑧�������ℜ               (40) 
  
 Substituting Eq. (40) into Eq. (7), the Rodrigues 

relation is obtained as:

 

𝑦𝑦��𝑧𝑧� � ��𝑧𝑧��√ℜ�� � 𝑧𝑧��������ℜ 𝑑𝑑�

𝑑𝑑𝑧𝑧� �𝑧𝑧���√ℜ�� � 𝑧𝑧���������ℜ�  ≡ 
≡ 𝑃𝑃�

��√ℜ�������ℜ��� � �𝑧𝑧�                                                 (41) 
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where Pn is the Jacobi polynomial. Using Eq. (36) 
and Eq. (41) the wave function is given as: 

 
𝜓𝜓�𝑧𝑧� � 𝑁𝑁�ℓ𝑧𝑧√ℜ�1 � 

 
�𝑧𝑧����������ℜ�𝑃𝑃���√ℜ�������ℜ��1 � 2𝑧𝑧�  (42) 

 
where 𝑁𝑁�ℓis the normalization constant. Applying 
the normalization condition the normalization 
constant is obtained as: 

 

 ��ℓ
�
� � ����� �

� ����� �
� �𝑃𝑃����������

��
�� 𝑑𝑑� � 1 (43) 

 
Equation (43) is derived by setting 
 

� � 1
2 � �� � � �ℜ 

� � 2√ℜ                             (44) 
 
By comparing Eq. (43) to the standard integral 

of the form Eq. (37) as reported by Ebomwonyi et 
at., in the ref. [24], we have: 

 

� �1 � �
2 �

�
�1 � �

2 �
�
�𝑃𝑃������������

��

��
𝑑𝑑� � 

 

� �����������������
�������������                (45) 

 
We derive the normalization constant as: 
 

𝑁𝑁�ℓ � � ��������������
������������������

�
�          (46) 

 
4 Expectation values of some physical 

observables 
 
Now we derive the expectation values for 

position (radius), kinetic energy and the square of 

momentum for the respective nuclei under study. To 
achieve this, we use the Hellmann-Feynman 
theorem. ‘The Hellmann-Feynman theorem assures 
that a non-degenerate eigenvalue of a hermitian 
operator in a parameter dependent eigensystem 
varies with respect to the parameter provided that 
the associated normalized eigenfunction is 
continuous with respect to the parameter’ [26]. This 
statement is given mathematically as: 

 
 

q q
H E
q q

 
  

 
                     (47) 

 
The Hamiltonian used in solving the 

Schrodinger equation for the present work is of the 
form: 

� � � ℏ�

2𝜇𝜇
𝑑𝑑�
𝑑𝑑𝑑𝑑� � 

� ℏ
�

𝜇𝜇𝑑𝑑
𝑑𝑑
𝑑𝑑𝑑𝑑 �

ℏ�

2𝜇𝜇𝑑𝑑� ℓ�ℓ� 1� � 

 

� 𝑉𝑉�𝑒𝑒���
1 � 𝑒𝑒��� � 

 
�𝑉𝑉����� ��������

��������� 𝐿𝐿�⃗ . 𝑆𝑆              (48) 

 
To obtain the expectation value for position of 

the particle in the nuclear system, which represent 
approximately the radius of the nuclei under study, 
we equate the variable q in Eq. (47) to ℓ. Substituting 
Eq. (48) into Eq. (47), we have: 

 

⟨𝜓𝜓�ℓ�| ���ℓ |𝜓𝜓�ℓ�⟩ �
ℏ�
�� �2ℓ� 1�⟨𝑑𝑑��⟩        (49) 

 
where ⟨𝑑𝑑��⟩ is the expectation value for position 
(radius of the system). 

Taking the derivative of Eq. (39) with respect to 
ℓ as required by Eq. (47), we have:

 
 

 ���ℓ �
⎣
⎢⎢
⎢
⎡�2�� ��2ℓ� 1� ����ℓ����

ℏ� � 1�� .

� �
�√� �

�
����

����
ℏ�� ����ℓ����

ℏ� ��������ℓ�ℓ��������
�����

ℏ���������
�

������√��
� �

⎦
⎥⎥
⎥
⎤
                                (50) 

 
 
Equating (49) and (50), the expectation value for position is derived as: 
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⟨𝑟𝑟��⟩ �

⎣
⎢
⎢⎢
⎢
⎢⎢
⎢
⎡� ��

� �� �
�
� � �𝑦𝑦 �

����
ℏ�� ����ℓ����

ℏ� ��������ℓ�ℓ��������
�����

ℏ���������
������√��

� .

� �
�√� �

�
����

����
ℏ�� ����ℓ����

ℏ� ��������ℓ�ℓ��������
�����

ℏ���������
�

������√��
� �

����ℓ����
ℏ� � �� ⎦

⎥
⎥⎥
⎥
⎥⎥
⎥
⎤

                        (51) 

 
 
The expectation value for position (radius) ⟨𝑟𝑟⟩is 

obtained from Eq. (51). The expectation value for 
kinetic energy ⟨𝑇𝑇⟩is obtained from Eq. (47) by 
setting  
 
q to µ, and differentiating the Hamiltonian and the 
energy spectrum with respect to the reduced mass µ 
respectively. We have the derivatives below: 

 
��
�� � � �

� ��
ℏ�
��

�
��� �

ℏ�
��

�
�� �

ℏ�
���� ℓ�ℓ� ����(52) 

Recall that, 
� � 𝑇𝑇 � � 
𝑇𝑇 � � � �                            (53) 

 
where T is the kinetic energy and V the potential, 
putting Eq. (53) into Eq. (52) we have: 

 
⟨𝜓𝜓�𝜇𝜇�| ���� |𝜓𝜓�𝜇𝜇�⟩ � � �

� �� � �� � � �
� ⟨𝑇𝑇⟩(54) 

 
Also, 
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        (55) 
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Equating (54) and (55) as required by (47), and we obtain the expectation value for kinetic energy as: 
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          (56) 

 
 
Using the relationship between kinetic energy and the square of momentum as: 

 
� �

� ⟨𝑇𝑇⟩ � � �
��� ⟨𝑃𝑃�⟩                                                                  (57) 

 
The square of momentum is obtained from Eq. (57) as stated below: 
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            (58) 

 
 
 
5 Results and discussion 
 
The analytical solution of the Schrodinger wave 

equation for the superposition of Hulthen potential, 
spin-orbit interaction and adjusted Coulomb 
potential is applied to study two nuclides; calcium 
41 and scandium 41 isotopes.  

Explicitly: 41Ca and 41Sc nuclei are chosen as 
nuclear systems in this study, being that the best 
evidence of single particle behavior is easily 
observed in near doubly magic nuclei. The nucleus 
of 41Ca has a closed shell for both nucleons with a 
valence neutron in the 1𝑓𝑓�

�
 level. Also, 41Sc has 

closed shells for protons and neutrons, with a 
valence proton in the 1𝑓𝑓�

�
 level. The ground state 

properties of 41Ca and 41Sc are determined by the 
valence nucleon orbiting the closed core according 
to the theory of nuclear shell model. We obtain the 
numerical results of the ground state energies of 41Ca 
and 41Sc from Eq. (39) and Eq. (38) respectively. 
Table 1 gives a summary of the parameters used for 
the numerical calculation. The numerical results of 
these energies of the nuclei under study are as 
presented in Table 2 and compared to experimental 

data culled from ref [13]. The calculated energy 
levels agree to a very great extent with the 
experimental values. Comparing the ground state 
energy of 41Ca obtained from this study to the 
experimental value shows a percentage relative error 
of 2.02%. The calculated ground state energy of 41Sc 
obtained from the present work shows a percentage 
relative error of only 0.95% to that obtained 
experimentally. The small percentage relative error 
recorded here attests to the success of the analytical 
method employed in this work as well as the 
excellent means of adding the spin orbit interaction 
to the Hulthen potential plus the Coulomb potential, 
which serves as the nuclear potential for the nuclei 
under study. The physical observables such as the 
expectation values for position (radius), kinetic 
energy, and the square of momentum are as 
presented on Table 3. Using the same set of 
parameters used for calculating the numerical values 
for the energies of both nuclei under study, Eq. (51) 
was used to obtain the numerical values for the 
position (radius) of the nuclei, Eq. (56) was used to 
obtain the kinetic energies and Eq. (58) was used to 
obtain the numerical values for the square 
momentum of both nuclei. Comparing the 
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calculated expectation value for the radius of the 
isotopes under study to the experimental values of 
their radii showed a relative percentage error of 
20.8%.The numerical values for kinetic energy and 

momentum obtained from this work were not 
compared to experimental values of these quantities 
owing to the unavailability of experimental data on 
these quantities for the isotopes under study. 

Table 1 – Numerical values of potential parameters for the combined potential 

Parameters 41Ca 41Sc 
𝜶𝜶 (fm-1) 
𝑽𝑽𝒐𝒐 (MeV) 
𝑽𝑽𝑳𝑳𝑳𝑳 (MeV) 
ℏ𝒄𝒄 (MeV) 
𝝁𝝁 (MeV/c2) 
𝑹𝑹𝒐𝒐 (fm) 
𝜺𝜺𝟎𝟎 
𝒓𝒓𝒐𝒐 

e(MeV) 

0.5
45.83 

20.1652 
197.3269602 

915.20392928 
4.1378607 
0.079785 

0.2 
- 

0.5 
45.83 

20.1652 
197.3269602 

915.212583522 
4.178607 
0.079785 

0.2 
1.199999999 

Table 2 – Ground state energy of 41Ca and 41Sc 

Nuclides State Calculated Energy (MeV)
{present work} 

Experimental value of 
Energy (MeV)[23] 

𝑪𝑪𝟒𝟒𝟒𝟒 𝒂𝒂 
𝟒𝟒𝟒𝟒𝑳𝑳𝒄𝒄 

1𝑓𝑓�
�1𝑓𝑓�
�

-357.51025 
-346.41183 

-350.4148 
-343.1371 

Table 3 – Numerical results of the expectation values for radius, kinetic energy and square of momentum of 41Sc and 41Ca isotopes 

Quantity 41Sc 41Ca 

Radius �𝒓𝒓𝟐𝟐�
𝟒𝟒
𝟐𝟐 (fm) 

Calculated value 2.74591 2.75152 
Experimental value (Angeli 

et al) 3.4698 3.4780 

Kinetic energy ⟨𝑻𝑻⟩ (eV) 
Calculated value 342.86341 337.22125 

Experimental value - - 

Square of momentum ��𝟐𝟐� Calculated value 6.27580 X 105 6.17251 X 105

Experimental value - - 

6 Conclusions 

In this study, we obtained the approximate 
solution of the Schrodinger wave equation for the 
superposition of Hulthen potential with spin-orbit 
potential plus adjusted Coulomb potential using 
the NU method. Clearly, we calculated the single 
particle energy spectrum for this constructed 
potential model and applied it to obtain the ground 
state energy of near doubly magic nuclei, namely, 

41Ca and 41Sc. We also obtained the single particle 
normalized wave function for the nuclei under 
study. Using the Hellman-Feynman theorem, the 
physical observables such as the radius, kinetic 
energy and momentum of selected near doubly 
magic nuclei were calculated in this study. 
Therefore, we propose that our constructed 
potential model can be used to study nuclei such 
as near doubly magic and near singly magic 
nuclei. 
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Optical properties of dextran-stabilized  
silicon nanoparticles in aqueous medium
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Silicon nanoparticles (Si-NPs) with initial sizes of the order of 100 nm were prepared by femtosecond laser 
ablation-fragmentation of microcrystalline silicon in water followed by drying and resuspending in water 
or in aqueous solutions of dextran. The prepared aqueous suspensions of Si-NPs without dextran and with 
dextran coating were investigated by means of the scanning electron microscopy, dynamic light scattering 
and optical absorption spectroscopy in the spectral range from 250 to 800 nm. The optical absorption of 
uncoated Si-NPs in an aqueous medium with different pH-level varied from 4 to 8 was found to decrease 
with time because of a process of the dissolution of those NPs in water. The dissolution rate depended 
nonmonotonically on the solution acidity (pH level) and the corresponding times were in the range from 50 
to 180 hours. The addition of dextran into the solution was found to significantly decrease the dissolution 
rate of Si-NPs to 300 hours because of the coating of NPs with a polymer shell. The obtained results can 
be useful to develop new biomedical technologies involving Si-NPs as stabilized theranostics (therapy and 
diagnostics) agents.
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1 Introduction
 
Since the first observation of the room 

temperature photoluminescence of porous silicon 
(PSi) [1], publications involving the use of silicon 
nanoparticles (NPs) for biomedical purposes have 
become increasingly frequent. Silicon (Si) NPs 
can be used for diagnostics as optical markers 
[2], nonlinear optical tags [3], contrast agents for 
magnetic resonance imaging (MRI) [4], and for the 
treatment of oncological diseases [5], as well as 
carriers of drugs [6,7]. The rapid degradation of PSi-
NPs in water with the formation of silicate anions 
ensures the removal of injected NPs from the body. 
Too rapid dissolution of PSi-NPs can be prevented 
by modifying the surface of PSi-NPs, for example, 
by biopolymer coating with PVA-PLGA molecules 
[8-10].

Despite the low cytotoxicity of Si-NPs themselves 
[11] and their relatively rapid degradation in aqueous 
media [12], biomedical applications of PSi-NPs are 
limited due to the high toxicity of the porous silicon 
precursor – hydrofluoric acid (HF), so the more clean 
and mild synthesis approaches such as laser ablation 

or laser fragmentation of target in liquid [13] or 
plasmochemical [14] method attract more attention 
[15]. These kinds of Si-NPs have low toxicity [16,17], 
but there is no accurate description of the dissolution 
kinetics for Si-NPs produced by the laser ablation-
fragmentation method. 

In this research, we have studied the optical 
properties of Si-NPs in aqueous media with different 
pH. In addition, the sorption of dextran molecules in 
an aqueous solution onto the surface of Si-NPs was 
investigated, and the optical properties and kinetics 
of dissolution of the polymer-coated Si-NPs were 
studied in the solutions with different pH-level.

2 Materials and methods

In this work, we used Si-NP, which were obtained 
by laser fragmentation of microcrystalline silicon 
dispersed in deionized water [18]. The fragmentation 
was carried out for 1 hour using a Ti-sapphire laser 
with a wavelength of 800 nm. The pulse duration 
was 130 fs, and the pulse energy was 300 mJ. The 
pulse frequency was 1 kHz. Laser irradiation was 
focused by a lens into the center of the cuvette. 
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During fragmentation, the solution was stirred using 
a magnetic stirrer. Further, the resulting NPs were 
dried and dispersed in water to obtain a stock solution 
with a concentration of 50 mg/mL. Then 10 mg of 
dextran (molar mass 35-45 kDa) were added to 2 mL 
of the stock solution of Si-NPs and sonicated using 
an ultrasonic bath for 15 min.

Dissolution kinetics for diluted Si-NPs solutions 
with different pH, which was adjusted by adding 
drops of HCl and KOH solutions, were investigated 
by means of the optical extinction spectroscopy using 
a Cary 60 UV–Vis spectrometer in the spectral region 
of 250-800 nm. For this, samples of mother liquors 
were diluted in distilled water until a concentration 
of 0.1 mg/mL was reached, and then the extinction 
spectra were measured for different storage time of 
the suspension. 

The colloidal stability of Si-NPs in aqueous media 
was analyzed by using a method of the dynamic light 
scattering (DLS) with a Zetasizer Nano ZS DLS 
analyzer (Malvern, UK), which was also used for 
measurements of the electrokinetic zetta-potential 
(ZP) of Si-NPs. The DLS data were processed using 
the Zetasizer Software. The structural properties and 
composition of the dried NPs were investigated by 
means of the scanning electron microscopy (SEM) 
with a Tescan MAIA 3 (Tescan, Czech Republic) 
SEM.

3 Results and discussion

Measurements of DLS and ZP confirm the 
presence of dextran on the surface of Si-NPs 
dispersed in the dextran solution. Figure 1a shows 
size distribution where the black curve and red 
one corresponds to the initial Si-NPs and dextran-
coated ones, respectively. The hydrodynamic size 
of Si-NPs in diluted stock solution is 100 ± 30 nm, 
while the average particle size of dextran-exposed 
Si-NPs is 275 ± 50 nm, which may indicate that 
Si-NPs are covered with a polymer layer. The 
increase of the hydrodynamic size of Si-NPs in the 
dextran solution in comparison with that for initial 
Si-NPs can be also related to agglomeration of the 
former NPs. 

Figure 1b and Figure1c show SEM images of 
the initial and dextran-coated Si-NPs, respectively. 
Besides the larger sizes of individual NPs, the Si-
NP aggregates with sizes above 250-300 nm are also 

present in the latter sample. Therefore, the SEM data 
confirm the increase of the NP size in the dextran 
solution, than can be related the de dextran-coating 
of those NPs.

The NP’s surface charge state is defined by 
the pH level of media and acidity of the surface 
groups. Therefore, the electrokinetic zeta-potential 
of surface-coated NPs can be different from the 
initial one. Figure 2 shows dependences of the zeta-
potential of initial and dextran-coated Si-NPs in 
aqueous solutions versus the pH-level.

The sharp drop in the pH-dependence of 
ZP for Si-NPs in dextran solution and its more 
smooth behavior in the case of initial Si-NPs 
can be explained by different parameters of the 
surface groups, which are modified in the presence 
of dextran molecules. Taken together, these 
observations provide strong evidences that the 
surfaces of Si-NPs are actually coated with dextran 
molecules in aqueous solution.

Figure 3 shows extinction spectra of Si-NPs 
dispersed in water and in dextran solution. Since in 
this spectral region Si-NPs are characterized by a 
large absorption cross-section the extinction value 
can be approximately equal to the absorption. Both 
spectra exhibit a maximum in the UV region (see 
Fig. 3), which is associated with the direct band gap 
absorbance in crystalline Si. While the spectrum 
for initial Si-NPs exhibits a shoulder in the region 
of 400-600 nm, which can be attributed to the Mie 
scattering from individual Si-NPs with sizes about 
100 nm [3], the absorption spectrum of dextran-
coated Si-NPs shows more smooth decrease of the 
absorption in the investigated spectral region. This 
fact can be related to the larger sizes of dextran-
coated Si-NPs.

To study the kinetics of dissolution of Si-
NPs in aqueous medium, the integral absorption 
intensity in the range of 400-600 nm is calculated 
and analyzed. Figure 4a and Figure 4b show 
dependences of the spectrally integrated absorption 
of Si-NPs in aqueous suspension with different pH-
level on time for initial Si-NPs and dextran-coated 
ones, respectively.

At low concentrations of Si-NPs, the 
absorption is proportional to the concentration of 
NPs in the colloid. The absorption intensity (Fig. 
4) decreases with time of the storage Si-NPs in 
aqueous media.
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Figure 1 – (a) Size distribution of Si-NPs in aqueous suspensions without dextran (black curve)  
and with dextran (red curve). The sizes were estimated immediately after the synthesis of colloids; (b)  

and (c) SEM images of Si-NPs before and after coating with dextran, respectively
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and dextran-coated Si-NPs versus pH-level of the aqueous solution



25

А.Yu. Kharin and V.Yu. Timoshenko                                                      Phys. Sci. Technol., Vol. 8 (No. 3-4), 2021: 22-27

300 400 500 600 700 800
0.0

0.2

0.4

0.6

0.8

 

 

Ex
tin

ct
io

n 
(a

rb
. u

n.
)

Wavelength (nm)

 initial Si-NPs
 Si-NPs+dextran
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Figure 4 – Dependences of the spectrally integrated absorption of Si-NPs 
in aqueous suspension with different pH-level on time for (a) initial S-NPs and (b) dextran-coated Si-NPs

If we assume that the dissolution of Si-NPs is a 
first-order process, the dissolution rate is proportional 
to the number of NPs, then it is possible to describe 
the  time dependence of the NPs’ concentration can 
be expressed as follows:

С(t)=C0e
-kt,                         (1)

where C0 is the initial NPs’ concentration,  is the 
characteristic dissolution rate,  , and   is the dissolution 
time.

The general view of the dependences confirms 
the assumption that the concentration of Si-

NPs decreases exponentially with time. The 
approximation of the curves in Fig. 5 allows one 
to obtain the characteristic times of nanoparticles 
dissolution. The dependence of these times on pH 
is shown in Fig. 5. It is important to note that at 
pH=7, no decrease in the absorption was observed 
for the coated nanoparticles. For this reason, this 
point is not plotted in the graph. It is worth noting 
that half of the Si-NPs coated with dextran are 
stable in a solution with any pH level for at least 300 
hours (see Fig.4b). This fact indicates a high level 
of the surface stabilization of Si-NPs by dextran 
molecules.
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Figure 5 – Dependences of the characteristic  

degradation times of nanoparticles on pH  
for dextran-coated (red) and initial (black) Si-NPs

It is seen that uncoated Si-NPs are well dissolvable 
both into the strongly acidic and alkaline solutions, 
and at pH=5 the dissolution rate is noticeably slower. 
The dissolution rate of dextran-doated Si-NPs does 
not depend on pH and is significantly lower than one 
for the initial Si-NPs.

4 Conclusions

The kinetics of dissolution of uncoated Si-NPs 
in aqueous media are strongly dependent on the pH 
level of the solution. The addition of dextran into the 
solution can significantly slow down the dissolution 
of Si-NPs that is associated with the coating of those 
NPs with the polymer shell. Since the investigated 
dextran is approved for clinical use, the results 
obtained can stimulate the development of new 
biomedical technologies using silicon nanoparticles.
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Due to the high level of achieved research, there are prospects for the widespread use of the method and 
specific physical results in the areas under consideration, as well as ways for more effective application 
of mathematical modeling methods using modern computing technology in various subject areas. For the 
numerical study of the combustion of liquid fuels, it is required to consider many complex interrelated 
processes and phenomena, which are laborious tasks of computational thermal physics. In the theory’s study 
of combustion and the development of various technical devices, the actions of which are based on the use 
of the combustion process, a computational experiment is becoming an increasingly important element. 
Computational fluid dynamics methods have become widespread in technical physics when it becomes 
possible to optimize an experiment based on its virtual prototype. This work is devoted to the numerical 
modeling of the processes of breakup, dispersion, evaporation and combustion of liquid fuel droplets under 
high turbulence. Fundamental characteristics, methods of liquid fuels atomization, the mathematical model 
and basic equations describing the collision, distribution and combustion of liquid fuels at high turbulence 
are presented. Results of computational experiments by determination of the optimal conditions for the 
combustion of liquid hydrocarbon fuel are presented. Influence of the oxidant’s initial temperature on the 
processes of atomization and dispersion of droplets in the combustion chamber under high turbulence is 
investigated. Optimal combustion parameters for the dodecane have been determined. 

Key words: numerical modeling, atomization, liquid fuel, dodecane, high turbulence.
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1 Introduction  

One of the main global problems of the 
urbanized countries including Kazakhstan, is the 
emission of pollutants into the atmosphere. Almaty 
is the city of Kazakhstan with the greatest traffic 
congestion. The Statistics Department of Almaty 
fixes the increased concentration of harmful 
substances (small suspended particles) in the air on 
a weekly basis. Small suspended particles PM2.5 
and PM10 are in the atmosphere as an aerosol; 
because of their low weight, they can’t settle to the 
ground. The World Health Organization PM10 and 
PM2.5 are classified as priority pollutants. PM2.5 
particles are actually soot, dust, micro-fragments of 
asphalt and rubber, mineral salts (sulfates, nitrates) 
and heavy metal compounds (mainly oxides). They 
are got because of the work of some industries, but 

often an increase in their concentration is provoked 
by cars, namely the combustion of liquid fuel [1-6].  

The course of chemical reactions under 
conditions of dynamic and thermal interaction of 
reagents, phase transformations accompanying 
intensive mass transfer of reagents, the influence of 
the thermodynamic state of the system and its 
structural characteristics on the process parameters 
are the distinctive features of the combustion of 
liquid fuels. The problem of fundamental research 
of the regularities of heat and mass transfer 
processes during the combustion of various types 
of liquid fuel requires a detailed study of the theory 
of combustion. 

A lot of problems arising in thermal physics 
and technical physics associate with the numerical 
solution of the Navier-Stokes equations systems, 
which is the basis of continuum mechanics. 
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Therefore, in connection with the ever-increasing 
use of numerical research in solving scientific and 
technical problems, it is important to ensure the 
greatest possible scientific and practical side of the 
issue. It can only achieve this through careful 
application of numerical modeling methods in 
various subject areas. [7, 8]. 

The efficiency of fuel use, and, ultimately, the 
productivity and environmental friendliness of the 
installation, depends on the correct (optimal) 
organization of fuel combustion, including the 
processes of fuel preparation, fuel supply and 
rational combustion. All research on creating 
efficient internal combustion engines is aimed at 
reducing the amount of pollutants emitted by 
vehicles into the atmosphere.  Emissions from 
gasoline and diesel internal combustion engines 
contain carbon dioxide (CO2) and carbon monoxide 
(CO). Partially combusted fuels are also present in 
the exhaust gases, which form a complex mixture 
of hydrocarbons (HCs) such as methane (CH4). 
Also, in the composition of combustion products, 
solid particles and nitrogen oxides (NOx) are 
emitted, the latter are a common component of 
diesel emissions [9, 10]. 

Organization of high-quality combustion of 
fuel largely influences the problems of saving 
energy resources and improving the ecological 
state of heat engines. However, the technologies for 
the preparation and combustion of fuel are 
practically brought to perfection, and the efficiency 
and environmental cleanliness of internal 
combustion engines in most cases leaves much to 
be desired. The problem arises from searching for 
new methods in this area. Modeling of breakup, 
dispersion, evaporation and combustion processes 
of liquid fuel droplets under various initial 
conditions applies to solving the posed problems. 

Since 2019, any vehicle for public roads 
imported into the Republic of Kazakhstan 
permanently and from the countries of the Customs 
Union must comply with the Euro-5 standard. 
Using fuel inappropriate for the ecological class by 
vehicles leads to premature wear of vehicle exhaust 
systems and unjustified costs for consumers of 
equipment. Engines with a fuel analyzer under the 
Euro 5 standard create difficulties in operation 
outside of large cities where low quality fuels are 
used. Here, it automatically reduced the engine 
speed until it stops completely. Besides the obvious 
positive environmental effect, the entry into force 
of stricter regulations will stimulate the production 
of more modern types of vehicles and introducing 

technologies in engine building.  In addition, there 
is an opportunity to create new industries in the 
automotive industry, primarily in the production of 
components and components. 

Also, since January 1, 2018, Kazakhstan has 
completely switched to the use of motor fuel of 
environmental standards not lower than Euro-4 and 
Euro-5. Now gasoline and diesel fuel supplied at 
retail must comply with the K4 and K5 
environmental classes. Using these fuels will 
reduce emissions of harmful substances [11, 12]. 

In connection with the above, intensification of 
production, decrease in the material consumption 
of equipment, an economical consumption of fuel 
and environmental protection are gaining special 
significance and relevance. It is very important to 
create a scientific basis for intensive technological 
processes that ensure the integrated use of fuel and 
its waste, excluding the harmful effects of 
production on the biosphere. The new strategy for 
nature protection and energy conservation involves 
the selection of the most effective achievements of 
scientific and technological progress. Three major 
groups of measures stand out among them: 
utilization, energy modernization and intensive 
energy saving. 

On July 1, 2021, a new Environmental Code 
will come into force in Kazakhstan, which 
complies with international legislative standards in 
environmental protection. Kazakhstan has become 
the first country in the post-Soviet space where the 
idea of a “green economy” is being implemented. 
On May 30, 2013, Government approved the 
Concept for the Transition of the Republic of 
Kazakhstan to a Green Economy. 

For a comprehensive experimental study of 
two-phase flows, it becomes necessary to use 
special equipment and special working bodies (it is 
necessary to form a flow of drops of a certain size 
and a component composition), as well as to 
develop and use special methods for measuring 
flow parameters and corresponding measuring 
equipment, which complicates this process. The 
development of mathematical modeling of these 
types flows and the modern power of electronic 
computers make it possible to a certain extent to 
get data on the behavior of a two-phase flow, but 
without obtaining experimental data that allow 
checking the mathematical models used, it is 
impossible to verify the adequacy of their 
application and the accuracy of the results. In the 
light of such difficulties, phenomenological models 
of such flows are increasingly being applied. 
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The engines of the current generation of cars 
differ significantly from those that were used 
several decades ago. The main combustion process 
in engines remains the same, but the injections 
differ significantly.  

Modern internal combustion engines use high-
tech fuel injectors to deliver fuel to the engine in 
the most efficient way. There are different fuel 
injection systems depending on the type of engine. 
The most commonly used engines are spark 
ignition (SI), port injection (PFI or GDI) and direct 
injection (DI) engines. In spark ignition engines, 
the injection pressure ranges from 2 to 3 bar and in 
direct injection engines from 100 to 200 bar. Diesel 
engines with direct injection operate at much 
higher pressures. These values are about 10 times 
or more than spark ignition engines. Injection 
systems are usually electronically controlled, since 
the opening and closing of the injector must be 
quick, which reduces fuel waste [13]. 

Liquid and gaseous fuels are burned only in a 
flare, and the liquid fuel is pre-sprayed into small 
droplets. The characteristics of the combustion 
process are influenced by several factors: the 
furnace design, the oxygen concentration of the 
supplied air for combustion, the pressure at which 
combustion occurs, etc. Combustion of liquid fuel 
is a multi-stage process. 

Liquid fuel in the first stage is heated to boiling 
point and evaporates, and in the second stage, 
combustion occurs. The combustion scheme of a 
drop in liquid fuel is shown in Figure 1. Because 
the boiling point of liquid fuel is lower than the 
ignition temperature, its droplets first evaporate, 
and then the process of fuel combustion occurs. 
Because of diffusion through the resulting 
combustion products, air penetrates to the 
combustion surface. The combustion rate depends 
on the size of the burning surface, and the size of 
the burning surface depends on liquid fuel 
atomization: the finer the atomization, the greater 
the rate and completeness of combustion.  

A combustion zone is established near the drop 
on a spherical surface, the diameter of which is 1–5 
times larger than the drop size. The droplet 
evaporates because of the heat of radiation from the 
combustion zone. In the space between the droplet 
and the combustion zone, there are liquid fuel 
vapors and combustion products, in the space 
outside the combustion zone – air and combustion 
products. Fuel vapor diffuses into the combustion 
zone from the inside, and oxygen from outside. 
Here, these components enter a chemical reaction, 

which is accompanied by the release of heat and 
the formation of combustion products. 

1 – area of diffusion of oxidizer and combustion products, 
 2 – liquid, 3 – fuel vapor, 4 – liquid fuel drop 

Figure 1 – Scheme of the individual liquid fuel drops 
combustion 

2 Mathematical model of the problem 

In many experimental studies, it was found that 
many dimensionless scale parameters are involved 
in the primary sputtering process [14-16]. Among 
these parameters are the Weber and Reynolds 
numbers: 
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,0lu  is the inlet velocity of the liquid, ,0gu  is
the inlet velocity of the gas flow,   is the 
coefficient of surface tension, lD  is liquid jet inlet

diameter, gD  is the inlet size of the concurrent gas
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of impulses: 
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Inside the coaxial nozzle moving at a high 
speed gas flow forms a boundary layer at a rigid 
interface between two parallel gas and liquid flows. 
Dimensionless thickness of the incoming boundary 
layer is also a very important parameter:  

g

g lD D



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We can also note the Onezorge number as 
another important parameter: 
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At the exit the boundary layer interacts with the 
liquid jet and leads to the Kelvin-Helmholtz 
instability on the free surface. According to the 
[17], the thickness of the incoming boundary layer 
controls the most unstable longitudinal wavelength 
of the Kelvin-Helmholtz instability g . At high 
Weber numbers, according to the [18], the 
instability wavelength KH is:
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Here, for coaxial sputtering by an air flow 
2KHC  , which corresponds to the measurements 

of the [17]. It can be used the Blasius 
transformations for the boundary layer thickness 
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  [19]. From, measurements of 

the [18] it was found that 5.6C  . 
The development of the Kelvin-Helmholtz 

instability is called the primary phase of instability. 
The outflowing jet depends on the large-scale 
instability of the flow. Then the waves of the 
primary instability are exposed to the gas flow then 
they are sped up. This leads to the rapid 
development of the Rayleigh–Taylor instability in 

the transverse direction [20, 21]. The onset of this 
type of instability is called the secondary phase of 
instability. The expression for very long 
wavelengths with the Rayleigh-Taylor instability 
can be written as follows [21]:  

32RT
la
 


 ,      (7) 

where   means the free acceleration of the fluid. 
A rapidly moving gas, which produces primary 
droplets of size separate and fragment filaments of 
order: 

1~
2 RTr  .            (8) 

These droplets can be subjected to a secondary 
atomization process, forming an injection. It can be 
noted that discovered an important effect of the 
liquid injection rate on the droplet size. As for the 
typical droplet size in the far injection field, it is 
usually determined by the critical or maximum 
stable size when the destructive hydrodynamic 
forces are balanced by capillary forces: 

2/cr cr g relr We u  ,            (9) 

where relu  is the relative velocity between liquid

and gas, crWe  is the critical Weber number, the 
value of which equals 6 large intervals of the 
Onezorge numbers [17]. 

The question is how to evaluate relu .
Kolmogorov in his work assumes that a drop in a 
turbulent flow is stretched until the moment when 
this extension is of the order of the surface tension 
force [18]. It then evaluates the value relu  from the
expression for the typical increment of gas velocity 
in a uniform, steady-state turbulent flow. If   is 
the dissipation rate, then: 
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These expressions do not consider the density 
of the liquid. A drop that moves in a turbulent flow 
will respond to its turbulent expansion only 
partially because of its inertia. The authors of 
works used the following expression [20, 22]: 
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where st  is the Stokes time:
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Using this expression, one can assume: 
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Both relations are valid when the post-spray 
mechanism is related to turbulence in the gas flow. 

3 Physical statement of the problem 

A model of a combustion chamber as a 
cylinder, the height of which is 15 cm, diameter is 
4 cm have been used. The general view of the 
combustion chamber is shown in Figure 2. The 
computational domain comprises 650 cells. Liquid 
fuel is injected by a nozzle in the center of the 
lower part of the combustion chamber. 
Temperature of the combustion chambers walls 
was 353 K. The initial temperature of the gas in the 
combustion chamber was 700 K, the fuel was 
injected at 300 K. The initial radius of the injected 
droplets was 25 microns. Angle at which the 
droplets are injected was 100. Pressure in the 
combustion chamber was 80 bar, the injection 
speed of the liquid fuel was 250 m/s. 

In this work the simulation results of the 
processes of atomization, dispersion and 
combustion of liquid fuels in a cylindrical 
combustion chamber are presented. In this work, 
the liquid fuel dodecane is used. The chemical 
reaction of this fuel combustion in the chamber is 
presented below. This reaction leads to the 
formation of carbon dioxide and water: 

12 26 2 2 22 37 24 26C H O CO H O   . 

The results of a numerical simulation of the 
dodecane combustion depending on the initial 
temperature of the oxidizer in the combustion 
chamber are presented. In the [23-27] works, 
similar studies were got by using numerical 
modeling at high turbulence, where the optimal 
values of pressure and mass for dodecane were 

determined. Thus, for dodecane at the initial 
moment of time, the values of pressure and mass 
were 80 bar and 7 mg. In this work, all calculations 
were got at optimal values of pressure and mass, 
which were taken from the works of the above 
authors, and the initial temperature in the 
combustion chamber varied from 700 K to 1500 K. 

Figure 2 – General view of the combustion chamber 

4 Numerical simulation results 

Analysis of Figure 3 shows that if the 
temperature of the oxidizer in the combustion 
chamber takes values above 800 K, then the fuel 
burns more intensively, a large amount of heat is 
released and the combustion chamber heats up to 
3000 K. In this case, the initial temperature of the 
oxidizer has the greatest effect on the combustion 
of dodecane since an increase in the initial 
temperature from 900 K to 1500 K leads to an 
increase in the maximum temperature from 
2080.09 K to 2684.69 K. 

Figure 4 shows the distribution of the 
maximum concentration of carbon dioxide for 
dodecane depending on the initial temperature of 
the oxidizer in the combustion chamber. During the 
combustion of dodecane, the concentration of the 
formed carbon dioxide takes on large values. As 
seen from the figure, with an increase in 
temperature from 900 K to 1500 K, the 
concentration of carbon dioxide released during the 
combustion of dodecane takes values from 0.11986 
g/g to 0.14142 g/g. 

From the analysis of the curves in Figures 3 
and 4, it can be concluded that for dodecane, the 
optimal initial temperature of the oxidizer in the 
combustion chamber is 900 K. At this temperature, 
the fuel quickly reacts with the oxidizer, the 
chamber heats to high temperatures, and the 
concentration of the resulting carbon dioxide does 
not exceed the permissible limits. 
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Figure 3 – Dependence of the maximum combustion temperature 
 on the initial temperature of the oxidizer in the combustion chamber 

Figure 4 – Dependence of the concentration of the carbon dioxide CO2  
on the initial temperature of the oxidizer during the dodecane combustion 

It confirmed this conclusion by three-
dimensional graphs of the distribution of the main 
parameters describing the processes of breakup, 
dispersion and combustion of liquid fuel 
(dodecane), which are given below. 

Figures 5-9 show the results of the computational 
experiments on the influence of the oxidizer 
temperature on the spray and combustion processes of 
the liquid fuel (dodecane). These graphs were 
obtained at the optimum oxidizer temperature in the 
combustion chamber equal to 900 K. 

Figure 5 shows the temperature distribution in 
the combustion chamber for dodecane at time t=2.5 
ms at an initial oxidizer temperature of 900 K and 
at optimal pressure and mass values. From these 
graphs, we can see how the temperature in the 

combustion chamber changes at a time. As seen 
from Figure 5 a, during the dodecane combustion, 
the region of maximum temperatures at time t=2.5 
ms reaches 3.6 cm along the height of the 
combustion chamber, the rest of the chamber heats 
to 1000 K. The maximum temperature in the flame 
is 1526 K at this time of moment (Figure 5 a). 

Figure 5 b shows a similar temperature 
distribution of dodecane at time t=3 ms. When a 
mixture of fuel vapors with an oxidizer ignites, the 
fuel (dodecane) burns quickly. A large part of the 
chamber is covered in a torch across the width 
(Figure 5 b). When dodecane burns, the maximum 
temperature is 2080 K (Figure 5 b), i.e. the 
dodecane’s torch has high temperatures, which 
confirms the results shown in Figure 3. 
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a) t=2.5 ms b) t=3 ms

Figure 5 – Distribution of the temperature in the combustion chamber 
 for dodecane at different times 

Figures 6a and 6b show the graphs of the 
distribution of liquid fuel injection droplets at the 
optimum temperature at different times. At the 
moment of time t=2.5 ms, dodecane drops are 
concentrated in a small region along the width of 
the combustion chamber. During the combustion of 
dodecane at the time t=2.5 ms, the liquid fuel 
droplets reach 0.4 cm along the chamber height 
(Figure 6 a). 

Figure 6b shows the dispersion and temperature 
distribution of droplets for the dodecane in the 
combustion chamber at the initial optimum 
temperature at time t=3 ms. Dodecane droplets lie 
at a height of 0.52 cm. Fuel droplets are evenly 
distributed over the height and width of the 
combustion chamber. In this case, more drops with 
high temperatures are observed and the maximum 
temperature of its drops reaches 638.35 K (Figure 
6b).  

Figure 7 shows the change the dodecane vapor 
concentration at the time t=2.5 ms at the initial 
oxidizer temperature equal to 900 K and at the 
optimal pressure and mass values. 

At high turbulence, the area occupied by the 
fuel in the chamber decreases, which is consistent 
with the results of Figure 5 and 6. At this time, on 
the axis of the chamber during the combustion of 
dodecane, fuel vapors rise to 3.8 cm along the 
height of the combustion chamber. In the rest of the 

chamber, the concentration of fuel vapors is 
minimal.  

As can it be seen in the Figure 7, dodecane 
burns without residue, fuel vapor is almost zero. 
The minimum concentration of dodecane vapor at a 
time of 4 ms was 0.01 g/g.  

Figures 8-9 show the results of numerical 
simulations of the distribution of combustion 
products and oxygen concentration on the chamber 
axis. The graphs of the distribution of the reaction 
products at the time instant of 3 ms are shown. So 
in Figure 8, we can observe how the oxygen 
concentration in the combustion chamber changes 
at a time of 3 ms during the initial oxidizer 
temperature of 900 K and we can say that in most 
of the combustion chamber at the temperature of 
900 K, the oxygen concentration is highest. 

The maximum oxygen concentration during the 
combustion of dodecane is equal to 0.1875 g/g. 
However, the core of the torch, where the oxidant 
is consumed for fuel combustion, contains the 
smallest amount of oxygen: during the combustion 
of dodecane, the oxidant concentration is 0.05 g/g. 
When dodecane was burning, the oxygen 
consumption for fuel combustion was carried out at 
a height of 3.8 cm to 4.6 cm. Analyzing this graph, 
one can make sure that the largest amount of 
oxygen is concentrated in the torch core during the 
combustion of the liquid fuel.  
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a) t=2.5 ms b) t=3 ms

Figure 6 – Distribution of temperature of the dodecane droplets 
in the combustion chamber 

Figure 7 – Concentration field of the fuel vapor at t=2.8 ms 
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Figure 8 – Concentration field of the oxidizer O2  
in the combustion chamber at the time t=3 ms 

Figures 9 and 10 show the graphs of the 
distribution of the concentrations of water and 
carbon dioxide at time t=3 ms for dodecane at an 
initial oxidizer temperature of 900 K and at optimal 
pressure (80 bar) and mass (7 mg). Analysis of 
Figure 9 shows that at a time of 3 ms, the 
maximum concentration of water resulting from the 

chemical reaction of dodecane combustion reached 
a value of 0.060256 g/g. In the remaining parts of 
the combustion chamber, the concentration of 
water reaches its lowest value, in most part of the 
combustion chamber, the minimum amount of 
moisture is maintained, which is equal to 
0.00306837 g/g. 

Figure 9 – Distribution of water vapor H2O during the combustion 
 of dodecane in the combustion chamber at t=3 ms
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Figure 10 shows the results of numerical 
modeling of the formation of carbon dioxide 
during the combustion of dodecane at an optimal 
temperature of 900 K. Analysis of the figure 
shows that the maximum amount of carbon 
dioxide for dodecane on the axis of the 
combustion chamber, the concentration of carbon 
dioxide reaches a value equal to 0.103878 g/g. At 
the exit from the combustion chamber, the 
concentration of carbon dioxide decreases and 
takes on minimum values. So, for dodecane at an 
optimal temperature of 900 K, the concentration 
of carbon dioxide is 0.008 g/g.  

Numerical simulation data were compared with 
the probability density function of droplet size 
distribution. At a distance of 40 mm from the 
injector nozzle at the center of one separate jet, this 
function is in good agreement with both 
experimental data and the results of numerical 
simulation. 

Experimental [28-32] and numerical droplet 
size distributions were compared with two standard 
particle distribution functions that are often found 
in the technical literature. The first is the log 
normal distribution, and the second is the Rosin-
Rammler distribution (Figure 11).  

Figure 10 – Distribution of carbon dioxide CO2 concentrations during  
the combustion of dodecane at t=3ms 

Figure 11 – Comparison of the probability function of droplet  
size distribution with experimental and numerical data 
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In the experiment, we observed a time delay of 
400 ms when the injector was switched on 
electrically and physically. This deceleration 
comprises an electrical and hydraulic time delay. 
This deceleration was considered in the numerical 
simulation so that the start time of fuel injection 
was identical to the experiment. 

5 Conclusions 

In this way, we presented the numerical study 
of the influence of the initial temperature of the 
oxidant on the combustion of dodecane in this 
article. The optimal parameters for the fuel mass 
and pressure in the combustion chamber, which 
was previously determined in [23-27] have been 
used. It was shown that for the investigated type of 
fuel (dodecane), the best initial temperature of the 
oxidizer in the combustion chamber is 900 K. At 
this temperature, the fuel burns completely, the 
chamber heats to sufficiently high temperatures, 
and the concentration of the resulting carbon 
dioxide takes the lowest values. 

Verification of the results obtained during 
computational experiments, comparison with 
experimental data and theoretical calculations, 
showed good agreement. This allows us to 
conclude that the mathematical model proposed 
in this work, which describes the breakup, 
dispersion, evaporation and combustion of liquid 
fuel injected into the combustion chamber at 
high turbulence, can be further used to study the 
processes of heat and mass transfer during multi-
hole injection. 

Obtained results can be used in the design of 
various internal combustion engines, which would 
simultaneously solve the problem of optimizing the 
combustion process, increasing the efficiency of 
fuel combustion and minimizing harmful 
emissions. 
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1 Introduction 

Dusty or complex plasma is a new field of 
plasma physics studding the interaction of solid 
micron-sized particles immersed into typical low-
temperature plasma (see e.g. recent reviews [1,2]). 
Many different phenomena associated with the 
dusty plasma have been studied experimentally and 
numerically: dust grains charging [3], the formation 
of crystalline and liquid structures [4,5], phase 
transitions between these structures [5,6], dust-
acoustic waves [7], the orientation of non-spherical 
dust particles in a discharge [8], and many others.  

It is well known that in streaming plasma or in 
an external electric field the pseudo-periodic 
oscillating structures in electric potential and ion 
density arise behind a dust particle [18,19,20]. 
These phenomena are responsible for the dust 
particles ordering. Such a periodic structure is 
called a wake, and is a consequence of ion focusing 
behind the dust grain. The most popular approaches 
for studying wakes are PIC [9-11] and LR [12,13] 
numerical methods.  

In previous works [14-19], the behavior of 
plasma parameters around an isolated charged dust 
particle under the action of the external electric 

field was studied. As a result of the calculations, 
the dependencies of self-consistent spatial 
distributions of the electron and ion densities and 
electric potential around the dust particle on 
reduced external electric field strength were 
obtained. The processes of ion focusing and wake 
formation behind the dust particle were studied. 
The dust particle charge and the dipole moment of 
the “ion cloud – dust particle” are calculated for 
different values of dust particles size, electric field 
strength and ion mean free paths. However, in all 
these studies the parameter  = Te/Ti, i.e. the ratio 
of electron and ion temperatures, was the constant 
parameter (typically  = 100), which did not 
depend on the external electric filed. It is well 
known that the electron mean energy is a function 
of the reduced electric field specific for the type of 
a buffer gas. In present work, the dependence of 
mean electron energy on the reduced electric field 
was taken into account for the first time. 

2 Model 

A detailed description of the numerical model 
used for the calculation of the plasma parameters 
around an isolated dust particle was presented 
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elsewhere [14-19]. Let us just remind the following 
points. The geometry of the computational domain 
was taken as a parallelepiped. An impenetrable 
sphere of radius r0 << λi placed in the center of this 
domain plays the role of the solid dust particle, 
where λi is the ion Debye length.  

To start the calculations, an ion is generated 
with the random coordinates and velocities. The 
speed of ions is taken according to the Maxwell 
distribution. Newton's motion equations were used 
to calculate the trajectory of this generated ion. In 
these equations, the action of electric field induced 
by the charged dust particle and external 
electrostatic field on the ion trajectory is taken into 
account. During its movement the ion could either 
fall on a dust particle or fly away the computational 
domain or collide with a neutral atom. 

The modeling domain was subdivided into cells 
(i,j) according to cylindrical coordinates ρ and z, 
respectively. The volume of each cell is determined 
by: 

, 2i j i i jV z      (1) 

During ion traveling through the cell (i,j), the 
time Ti,j, which the ion spent in this cell, is 
accumulated. Then, this time is normalized to the 
volume of the cell Vi,j. The obtained value is 
summed up with the already accumulated time 
statistics for this cell: 

,

,

( , ) ( , ) i j
i i

i j

T
n i j n i j

V
  .     (2) 

We use the dimensionless parameters in the 
calculations, i.e. the dimensionless charge of the 
dust particle Q and the dimensionless external 
electric field E given by the expressions: 
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At the beginning of calculations, the following 
spatial distribution of the electric potential was 
used: 
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From the statistics obtained for every cell, the 
dimensionless distribution of space charge n(ρ,z), is 
calculated: 

( , ) ( , )( , ) i en z n zn z
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


 ,    (5) 

were n∞ is the plasma density far from the dust 
particle. The spatial distribution of electron density 
ne is assumed to be equal to the Boltzmann 
distribution ne(ρ,z) = n∞exp(U(ρ,z)/(kTe)). 

The self-consistent spatial distribution of 
electric potential in the system is then calculated 
as: 
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   (6) 

The general iterative scheme for calculation of 
a steady state self-consistent solution for all plasma 
parameters is as follows:  

1) The calculation of ion trajectories under the
action of the spatial distribution of electric potential 
(6). After the ion collides with the neutral atom or 
fall onto the dust particle surface, a new ion is 
simulated. The statistics is accumulated for all ions. 

2) The distribution of the space charge (5) is
determined and the self-consistent electric potential 
of the system is calculated (6). The charge of the 
dust particle is calculated from the condition that 
the flows of ions and electrons to its surface are 
equal to each other. 

3) The iterative procedure is repeated until the
full convergence of all spatial distributions, 
including the charge of the dust particle. 

For small values of the external electric field, 
the spatial distributions of electron density ne(r,θ), 
ion density ni(r,θ) and electric potential U(r,θ) 
weakly deviate from spherical symmetric (r and θ 
are spherical coordinates). In this case, U(r,θ) can 
be determined through the expansion of the space 
charge distribution n(r,θ) into the Legendre 
polynomials (spherical harmonics): 
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where 
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It should be noted that the zero isotropic term 
of the expansion, n0(r), determines the plasma 
charge around the dust particle: 
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and the first isotropic term of the expansion, n1(r), 
determines the dipole moment of a “dust particle – 
ion cloud” system: 
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3 Results 

In calculations, a spherical dust particle of 
radius r0 = 1 μm is considered. Ion temperature is 
assumed to be equal to the room temperature, i.e. 
kTi = 0.03 eV, Ti = Tg. The ion Debye length is set 
to be i = 10-2 cm, i.e. r0 = 10-2 i. Ion mean free 
path for the resonant charge exchange collisions 
with neutrals (argon) is taken in the interval li = 
2.5-10 i. The interval of external electric field  

values is E = 0 – 0.6, i.e. E = 0 – 1.5 V/cm. The 
gas (argon) density n0 = 1/(21/2σli) is determined by 
the ion mean free path li and the resonant charge 
exchange collision cross section σ (for argon [20]). 

In the previous authors works as well as in 
other literature, the parameter  = Te/Ti was the 
given parameter, where Te is the electron 
temperature. In this paper, we take into account 
that electron temperature is the function of the 
reduced external electric field E/N. We use the 
dependence of the electron mean energy <ε> = 
3/2kTe versus reduced electric field E/N calculated 
with the help of BOLSIG+ solver [21] (see Figure 
1) to obtain the dependence Te(E/N). This
dependence plays significant role in the 
determination of electron density spatial profile and 
of electron flux towards the dust particles, i.e. 
influences the dust particle charge. 

Figure 2 presents the dependence of the particle 
charge on electric field strength both in 
dimensionless and dimension forms. The aim of the 
calculations is to determine the role of the ion mean 
free path li on the dust particle charge at the same 
electron temperature. It is seen that different curves 
for different ion mean free paths substantially differ 
from each other (40%). The dust particle charge 
and charge number increase almost linearly with 
the electric field strength excepting the region of 
low electric filed, i.e. the low electron temperature. 
It should be noted that at constant parameter  
considered in previous papers the charges differ 
more slightly. 

Figure 1 – Electron mean energy <ε> versus reduced electric field E/N [21]
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Figure 2 – Dimensionless dust particle charge Q′ versus dimensionless electric field E′ (left 
figure) and dust particle charge number Zd versus reduced electric field E/N (right figure)  

for different values of ion mean free paths

Figure 3 – The sections of the spatial distributions of the space charge density n(z,ρ=0)  
(left figure) and the electric potential U(z,ρ=0) (right figure) for different values  

of ion mean free paths. Reduced electric field E/N = 37 Td

Figure 3 shows sections (ρ=0) of the 
longitudinal distributions of the space charge 
density n(z,ρ=0) and the electric potential 
U(z,ρ=0). The value of the reduced electric field 
strength for all curves is the same E/N = 37 Td. It is 
interesting to note that the right parts of the space 
charge density and the electric potential are 
substantially deviate for different ion mean free 
paths and the right parts are almost coincide with 
each other. Thus, the wakes are formed almost at 
the same distances. The more the ion mean free 
path the more amplitude of the oscillations of the 

electric potential behind the dust particle due to the 
fact that the collisions of ions with neutrals destruct 
the wakes. 

Figure 4 presents radial distributions of zero 
and first harmonics multiplied by special 
compounds, i.e. functions n0(r)r2/Q and n1(r)r3li

1/2. 
The result for n0(r)r2/Q shows that at different 
electron energies the shape of the charge 
distribution is uniform. This is very interesting 
taking into account that the case for li = 2.5 has a 
strongly narrowed ion cloud. The result for 
n1(r)r3li

1/2 is also interesting and shows that the 
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unscreened part (closer to the particle than 3i) 
behaves like a functional from the root of the li. 

The area beneath function n1(r)r3 multiplied by the 
li

1/2 is equal for different li (see Figure 5).  

Figure 4 – Functions n0(r)r2/Q′ (left figure) and n1(r)r3li1/2 (right figure)  
for different values of ion mean free paths. Reduced electric field E/N = 37 Td

Figure 5 – Dimensionless dipole moment versus dimensionless electric field (left figure) 
 and function P′li1/2 versus reduced electric field E/N for different values of ion mean free paths

The dipole moment of the “dust particle – ion 
cloud” ought also be reviewed for the same 
electron energy for various li. The dipole moment 
Ppl is calculated by Equation (10). Figure 5 (left 
figure) shows the dependence of dimensionless 
dipole moment P on dimensionless electric field 
E for different ion mean free paths. It is seen that 
the curves increase almost linearly with the 
electric field. The more li the more value of the 

dipole moment due to ions could orbit around the 
particle more time contributing to plasma 
anisotropy. The dependence of the function Pli

1/2 
on the reduced electric filed is presented on the 
right image of the Figure 5. It is seen that different 
curves for different li are almost coincide with 
each other.  

As a result of this study, it was shown that, 
despite taking into account the change in the 
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electron energy, and, as a consequence, the change 
in the dust particle charge value, the dipole moment 
can still be characterized as a linear function of the 
external electric field (as in [17]). Thus, taking into 
account the electron energy does not affect the 
dependence of the ion cloud anisotropy on the 
magnitude of the external field. 

4 Conclusions 

In the paper the results of the numerical 
modeling of the plasma parameters around an 
isolated charged dust particle under the action of an 
external electric field are presented. Previously 

developed computational model was expanded by 
taking into account the dependence of mean 
electron energy on the reduced electric field 
strength. As a result of calculations, the 
dependencies of self-consistent spatial distributions 
of the electron and ion densities, electric potential 
around the dust particle were obtained for different 
values of ion mean free path and reduced electric 
field. It is shown that the accounting for the 
dependence of electron temperature on electric 
field strength plays significant role in the 
determination of electron density spatial profile and 
the dust particle charge by means of electron flux 
towards the dust particle. 
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using image processing techniques
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The term ‘space weather’ refers to adverse conditions on the Sun that could affect the structures of space 
or terrestrial technology and risk human health or life. Flares produce effects that span the electromagnetic 
spectrum. During a flash, they emit x-rays and ultraviolet radiation, resulting in extremely high temperatures. 
The purpose of this work is to create a new algorithm for the identification of solar flares and active 
regions of the Sun, thus minimizing harm to spacecraft operations in orbit. An algorithm was developed 
for the automatic detection of active regions of the Sun (sunspots, solar flares), based on methods of image 
enhancement, segmentation, pattern recognition and mathematical morphology. The sun’s surface also 
displays visible sunspots located in regions of the Sun that are magnetically active and whose number is 
an indication of the Sun’s magnetic activity. In tracking and predicting solar activity, the identification and 
classification of sunspots are useful techniques. The main objective of this paper is to detect sunspots using 
images from the Solar Dynamics Observatory.

Key words: solar flares, sunspots, active region.
PACS number(s): 96.60.−j; 96.60.Iv; 96.60.qe

1 Introduction

Sunspots are visible regions of the Sun’s 
photosphere that reflect its activity. The automatic 
identification of sunspots from digital images is 
complicated by their shape and variable contrast 
irregularities and intensity compared to their 
surroundings. The detection of these sunspots and 
their characteristics, such as scale, contrast and 
location on the solar disk, plays an important role 
in the prediction of space weather and in the study 
of total solar irradiance, differential rotation, solar 
convection zone modeling [1], solar radius variability 
[2-8], and other significant phenomena. For irradiance 
studies, the area measurements of sunspots are 
important [9-12]. The measurement of sunspot areas 
has been shown to rely on the method of detection 
used and on the images themselves [13-14]. Then, 
inaccurate calculation of sunspot areas is the key 
barrier to irradiance modeling [15]. The presence of 
solar differential rotation is clearly demonstrated by 
the sunspots. It is easy to see that they are traveling 

in a few days from east to west on the solar disk. 
In order to locate sunspots and generate catalogues, 
many manual or automated methods have been used. 
Automatic methods use spatial filtering that also 
affects the resolution of the image and the properties 
of the sunspot [16-17]. To analyze a small number 
of images every day, manual methods are sufficient, 
but automated methods are required to classify these 
characteristics in recent years as a large and the 
amount of high-resolution solar images have been 
obtained from ground and space.The goal of this 
paper is to identify brightest area of a retinal image 
using naive and robust methods for the identification 
of sunspots in solar images.

The goal of this paper is to identify brightest area 
of a retinal image using naive and robust methods for 
the identification of sunspots in solar images.

Monitoring of solar flares in a real time is carried 
out by the Geostationary Operational Environmental 
Satellite or GOES [8]. Data on the electrons, protons, 
and X-rays were taken from satellites GOES 13, 
GOES 14 and GOES 15 [18-19].
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On August 9, 2011, on the Sun, X class flares 
were registered. In total, 8 classes are distinguished 
in the scale of solar flares: A, B, C, M and X, each 
subsequent of which exceeds the previous power by 
10-100 times. The event, more accurately estimated 
as X6.9, occurred in the morning and observed for 
about 20 minutes with a maximum at 08:05 UT [20].

On March 7, 2012 at 00:02 UT, another eruption 
of solar flare class X5.4 was registered. The event 
occurred in the active area of 11429 and was observed 
for about 22 minutes with a maximum at 00:24 UT. 
In total, 2 solar flares class of X were registered.

On November 5, 2013, around 22:07 on World 
time there was a fairly strong release of solar matter 

into space. The solar flare is estimated as X3.3 and its 
maximum was observed at 22:12 on world time. In 
total, 1 solar flare of class X were registered.

On February 25, 2014, 4 class C solar flares 
and 1 class X solar flares were registered. In active 
area 11990 at 00:39 GMT, solar flare class of X4.9 
occurred and was observed for about 10 minutes with 
a maximum at 00:49 UT.

On September 6, 2017 at 11:53, the X class flare 
X9.3 was registered. The event occurred in the active 
area of 12673 and was observed for about 9 minutes 
with a maximum at 12:02 UT. In total, 2 flares of 
class X, 3 flares of class M and 2 flare of class C were 
registered.

Date X-ray class Active Region Start time (hhmm) End time (hhmm) Maximim time 
(hhmm)

2011/08/09

M2.5
C1.4
X6.9
C2.2
C2.4
B8.6
C2.0
C3.9

11263
11263
11263
11263
11263

11263

03:19
07:19
07:48
13:29
15:43
16:58
18:04
23:33

04:08
07:27
08:08
13:57
16:04
17:05
18:42
23:49

03:54
07:23
08:05
13:45
15:54
17:02
18:11
23:43

2012/03/07
X5.4
X1.3
C1.6

11429
11430
11429

00:02
01:05
16:19

00:40
01:23
16:26

00:24
01:14
16:22

2013/11/05

C1.6
M2.5
C3.5
C8.0
C2.5
C2.3
C2.3
C3.1
M1.0
C2.1
C6.9
X3.3

11889
11890
11885
11890

11890
11890

11890
11890

05:49
08:12
09:12
11:51
13:56
16:37
16:55
17:05
18:08
19:58
21:01
22:07

06:23
08:21
09:22
12:01
14:48
16:48
17:01
17:17
18:17
20:17
21:19
22:15

06:02
08:18
09:18
11:58
14:22
16:42
16:59
17:15
18:13
20:07
21:13
22:12

2014/02/25

X4.9
C5.0
C4.5
C5.7
C2.2

11990
11989
11986
11986
11984

00:39
04:27
06:16
15:04
23:31

01:03
04:36
06:28
15:18
23:37

00:49
04:32
06:20
15:10
23:34

2017/09/06

C1.6
C2.7
X2.2
X9.3
M2.5
M1.4
M1.2

12673
12673
12673
12673
12673
12673

06:17
07:29
08:57
11:53
15:51
19:21
23:33

06:29
07:48
09:17
12:10
16:03
19:35
23:44

06:22
07:34
09:10
12:02
15:56
19:30
23:39
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2 Determination of sunspots

Template Matching is a way for a larger 
image to scan and locate the position of a template 
image. To this end, OpenCV comes with the cv2.
matchTemplate() feature. It simply slides the image 
of the template over the input image (as in 2D 
convolution) and compares the template and the input 

image patch under the image of the template. Several 
comparison methods are implemented in OpenCV. 
This returns a grayscale image, where each pixel 
indicates how much of that pixel’s neighborhood 
matches the template. In the Figure 1 (right panel) 
shown the brightest pixel location identification in 
AIA 335 Å wavelengths obtained by using naive and 
robust methods.

Figure 1 – Detecting the brightest area of a retinal image using naive and robust methods.  
(2011/08/09, X-ray class: X6.9, AR 1263 in AIA 335 Å)

Using the cv2.minMaxLoc function without any 
pre-processing is the method of finding the brightest 
spot in an image. A single argument, which is our 
grayscale image, is needed for this purpose. This 
function then takes our grayscale image and, with 
the smallest and largest intensity values, finds the 
value of the pixel and (x, y) position, respectively. 
To break it down: minVal contains the smallest 
pixel intensity value, maxVal contains the largest 
pixel intensity value, minLoc specifies the (x, y) 
coordinates of minVal, and maxLoc specifies the (x, 
y) coordinates of maxLoc. In this application, we are 
only concerned with the pixel with the largest value, 
so we will grab that and draw a circle around the 
region and display it on. In the Figure 2 (right panel) 
shown the brightest pixel location identification in 
AIA 335 Å wavelengths obtained by using naive and 
robust methods.

The cv2.minMaxLoc function without any 
pre-processing can leave extremely susceptible to 
noise. Instead, to eliminate high frequency noise, 
it is easier first to apply a Gaussian blur to the 
image. This way, their neighbors will balance out 
even pixels that have very high values (again, due 
to noise). From our command line statement, we 
apply our Gaussian blur with the radius supplied. 

Then we will call cv2.minMaxLoc again to find 
the brightest pixel in the picture. Since we have 
applied a blurring pre-processing phase, however, 
we have averaged all pixels together with each 
other’s supplied radius. This helps us to suppress 
high frequency noise and leaves cv2.minMaxLoc 
significantly less susceptible. We can average over 
a wider neighborhood of pixels by using a larger 
radius - thus mimicking larger regions of the image. 
Additionally, we can sum over smaller regions by 
using a smaller radius. In the Figure 3 (right panel) 
shown the brightest pixel location identification in 
AIA 335 Å wavelengths obtained by using naive 
and robust methods.

Now, the naive cv2.minMaxLoc method finds 
this white pixel. The function is working correctly. It 
is indeed finding the single brightest pixel in the entire 
image. We are interested in the brightest region of the 
image, which is the optic nerve center. By utilizing a 
Gaussian blur, we are able to average a neighborhood 
of pixels within a given radius, and thus discard the 
single bright pixel and narrow in on the optic center 
region without an issue. In the Figure 4 (right panel) 
shown the brightest pixel location identification in 
AIA 335 Å wavelengths obtained by using naive and 
robust methods.
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Figure 2 – Detecting the brightest area of a retinal image using naive and robust methods.
(2012/03/07, X-ray class: X5.4, AR 1429 in AIA 335 Å)

Figure 3 – Detecting the brightest area of a retinal image using naive and robust methods.
(2013/11/05, X-ray class: X3.3, AR 1890 in AIA 335 Å)

Figure 4 – Detecting the brightest area of a retinal image using naive and robust methods.
(2014/02/25, X-ray class: X4.9, AR 1990 in AIA 335 Å)
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Obviously, a big aspect of getting the robust 
method to work correctly is properly setting your 
radius size. If the radius size is too small, we cannot 
find larger, brighter regions of the image. However, 
if we set the radius size too large, then we will detect 
too large of regions, missing out on the smaller 

ones, leading to sub-par results. Definitely spend 
some time playing with the radius size and viewing 
the results. In the Figure 5 (right panel) shown the 
brightest pixel location identification in AIA 335 
Å wavelengths obtained by using naive and robust 
methods.

Figure 5 – Detecting the brightest area of a retinal image using naive and robust methods.
(2017/09/06, X-ray class: X9.3, AR 2673 in AIA 335 Å)

3 Conclusions

In this work, we applied Gaussian blurring prior 
to finding the brightest spot in an image. By applying 
a Gaussian blur, we averaged the pixels within a given 
radius of each other together. Taking the average 
allows us to remove high frequency noise. We have 
used appropriate values for the radius of Gaussian 
blur. If we take too small of a value, we will mitigate 

the effects of the average and miss out on the larger, 
brighter regions. However, if the radius is too large, 
the small bright regions are not observable.
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