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NECESSARY AND SUFFICIENT CONDITIONS FOR THE
WELL-POSEDNESS OF A BOUNDARY VALUE PROBLEM FOR A
LINEAR LOADED HYPERBOLIC EQUATION

Problems for loaded hyperbolic equations have acquired particular relevance in connection with
the study of the stability of vibrations of the wings of an aircraft loaded with masses, and
in the calculation of the natural vibrations of antennas loaded with lumped capacities and
self-inductions. Loaded differential equations have a number of features that must be taken into
account when setting problems for these equations and creating methods for their solution. One
of the features of loaded differential equations is that such equations can be undecidable without
additional conditions. The main idea of the research work is to expand the class of solvable
boundary value problems and develop methods that provide a numerical-analytical solution.
The paper considers a boundary value problem for a linear hyperbolic equation with a mixed
derivative, where the load points are set in terms of the spatial variable. By introducing unknown
functions, the problem is reduced to an equivalent boundary value problem for a linear loaded
hyperbolic equation of the first order. With the help of the well posed of the equivalent boundary
value problem, the well posed of the original problem is established. The paper presents the
necessary and sufficient conditions for the well-posedness of a periodic boundary value problem
for a linear loaded hyperbolic equation with two independent variables.

Key words: well-posedness solvability, necessary and sufficient conditions, loaded hyperbolic
equation, linear hyperbolic equation, semi-periodic boundary value problem.
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ChI3BIKTBIK, >)KYKTEJITeH I'MIepOooJiajibIK TeHAey YIIiH MepuoAThl MIETTIK eCenTiH
KOPPEeKTiJi NIenriJiMIiIiriHiH, Ka>KeTTi >K9He YKeTKIiJIKTiI napTrapbl

ZKykTenren runepbosIablK, TEHJICYIeD YIIH ecenTep MacCaJapMEH XKYKTEJTeH YINaK KaHaTTa-
PBLIHBIH, TepOETiCTEepiHiH TYPAKTBIILIFBIH 3€PTTEYTe KOHE IMOFBIPJIAHFAH CBIMBIMIBLIBIKTAD MEH
©31H-031 MH/IyKIIMsJIapMEH KYKTeJreH aHTeHHAJIAP/IbIH O31H/iK TepOesicTepin ecenreyre Oaitia-
HBICTBI epeKIie 03eKTi 60 TabbLIbl. 2KyKTenren nuddepeHIuaibK, TeHIeyIep/IiH bipkarap
epeKIesikTepi 6ap, oap/abl OChl TEHJIEYJIEp YIIMH eCenTep MbIFapy KoHe 0JIap/Ibl MIEITy 9/1icTepiH
Kypy Kesinje eckepy Kaxker. zKykrenren nnddepennuaablK TeHIeyIepai 6ip epekineriri MyH-
Jait TeHjieyaep KOChIMITIA MIapTTAPCHI3 IIENiaMeyl MyMKiH.

© 2021 Al-Farabi Kazakh National University



4 Necessary and sufficient conditions for the well-posedness ...

By 3eprreyain merisri MakcaThbl IMIEMIIMII  MIEKAPAJBIK €CENTep KJAChIH KEHEHTy KoHe
QHAJUTUKAJIBIK IelriM OepeTiH oficTepai KypacThIpy OoJbln TaObLIafbl. 2KyMmbIcTa KYKTEMe
HYKTeJIepl KeHICTIKTIK affHbIMasIbFa KONUBIIFAH apajac TYBIHIBLIBI CHI3BLIKTHIK TUIEPOOIATIBIK,
TEeHJIey VIMH IMEeKTTIK ecell KapacThIPLLIaIbl. benriciz (yHKIUaIapaIbl eHri3y apKbLIbl ecer
Oipinmii peTTi CHI3BIKTBIK KYKTEITCH TUIepOOJIATIbIK TEHJICY YIIiH KBUBAJICHTTI IIETTIK €CEIIKE
KeJITipijei. IKBUBAJEHTTI METTIK eCeNTiH JypPhIC MeNiIiMIIrHIH KoMeriMeH 6acTalKbl eCernTiy,
JIypBIC MM aabiHaasl. 2KyMbicTa apajac TYBIHJIBICHI 0ap CBI3BLIKTHIK 2KYKTEJIreH
runepOoTaIbIK, TEHEY VIMH KAPTHLIAil MePUOATHI MEKAPAILIK, €CEIITIH, TYPHIC eI TiMIiTiriHi,
KasKeTTi yKoHe KEeTKIJTIKTI MmapTTapbl aJbIHFaH.

KinT ce3aep: KoppekTijii menmiaiM/ K, KaXKeTTi )KoHe *KeTKIJIKTI mapTrap, *KyKTeJreH TUiep-
0OJTAJIBIK, TEH/IEY, CHI3BIKTHIK, THIEPOOIAIBIK, TEHJIEY, KapPThLIail IEPUOJITHI METTIK ecell.
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Heobxoanmbie n JIoCTaTOYHbBIE YCJI0BUsSI KOPPEKTHON pa3peninMoOCTi KPaeBoit
3a/1a4M JIJIsl JIMHENHOT'O HAarpy>KeHHOT'0 Ir'unepboJImIecKoro ypaBHeHUsd

Sajiauu 11t HArpy>KeHHbIX IUIepOOIMIecKUX ypaBHeHUil Iprobpesin 0cobyI0 aKTyabHOCTh B CBsi-
31 ¢ U3YUCHUEM YCTOWIMBOCTY BUOPAINiT KPBLIHEB CAMOJIETA, HATPYKEHHOTO MAaCCAMHU, U TIPU PAC-
JeTe COOCTBEHHBIX KOJIEOAHMIT aHTEHH, HAIPYKEHHBIX COCPEIOTOYEHHBIMU €MKOCTSIMU U CAMOUH-
nykriuamu. Harpyzkennoie muddepeHimaibabie YpaBHEHNS UMEIOT P/l 0COOCHHOCTEH, KOTOphIe
JIOJIZKHBI OBITH YUTEHBI IIPX ITOCTAHOBKE 33/1ad ISl 9TUX yPABHEHUN N CO3/IAHUH METOJIOB UX pe-
menuii. OgHuM U3 0COOEHHOCTEl HArpYKeHHBIX JuddepeHInalbHbIX YPABHEHWIT sIBJISIETCSI TO,
9TO TaKWe yPaBHEHWsT MOTYT OBIThH HEPA3PEITMMBIMEU Oe3 JIOTOMHUTEILHBIX yeaoBuit. OCHOBHOIT
IEJIBIO JJAHHOTO UCCJICIOBAHUS 3aKJII0UAECTCS B TOM, ITOOLI PACIIUPUTH KJIACC PA3PEIIMMBIX Kpae-
BBIX 38J1a7 U pa3paboTaTb METOIbI KOTOPHIE JAIOT aHATUTHUICCKUIT BHU PEITeHns 3a1a4u. B pabore
paccMaTpuBaeTcs KpaeBas 3aJada JIJIsl JIMHEHHOrO THIIEPOOINIECKOr0 YyPaBHEHUs CO CMEIIaHHOM
IPOM3BOIHON, TJIe TOYKHM HATPY3KH CTABATCS IO MPOCTPAHCTBEHHON TepeMeHHoil. 3ajada myTeMm
BBEJICHHUST HEM3BECTHBIX (PYHKIIUU CBOJUTLCS K SKBHBAJIEHTHOI KpaeBOW 3ajade Jjis JIMHEHHOrO
HATrPYKEHHOTO TUIIEPOOTMIECKOT0 yPaBHEHUs TIepBOro mopsijka. C MOMOIBI0 KOPPEKTHON pa3pe-
IMTIMOCTH 9KBUBAJECHTHOM KPAEBOit 38/Ia<N YCTAHABINBACTCS KOPPEKTHAST PA3PEITIMOCTD UCXOTHO
3ajaan. B paboTe moJiytueHbl HeOOXOIMMbIE U JIOCTATOYHbBIEC YCJIOBUSI KOPPEKTHOM Pa3permuMoCcTu
TTOJTY TIEPUOIMIECKOM KPAEBOil 3a1avn /Tl TUHEHHOTO HATPYZKEHHOTO TUIIEPOOTIMIECKOT0 ypaBHe-
HUA CO CMENIaHHOI ITPOU3BOIHOM.

KitroueBnbie cjioBa: KOppeKTHas Pa3penimMOCThb, HEOOXOIMMbIE U JTOCTATOIHDBIE YCAOBUS, HATPY-
JKEeHHOe TrunepOoJIndecKoe ypaBHEHUe, JUHeHOe T'HIIepOOInIecKoe ypaBHEHUE, IOJIyIepUo/IIe-
cKas KpaeBas 3a7ata.

1 Introduction

1.1 Problem statement

In the domain Q = [0, 7] x [0,w], we consider the semi-periodic boundary value problem for
the linear loaded hyperbolic equation

Pu Ju ou ou(zo,t)
5197 Az, t)% + B(x, ”a + C(z, t)u+ f(x,t) + Ap(x, t)T, (1)
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u(0,t) = 4(t), te[0,T], (2)
u(z,0) =u(z,T), x€l0,w], (3)

where A(z,t), B(z,t), C(z,t), and f(z,t) are continuous on €, ¢(t) is continuously
differentiable on [0,77] and satisfies the condition ¥(0) = ¥(T’), and z is the load point.

Let C(£2) be the space of continuous functions u : @ — R on Q with the norm [lulc =
max |u(z,t)|. By C1}(Q) we denote the space of continuous and continuously differentiable
Q k)

functions u(z,t) on Q with the norm |[ullo = max(||ullc, ||ullc, [|ullc). C*([0,T]) denotes
the space of continuous and differentiable function (¢) on [0,7] with the norm ||¢|; =

max ( max [¢(¢)], max |w(t)|)

t€[0,77] t€[0,T]
A function u(z,t) € C(Q2), that has partial derivatives

ou(z,t) Ou(x,t)

oxr = ot
O*u(x,t) —
Oxot € C(Q),

is called a solution of problem (1)-(3), if it satisfies equation (1) for all (z,t) € Q, take the
value 1(t), t € [0,7] on the characteristic z = 0 and has equal values on the characteristics
t=0,t=T for al z € [0,w].

Loaded hyperbolic partial differential equations with non-local boundary conditions arise
in many fields of science and technology. The general definition of the loaded equation was
given by Nakhushev. Loaded differential equations have a number of features that should
be taken into account when setting problems for these equations and creating methods for
their solution. One of the features of loaded differential equations is that such equations can
be unsolvable unless additional conditions are imposed. There are some examples of linear
loaded ordinary differential equations and loaded hyperbolic equations with mixed derivatives
that have no solution.Boundary value problems for loaded differential equations have been
studied by many authors [1-9.

Definition 1. The boundary value problem (1)-(3) is called well-posed if for any f(x,t) €
C(Q), continuous and continuously-differentiable on [0,T] functions 1 (t), it has a unique
solution u(z,t) and the inequality

lullo < K max {[[¢1, [l fllc},

is valid, where K is a constant, independent of f(x,t) and 1 (t).

1.2 Equivalent problem

t t
Let us introduce new unknown functions v(zx,t) = Qulz,t) and w(z,t) = 8ugxt, )
The problem (1)-(3) is reduced it to the equivalent problem:
0
5 = Ale, v+ Bla,thw + Ola,u+ f(a, 1) + Ao, o(eo. 1), (4)

v(z,0) =v(z,T), z€l0,w], (5)
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ule,t) = () + / Cu(e,0)de, wizt) = d(t) + / Cule e (©)

The triple of continuous functions {u(x,t), w(x,t),v(x,t)} on € is called solution of problem
(4)-(6), if v(x,t) € C(Q2) has the continuous derivative with respect to ¢ on 2 and satisfies the

family of periodic boundary value problems (4), (5), where the functions u(z,t) and w(z,t)

Ov(x,t)

are related to v(x,t) and t7 by the functional relations (6).

The problems (1)-(3) and (4)-(6) are equivalent in the sense that if u(x,t) is solution
of problem (1)-(3), then the triple of functions {u(z,t), w(z,t),v(x,t)} will be solution of
problem (4)-(6). Vice versa, if a triple of functions {u*(z,t),w*(x,t),v*(z,t)} is a solution of
problem (4)-(6), then u*(x,t) will be a solution of problem (1)-(3).

We consider the family of periodic boundary value problems for loaded ordinary
differential equations

fl_: = Az, )0 + Ao, )00, t) + Fla,1), (2,1) €0 (7)
v(z,0) =v(z,T), z€][0,uw], (8)

where the functions A(z,t), Ag(z,t) and F(z,t) are continuous on .

A function v(z,t) € C(f2) having the continuous derivative with respect to t is called a
solution to the boundary value problem (7), (8) if it satisfies the system of equations (7) for
all (z,t) € Q and the boundary condition (8) for x € [0,w].

Definition 2. The boundary value problem (7),(8) is called well posed if for any function
F(x,t) it has a unique solution v(x,t) and the estimate

max |v(z,t)] < K max |F(z,t)],
t€(0,T] t€[0,7T]
is valid, where K is a const, independent of F(x,t).

Similarity Theorem 3 [10, C.23], we can show that the semi-periodic boundary value
problem (1)-(3) is well-posed if and only if the periodic boundary value problem (7), (8) is
wellposed.

2 Materials and methods

2.1 The well-posedness of the equivalent problem

The following statement establishes the necessary and sufficient conditions for the well-
posedness of problem (7), (8).

Theorem 1. The problem (7), (8) is well posed if and only if, for some 6; > 0,09 > 0
the following inequalities holds:
1) | fOT Az, 7)dr| > 6 for all z € [0,w],
2) ‘ fOT [A(zo,7) + AQ(SCO,T)]CZT‘ > 89,20 € [0, w].

Proof. Sufficiency. We consider the periodic boundary value problems (7), (8). For a
fixed = € [0, w], we solve the differential equation (7). Its general solution is written as

v(x,t) = exp (/Ot Az, T)dT) X
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X [C’(:c) + /OtF(l',T) exp ( — /OT A(az,ﬁ)dﬁ)dﬂ—

+/Ot Aolir, 7Yoo, ) exp (- /OTA(QZ,Tl)dﬁ)dT], te0,T] (9)

where C(z) is a function continuous on [0,w]. Given the condition 2) of the theorem and
the boundary condition (8), we find C(z). Substituting it into (9), we find the solution of
problem (7), (8) in the following form

exp (fot A, T)dT)

v(x,t) = — (fOT A(m77)d7) /0 [F(x,T) + Ao(x,T)v(xo,T)] exp (/T A(x,Tl)dTl)dT—i-
+ /O t |F(a,7) + Ao, 7)o(o, )| exp ( / tA(x,ﬁ)dﬁ)dT, telo,T] (10)

Setting x = xg, in problem (7), (8), we obtain the problem
% — [A(zo,1) + Ao(zo, )] v(x0, 1) + Fl0,1), (z0,t) € T, (11)
v(xg,0) = v(z0,T), x0 € [0,w]. (12)

We then find the solution of problem (11), (12):

v(xg,t) = exp (/Ot [A(zo,7) + Ao(xg,r)}d7'> [C(mo)—i—

+ /OtF((I)O,T) exp < - /OT [A(z'o, )+ Ao([l?o,Tl)}dTl)dT,t € [0,T7. (13)

Substituting (13) into condition (12), we get

C(x0) = C(x0) exp ( /OT [A(zo,7) + Ao(o, n)}dn)+

+/OTF($0,T) exp (/TT [A(xo,71) + AO(I()aTl)}dTl)dT

When the conditions (2) ‘fOT [A(zo,7) + AO(.IO,T)}dT‘ > 09 of the theorem 1 is fulfilled,

we get that exp ra Zo,T) + Ao(xo, T)|dT 1. Then the function C'(xg) is defined as
0

follows: .
C(.I‘o) = X

1 — exp (fUT [A(z0,7) + Ao(o, T)}dT)

y /OT Flao, 7) exp (/T [Ale0,7) + Aolzo, )] dr ) dr-
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Thus, the solution of the boundary value problem (11), (12) has the representation

exp <f0t [A(zo, T) + Ao(o, T)}d’l’)
v(xo,t) = X
1 —exp (fOT [A(a:o, 7) + Ao(xo, T)]dT)

X /OT F(xq,T)exp (/TT [A(xo,ﬁ) + Ag(xo,Tl)])dTl>dT+

¢ ¢
+/ F(.Z'o,T) exp (/ [A(wo,Tl) +A0(Z’0,T1)}d7’1>d7‘. (14)
0 T
Substituting (14) into the right-hand of (10), we get

exp ( Ji Alz.r)dr) v t
1—exp <f0TA(x,T)dr> /0 F(z,7)exp (/T A(w,Tl)dTl>dr+

v(x,t) =

+/0t F(z,7)exp </:A(x, Tl)d7'1>d7'—|—

exp (fot Az, T)dT) T t
+1 — exp (foT Az, T)dT) /0 Aola, ) exp (/T A, Tl)dTl) )

x{ exp (foT [A(z0, 1) + Ao (20, Tl)]dﬁ)
1 —exp (foT [A(zo, 1) + Ao (0, Tlﬂdﬁ)

X

X /OT F(z,7)exp (/TT [A(:vg,ﬁ) + Ao(xo,ﬁ)])d7'1>d7'+

+ /OT F(z0,71) exp (/T [A(Z‘Q,TQ) + Ao(aSO,Tg)]dTg)dTldT}+

T1

¢ ¢ exp (fOT [A(zo, 1) + Ao(o, 71)]d71>
+/0 Ag(z,7) exp </T A(I,Tl)dT1> { oo (fOT Ao, ) 1 Avten Tl)}dﬁ) X

X /OT F(x,7)exp (/TT [A(zo, 1) + Ao(xo,ﬁ)])d7'1>dr+

+/ F(iﬁo,Tl) exp </ [A($0,TQ> +A0([L’0,7‘2>]d7'2>d7'1d7}, t e [O,T] (15)
0 1
Uniqueness. Assume the opposite, let v*(z,t) and v(z,t) be two solutions of the periodic
boundary value problem (7), (8). Then their difference Av(z,t) = v*(x,t) — v(z,t) satisfies
the periodic boundary value problem for ordinary differential equation

dAv

— = Alw, ) Av + Ag(wo, ) Av(z0, 1), (16)
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Av(z,0) = Av(z, T). (17)

The general solution of equation (16) is of the form
t T T
Av(z,t) = C(x) - exp (/ A(:L‘,T)dT) +/ A(zg,t) exp (/ A(z,n)d7’1> X
0 0 t

X exp (/Ot[A(xg, T) + Ao(xo, T)]dT) dt.

From the boundary condition (17), we get

1 —exp (/OT A(w,t)dt) + C(a:o)</OT A(zo,t) exp (/tT A(:U,Tl)dﬁ)) X

X exp (/OT[A(:L’O,T)+A0(x0,7')]d7>] —0.

C(x)

For all z € [0,w], we have
‘/ Itdt‘>(51>0 and ‘/ 1'0, +A0(1‘0, dt‘>(52>0

Then .
‘1—exp(/ wtdt)‘;«éo and’/ (xo,t) + Ao(z0, 1) dt’;«éo
0

This implies that the function C'(z) is equal to zero for all x € [0,w]. Then Av(x,t) =0, i.e.
problem (16),(17) has only the trivial solution. Therefore, v*(z,t) = v(z,t) for all z € [0,w].
Let us show that the inequality

1 e

’1 —exXp (foT A(:c,r)dr)‘ - (18)

1s correct.
Let us consider two cases: (a) fOT A(z,7)dr < =61, and ( fo (z,7)dT > 8 > 0.

T T
In the case (a), exp (/ A(:U,T)dT) <e®, 1—exp (/ A(SL’,T)dT) >1—e,
0 0

T —1 1 651
and {1 — exp (/0 A(]I,T)d7'>:| < o T

T T
In the case (b) exp </ A(x,7)d7> > % exp </ A(:U,T)d7> —1>en—1,
0 0

-1

’ 1
and {exp (/ A(J:,T)dT) - 1} < — T
0 e’l —
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From these inequalities, we obtain (18).
Let us show the inequality is correct

1 02
< 3 (19)
‘1 — fO ZL'(), +A0(l’0, )}dT’ er =
In view of (18) and (19), we get the following estimate for v(z,t) :
eozT . 651 eaT -1 eaT —1
o)l < S o+ )t
651 Qo - (eaT o 1) 662 e(aJrao) e(a+a0)T -1
: 33 : F ) F(x,
RANLA S el + Sl |+
ao(eaT _ 1) %2 e(a+ao)T -1 e(a-i—ao)T -1
. : F(r. - - \F(x.- <
S 2D e )+ SRl <
s eoT . 651 N <1 N 661 ) (1 N 652 ) e(a+ao)T 1 y
- 1 e —1 e2 —1 a+ ag
et —1
X F ()l = Kia, ag, 01,02, T) [ F(z, )1, (20)
where o = max |A(z,t)], ap = max |Ag(z,t)|, and
(z,t)EN (z,t)€Q
Kl(av Qo, 517 627 T) -
e 652 e(a—i—ozo)T -1 eaT -1
-1 v (14 ) (1 ) S
{ +€51—1 +651—1 T a+ ag a
Thus, by definition, problem (7), (8) is well posed.
Necessity. Let problem (7), (8) be well posed and let K be a constant satisfying inequality

(20).
Since the family of periodic boundary value problems (7), (8) is well posed, we take
F(z,t) =1 and consider the boundary value problem for the ordinary differential equation

dv

7 = Az, t)v + Ao(x, t)v(wo,t) + 1, (21)

v(z,0) =v(z,T) (22)

Let us assume that there is = € [0,w] for which fOT A(z,t)dt = 0 and fOT[A(iEO,t) +
Ap(Zo,t)]dt = 0. The well-posedness of problem (7), (8) implies the existence of a unique
v1(z, t) problem (21), (22). The function vy (z,t) satisfies the differential equation (21) for all
x,x9 € [0,w], then for z = T, xy = Ty we have

T

n(7,1) :exp< /O tA(’aE, T)dT) [vl(az, 0) + /O texp(— /O A(g,ﬁ>dﬁ>d7]+
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+exp </0tA(5, T)dT)/O

t
Xexp/ [A(ZEU,Tl) +A0(§0,7’1)}d7’1><
0

X[ifl(fo,())—f—/otexp(—/o

From (23), setting ¢t = T, we get

t

A(Zy, T) exp (/(:A(?i, 71)d7'1> X

T

[A(zo, 1) + Ao(z0,71)] dTl)dT} dr. (23)

v(Z,T) :0(5,0)+/0Texp(—/OTA(f,ﬁ)dﬁ)dT+/OTA<5O,T)exp(/OTA(E,ﬁ)dﬁ)x

X [51(50,0) + /OT exp ( - /OT [A(zo, 1) + Ao($0,71)}d7’1)d7{| dr.

It follows from our assumption, that v(z,0) # v(z,T). The boundary condition (8) does
not hold, hence we get that problem (7), (8) has no solution. Thus, we have a contradiction.

Assuming that there is 7 € [0,w] such that [ A(Z,¢)dt = 0 and fOT [A(Zo, t)+ Ao(To, t)]dt =0
are not valid. It follows that if problem (7), (8) is well posed, then we have | fOT A(z,7)dt| #0
and fOT (2o, 1)+ Ao(zo, )]dt 7é 0 for all z, zo € [0, ] Since the functions A(z,t) and Ag(z,t)
are continuous on 2, then A fo (x,t)dt and A (x0) fo (20, t)+ Ao(zo, t)]dt are also

continuous functions on [0, w]. Hence | fo (z,t)dt| # 0 and fo (2o, t)+ Ao(xo, t)]dt # 0 for
all x € [0,w]. From the well-known theorem |11, p. 175 - 176], it follows that there are §; >

0,62 > 0 such that the inequalities |f0T Az, t)dt| > 6, and | fOT[A(xU,t) + Ao(xo, t)]dt| > 0,
hold for all x, zg € [0,w]. Theorem is proved.

2.2 Well-posedness of the main problem

Theorem 2. Problem (1)-(3) is well posed if and only if for some § > 0 following inequality
?O‘ZC}OT Az, T dT‘ > 6y for all x € [0,w].
2| Jo [Alwo,7) + Aolzo, )] dr| = 83,30 € [0, 0],

Proof. Necessity. Let problem (1)-(3) be well posed. By Theorem 3 from [10, p.23|, we
obtain that problem (7), (8) is well posed. Then Theorem 1 implies the existence of §; >
0,02 > 0 such that the inequalities ’ fOT A(J},T)dT‘ > 0, and ‘ fOT[A(fL’O,t> + Ao(xo,t)]dt‘ > 0y
hold for all z € [0,w].

Sufficiency. Let there exist §; > 0 and d, > 0 such that ‘fOT A(fE,T)dT‘ > §; and

’fOT[A(xO,t) + Ao(ajo,t)]dt‘ > 0y for all x € [0,w]. Then, by Theorem 1, we obtain the

well-posedness of problem (7), (8). The equivalence of boundary value problems (7), (8)
and (1)-(3), and Theorem 3 from [10, p.23| imply the well-posedness of the boundary value
problem (1)-(3). Theorem 2 is proved.
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3 Conclusions

In this research, we considered a boundary value problem for a linear loaded hyperbolic
equation with a mixed derivative, where the load points are set in terms of the spatial
variable. An explicit form of the solution of an equivalent boundary value problem for a
linear loaded equation is constructed. With its help, necessary and sufficient conditions of
well-posedness solvability are obtained for a linear loaded hyperbolic equation.
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ASYMPTOTIC BEHAVIOR OF THE SOLUTION OF THE INTEGRAL
BOUNDARY VALUE PROBLEM FOR SINGULARLY PERTURBED
INTEGRO-DIFFERENTIAL EQUATIONS

The work is devoted to clarifying asymptotic with respect to a small parameter behavior of the
solution of the integral boundary value problem for singularly perturbed linear integro-differential
equation. We study the boundary value problem for singularly perturbed integro-differential
equations with the phenomena of the so-called boundary jumps, when the fast solution variable
becomes unbounded at both boundaries. The exceptions of the qualitative influence of integral
terms on the asymptotic behavior of the solutions for singularly perturbed integro-differential
equations are shown. The presence of integral terms will significantly change the degenerate
equation: the solution of the assumed singularly perturbed integro-differential equation does not
tend to the solution of the usual degenerate equation, obtained from the supposed equation with
the zero value of a small parameter and will tend to solve a specially modified degenerate integro-
differential equation with an additional term called the jump of the integral term. Boundary
and initial functions are defined; their existence and uniqueness are proved. On the basis of
the constructed boundary and initial functions are obtained analytical formula and asymptotic
estimates of the solution for the integral boundary value problem. It is established that the solution
of the considered boundary value problem at the ends of a given segment has the phenomena of
boundary jumps of the same orders. A modified degenerate boundary value problem is constructed,
to the solution of which approaches the solution of assumed singularly perturbed integral boundary
value problem. The value of the jump of integral terms is found. An example was made based on
the initial results.

Key words: singular perturbation, small parameter, the initial jump, asymptotics.
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! Opra-Ilbireic rexnuxaibk ynusepceureri, Typkus, Ankapa K.
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*e-mail: avyltay.nauryzbay@gmail.com
CuHTYJISIPJIBI ayBITKBIFAH UHTErPAIAbI-Au(dDepEeHINAIIBIK, TEHIEeYyTe apHAJIFAH [HIEKAPAJIBIK,
ecerl IIenIiMiHiH AaCUMIITOTUKAJIBIK, CUIATHI

ZKyMbIC CHHTYISPIBI aybITKBIFAH WHTETpO-Iudd@epeHnraIablK, TeHIey VITiH MeKapasblK, ecermn
mernmiMinig,  Kin napaMerp OOWBIHI aCUMITOTUKAJBIK KYOBLIBICBIH AHBIKTAyFa apHAJIFaH.
Biz cunrynspabt aybITKbIFaH WHTErpo-AuddEpEeHInaNablK TeHAey/Il, Killi mapaMerp HeJre
YMTBIJIFAH/A TIMENNM KeCiHJiHIH eKi KaK, IIEeTiHJe IMEKCI3/IIKKe YMTBLIATHIH MeKapaJsblK CeKipic
KYOBLIBICBIMEH KapacThipaMbl3. 2KyMbIcTa WHTErpaJIAbIK MYIIEHIH CHHIYJISPJIbl  aybITKbIFaH
nHTEerpo-anuddepeHnuaIblK TeHIey YIIH IMeKaPaJIbIK eCell MIENiMiHIH aCuMITOTUKAJIBIK, CHUTIa-
ThIHA ocepi KepcerinreH. VHTerpasibik MyIle aybITKbIMAaFaH MIEKapaJIbIK ecernTi aifrap biKrail
e3reprei. Kimi mapamerp HeJire YMTBUIFAH Ke3J/le CUHTYJISAPJIbI aybITKBIFAH IEKAPAJIbIK €eCcell
menriMi  KapamaiibiM aybITKBIMAral IIeKapaJblK eCcell MeniMine yMThIIMaiabl. CHHIYISPIIbIK,
AyBITKBITAH TIEKAPAJIBIK, €Cell MEeTTMI HHTEerPAJIIBLIK, MYIIeHIH ceKipici 6ap e3repTiireH aybITKbI-
MaraH ecell MeTiMiHe YMTBIIaJIbI.

(© 2021 Al-Farabi Kazakh National University
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ZKyMbicTa mHTErpaJsiJIbIK IEeKapaJsIbIK, ecell MeNiMiHiH aHaIunTHKAIbIK (hOPMYIaChl MEH aCHUMIITO-
TUKAJIBIK, Oarajiayiapbl ajblHIbl. BepiireH KeciHIiHIH €Ki »Kak IeTiH/ie jie KAPaCThIPBLIBIIT OThI-
praH MeKapaJblK, ecell IMeniMiHiH 6acTalKbl CeKipic KyObLIBICHIHBIH, peTi Oip/ieil eKeHIir aHbIKTaJI-
Jbl. OCBI CHHTYJIAPJIBI ayBITKBIFAH IEKapaJIbiK, ecebiHe ColiKec e3repTireH aybITKbIMAFAH MIeKapa-
JIBIK, €Cell KYPbLIFaH. Bepijiren CHHTYIISPIIbI aybITKBIFAH TTEKAPAJIBIK, €CEIl MEeTiMiHIH, 3repTijireH
aybITKbIMAFaH IEeKapaJIbIK ecebiHe YMTBLIATBIHBI JIdJIe/jIeHTeH. VIHTerpaJIblK MYIIIeHIH 6acTamKbl
cekipiciHiH MmaMachl aHBIKTAJIbl. MbIcas bacTankbl HOTHZKEJIED HEri3iH/Ie YKacaJibl.

TyitiH ce3aep: CHHIYISPJIbIK aybITKY, Killli TapaMeTp, 0acTalKbl CEKipic, aCUMIITOTHKA.
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AcuMnTOTHYECKOE MOBEJEHNE PEIIeHUs MHTErPAJIIbHON KPAEBbIX 334 JIJisl CUHTYJISIPHO
BO3MYIIEHHBIX MHTErpo-auddepeHnnalibHbIX YPaBHEHUH

Pa60Ta IIOCBdIIeHa BBIFACHEHUIO aCUMIITOTUYECKOI'O II0 MaJIOMY IIapaMeTpy IIOBEICHHNd PEelIeHUAd
HHTeraHbHOﬁ KpaeBOfI 3aJa91  JIJId  CHHTYJIAPHOTO BO3MYIIEHHOI'O JITHEHOI O UHTETrpo-
juddepeHImaabHOro ypaBHeHnusi. Mbl n3ydaeM KpaeByio 3aJiady Jijisi CHHTIYJISIPHO BO3MYIIEHHBIX
nHTErpo-anudHEepeHInaIbHbIX YPABHEHUI € SBJICHUSIMU TaK HA3BIBAEMBIX TDAHUIHBIX CKATKOB,
KOT/Ia MepEeMEHHasi OBICTPOIO PeIeHrs CTAHOBUTCS HEOTPAHUYEeHHON Ha obenx rpannrax. [lokasa-
HbI UCKJIIOUYEHUA KaYEeCTBEHHOI'O BJIMAHUA UHTErPAJIbHBIX 9JIEHOB Ha aCHUMIITOTUYECKOE ITIOBEJ/IeHUEe
pelennii CUHTYJISPHO BO3MYIIEHHBIX WHTErpo-anddepennuaibabiX ypasaenuii. Hamuane wmre-
I'PaJIbHBIX YJ/ICHOB CYHIECTBEHHO HU3MEHHUT BBIPDOXKJ/IEHHOE YypPaBHEHUE. PeH_IeHI/Ie Ipearo/aracMoro
CUHTI'YJIAPHO BO3MYHIICHHOTO I/IHTeI‘pO—,ZLI/I(beepeHLH/IaJILHOFO YpaBHEHHE HE CTPEMUTCA K PEHICHUIO
OOBIYHOI'O BBIPOXKJIEHHOI'O YPaBHEHUs, [TOJIyYeHHOTO U3 IIPEJII0JIaraeMoro ypaBHEHUsT ¢ HYJIEBBIM
3HAYEHNEM MaJIoro TMapaMeTpa, u Oy/IeT CTPEMUTHCS CIIEINATLHO MOAUMDUITTPOBAHHOE BBIPOXK TCH-
HOe HMHTerpo-auddepeHIua bHoe YpaBHEHHE C JIOMOJTHUTE/IbHBIM Y4JIEHOM, Ha3bIBAEMBIM CKAIKOM
MHTErPAJILHOTO WieHa. B paboTe Moy IeHbl aHAJIUTIHICCKAsT (DOPMY/IA U ACUMIITOTUTIECKIE OICHKIT
pellleHnsT HHTErPaJbHON KpaeBoil 3a1a4un. YCTaHOBJIEHO, YTO PEIleHne PACCMaTPUBAEMO KPaeBoit
3a/[a91 Ha KOHIaX 3a/JaHHOT'O OTPE3Ka HUMeeT sABJICHUA I'PAHUYIHBIX CKAYKOB TeEX 2Ke€ IIOPAJIKOB.
ITocTpoena MomucuImpoBaHias BLIPOKICHHAS KpaeBas 3a/1ada, K PEIIeHNI0 KOTOPOH CTPEMUTCS
peIlleHrEe MCXOJIHON CHHIYJIAPHO BO3MYINEHHON WHTErpajabHOil Kpaesoil zamaun. Oupemesena
BeJIMYHa HAYAJIBHOTI'O CKaYKa MHTErpaJIbHOT'O YJICHA. HpHMep 61)1.)'[ caeJiaH Ha OCHOBE Ha4daJIbHBIX
pe3yJIbTaTOB.

KimroueBnbie ciioBa: MaJiblit napaMeTp, CUHI'YJIIDHOE BOSMYIIIEHUE, aCUMIITOTUKA, Ha4vaJIbHBIN CKa-
YOK.

1 Introduction

Singularly perturbed equations is called equations that contain a small parameter with higher
derivatives. Many applied problems in physics, mechanics, technology, etc. are modeled using
this type of equations in mathematics. In the following work of the authors L. Schlesinger
[1], G.D. Birkhoff [2], P. Noaillon [3], W. Wasow [4], A.H. Nayfeh [5], A. N. Tikhonov [6,7],
M.I. Vishik, L.A. Lusternik [8,9], N.N. Bogolyubov, U.A Mitropolsky [10], A.B. Vasilieva and
V.F. Butuzov 11,12, R.E. O’Malley [13,14], D.R. Smith [15], W. Eckhaus [16], K. W. Chang
and F. A. Howes [17|, J. Kevorkian and J.D. Cole [18|, Sanders and F. Verhulst [19], E.F.
Mischenko, N. Rozov [20], S.A. Lomov [21], M.I. Imanaliev [22|, K.A.Kassymov [23-25] was
appeared and devoloped the theory of such type equations.

In the study of certain singularly perturbed problems, it can be found that the fast
variable of the solution near the boundary of the set takes on an infinitely large value, since
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the small parameter tends to zero. The study of the Cauchy problem with an initial jump for
a single nonlinear ODE was began by authors’ work L.A. Lusternik and M.I. Vishik [26] and
K.A Kassymov [27]. The most common cases of the Cauchy problem with initial jump were
studied by K.A. Kassymov. A characteristic exception of such problems is that the solution
of this problem approaches to solution of degenerate equation with modified initial conditions
when the small parameter goes to zero. In this instance, it is said that the phenomenon of
the initial jump for the solution is valid.

In [28-31] was investigated boundary value problems (BVP) for singularly perturbed ODE
and integro-differential equations with initial jumps.

In [32, 33| was studied BVP for integro-differential equations third-order with a small
parameter at two higher derivatives, when hold the so-called phenomena of boundary jumps,
i.e. when some derivatives of the solution for sufficiently small values of the parameter become
infinitely large at both ends of the interval. But as this takes place at the ends of the considered
interval of solving these problems, there were jumps of different orders. Singularly perturbed
differential equations with a piecewise constant argument considered in [34].

In the present work, we investigate integral BVP for singularly perturbed linear integro-
differential equations third-order, solution that at the ends of a given segment has jumps of
the same order. The main goal of this paper is to establish the asymptotic behavior of the
solution on a small parameter and the construction of the modified degenerate problem. A
similar work but without integral conditions considered in [35].

2 Statement of the problem and auxiliary materials

Consider the following singularly perturbed linear integro-differential equation

Lo
Ly = 12y" + pAg(t)y” + Ai(t)y + As(t +/ZH1 (t,2)y" (z, p)dx (1)
0

=0

with integral boundary conditions

2
hy=y(0,p) =a, hy =y (0,p)=p, hsy= y’(l,u)—/zaz (@)y ™ (, p)dz =, (2)
0

=0

where p > 0 is a small parameter, «, 3,7 are known constants independent of .

Assume that following conditions hold:

C1) Functions A;(t),7 = 0,2, F(t), a;(t),i = 0,2 are defined on the interval 0 < ¢t <
1, Hy(t,z),Hi(t,z), Ho(t, x) are defined in the domam D = {0<t<1,0<x<1} and
sufficiently smooth.

C2) The roots k;(t), i = 1,2 of "additional characteristic equation"r?+ Ay (t)rx+ A (t) = 0
satisfy the following inequalities x1(t) < —y1 <0, Ka(t) = 72 > 0.

We consider homogeneous singularly perturbed equation associated with (1):

Loy = 1%y" + pAo(t)y" + Ai(t)y' + As(t)y = 0. (3)
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The fundamental set of solutions of equation (3) takes the form [35]

1 iftn1<z>dx _
WOt ) = et (K1 (E)y0(t) + O(w)) , 0.2

1 -1 [ra(e)de _ (4)
ys(t, ) = Ee ' (£3(1)y20(t) + O(n)) , 0,2

, functions y;o(t),7 = 1,2 are solutions of the problem:

pi(t) - yio(t) + @i(t) - yio(t) = 0, yi0(0) =1, i=1.2,
where
pit) = (Ao(t) + 2ki(t))ri(t),  qi(t) = 3ra(t)ri(t) + Ao(t)r;(t) + Az (t).
Wronskian, composed of the fundamental system of solutions of equation (3) has the form:

i m(z)daszfng

o—a

W(t,p) = (ylo(t)yzo(t)yso(t)/ﬁ(t>"<¢2(t) X (5)

X (r2(t) = Ra(t)) + O(p)).

1
I

We introduce the functions [35]

PO(ty S, ,LL) .
Wi(s,p)

Pl(t,S,,U,)

Ko(t, s, pu) = m, (6)

Ki(t,s,p) =

where Py(t,s, ), Pi(t,s, ) are the third order determinant derived from the Wronskian
W (s, i) by replacing the third row with vy (¢, i), 0, ys(t, ) and 0, y2(¢, i), 0 respectively. Sum
of Ko(t,s,pu) and Ki(t,s,u) are the Cauchy function. Therefore, these functions have the
following properties:

1. With respect to the variable t satisfy equation (3), i.e.

L,Ko(t,s,u) =0, L,Ki(t,s,;n) =0, te[0,1], t#s.
2. When t = s satisfy the conditions:
Ko(s,s, 1) + Ki(s,8,1) =0, Ky(s,s,p) + Ki(s,s,u) =0, K{(s,8n)+ K/(s,s,n)=1.

For the functions Ky(t,s,n), Ki(t,s,p) in view (4), (5), (6) the following asymptotic
representation hold as ¢ — 0 [35]:

@ () yro(t) 1 fr (@)
K9 t s, 1) = 12 Yso (1) K1 ()10 o "
o 1) M(fy?,o()() (

+0(n), t=s, ¢=0.2,
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(@) (4 o _ 2 K5 (t)y20(t) e*i}fﬁQ(x)dx —
KVt s, 1) = p (uqy%(s)@(s) (ma(3) — () +O(u)) t<s,q=0,2.

Let functions ®;(¢, ), 7 = 1,2, 3 are solutions for the following problem:
Lu(pi(t, M) = O, hkq)i(t, M) = 5;%', i, k= 1, 2, 3,

where dy; is Kronecker symbol. Functions ®;(t, 1), i = 1,2, 3 are called boundary functions.
The boundary functions are determined by the formula

@(t.p) = J}Zﬂ’; 3

where J(p) is the determinant consisting of the fundamental solution system of equation (3):

(8)

hayi(t, i) haye(t, i) hays(t, 1)
J(M) = h2y1 (t> M) h2y2 (tv :U') h2y3 (t7 :u') ) (9)
hayi(t, i) hsya(t, 1)  hsys(t, )

Ji(t, p) is the determinant derived from J(u) by replacing the i-th row by the fundamental
set of solutions yi (¢, ), y2(t, 1), ys(t, 1) of the equation (3). From (9), by virtue of (2), (3),
we obtain for J(u) the asymptotic representation:

J() = Mi (a1 an(1)2 (0)(1 — as(1)) + O(u)) # 0. (10)

Then from (8) in view (4), (10) we get asymptotic representation as ;1 — 0 for boundary
functions ®;(t, ), i = 1,2, 3:

(q) _ @y Yso(0)KS (t)y1o(t) % [ ra(@)de
(I)l (ta M) = Yso (t) /iq_l/il(o) e

_ R3(0ya0(t) (hayao(t) — az(0)ye(0)) jn2<x>dx+
P g (1)ya0(1) (1 — ax(1))

1 ¢ ) 1 1 ) _
+0 (M+Mq_26 WY +Mq—26 #7), q=0,2, (11)
@ o YR KBy(t) b m@ds K5 ()Y (t)ax(0)
CI)Q (talj’) - 1 e 0 - 1 X
k1(0)  pa1k1(0) P kg (1)y2(1)(1 — ao(1))

7() o (1) ~1 [ ra(a)de 1
Y (¢, 1) = sl h +0 )
s (64) 10 o (1)yo (1) (1 — az(l))e uq—ze
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3 Main results

We are looking for a solution of the boundary value problem (1),(2) in the form:
y(t, p) = Cr@1(t, p) + Co®so(t, 1) + C3Ps(t, p)+

t
1 1 (12)
+ E KO(t>5au)v(87M)d5+ ‘7 Kl(t,S,M)U(S7ILL)dS,
0 1

where ®;(t,u),7 = 1,2,3 are boundary functions and expressed by the formula (8),
Ko(t, s, 1), Ki(t, s, ) are auxiliary functions, determined by the formula (6) and having an
asymptotic representation (7), C;,7 = 1,2,3 are unknown constants, v(¢, ) is an unknown
function.

Replacing (12) into equation (1) we get that wv(t,u) satisfies the following Fredholm
integral equation of the second kind:

u(t, 1) =p(t7u)+/H(t,s,u)v(s,u)ds, (13)
where
1 1,
p(t,p) = —|—C’1/ H;(t,x) <I>()(a: u)dw—i—Cg/ZHl (t,z) <I>()(m w)dx+
0 1=0 0 =0

L9
+Cy / S Hi(t 2)88) (2, p)d, (14)
=0

52
1
H(t,s,pu) = /ZHtwK()gc,s,,udx E/ZHthK()x,s,u)d.
0

=0

C4) 1 is not an eigenvalue of the kernel H (¢, s, u).
Taking into account the condition (C4) integral equation (13) has an unique solution,
that can be represented in the form

oltos) = pltus) + [ Blt,s ol n)ds. (15)

where R, (t, s, 1) is a resolvent of the kernel H(t, s, 11), representable by (14) as an asymptotic
formula R, (t,s,1) = Ry(t,s,1) + O(p). Substituting (15) taking account of (14) into (12),
we obtain solution of the boundary value problem (1),(2) in the form:

3

y(t.n) =Y CTit,p) +Q(t, ), (16)

i=1



M. Akhmet et al. 19

where

t

1 _ 1 _
Iwm:@wm+§/mmmwmmw+§/mmmwmmw

0

t

Qtui) = = [ Boltos s s + 5 [ Kt 7o, a7

B0 = [ S M (o0 )80 s, T = FGs)+ [ Bulosp DF )

m@nmz%@@+/&w@nmm@w
0

For the functions H,(s,z, 1), f(s,u) are valid asymptotic representations:

1

mwam=Hmwﬂjﬁwmwmmm@+mm53@m+mm

! (18)
Fls.n) = F(5) + [ Rals.p, DF(p)dp-+ O() = 7(s) + O(p)
For the functions ¢;(s, i) applying (11), (18), we can obtain the asymptotic formula:
?@(&M) :51'(5) +O(M)v i :ma (19)
where
_ 2 — () (hBySO(t) _ a’2<0)y30<0))
51(5) !;;Hjsw%u>mw4%@owwmw— R L
- = as(0) -\ = 1
$y(s) = —Ha(s,0) — Ho(s, 1)?‘62“)» ¢s(s) = Ha(s,1)1— o)

From (17) applying (7),(11), (18)-(20), for the functions T;(t, ), i = 1,2,3, Q(t, 1), we
get asymptotic representations:

: $1(0)

(0
@M”+mmwmm—m@ﬂx

0)

(@) q
(a) (a) Y30 t) 1(s) 6 Y1o(t)~1
Tl (t7 M) - y30 ( ) + / y30<3>A (3)d ,U/qi]'/fl(

—~
~
S~—

(hzyso(t) — az(0)y3(0) $,(1) ) »
1 —ay(1) Ko (1)(k2(1) — K1(1))



20 Asymptotic behavior of the solution ...

—_
==
O =

=N
=
—
8
-
U
8
—_
o
= |-
[
&
N}
N
8
N
U
8
SN——

y10(t)ki(t) ( 0,(0) B 1) ei;rm(m)da:—i_

Yoo (t) 3

(1 ( )
i o (Dra(1) \ra(D)(ra(1) — (1) 1= as

_|_

T (4, 1) = / yé%)(t)a (8) 1 fii’(t)ylg(t);_zﬁ3(0) RILCAN o)

(q) q 1 t
(@) (¢ ys0 (1) f(s) . k() y10(t) F(O L mie)de
) = / 1) A5 ™ T TR(0)(k2(0) — 1 (0))

K3 (1) oo (1) F(1) N SO I
11K (1) ya0 (1) (o (1) — ra (1)) () — (@) O
]
pa= e

To find the unknown constants C;, ¢ = 1,2, 3 from (16), taking account of the boundary
conditions (2), we get a system of algebraic equations:

Clh1T1<t, /J) + CzthQ(t, /L) + Cgthg(t, ,u) = — th(t, /L),
CthTl(ta :u) + CQhQTZ(tv /'L) + CShQTS(ta H’) = 6 - hQQ(tv /'L) (22)
CihsTi(t, p) + CohsTy(t, p) + CshsTs(t, p) = v — haQ(t, 1)
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For the elements of this system are valid asymptotic representations:

h1T1<t7lLl/) =1+ O(M)? hlﬂ(tﬂ) = O(M)? L= 27 37 th(tvl’L) = O(M)?

_ 5,0) -
haTi(t 1) = = o~y T OW) 1= 13
hoTo(t, i) =1 — n2(0)<mi20() )_ 0 + O(p),
Bt 1) = — /() o

k2(0)(k2(0) — #1(0))
hsTy(t, ) = [0 + O(p), i = 1,2, hsTs(t, 1) = 1+ [¢s] + O(n), hsQ(t, 1) = [f]+ O(w),

where
__labl(s) , _12ax<y)$_a8 s 5
3= / S ( (1) / > afeiRe) el >)d
 ax(0)9,(0) N oi(1 B as(1)¢,(1) 13
#1(0)(k2(0) = £1(0)) — m1(1)(ka(1) = m1(1))  ma(1)(Ka(1) — m1(1)) o
—_1 f(s) , _12a$<y>x_a3 o | dse
[ _/y30(3)A1(3) (yso(l) /; i(2)yz0 (2) — a1(s)ysol )) d (23)
B a(0) f(0) N f(1) ax(1)f(1)
k1(0)(12(0) — 11(0)) k(1) (ka(1) — k2(1))  m2(1)(ka(1) — k(1))

(
Then for the main determinant of the system (22):

Tt ) Tt ) haTs(t, )
hoTy (t: M) hsz(t» M) h2T3(t7 M) )
hsTh(t, ) haTa(t, ) hsTs(t, p)

I(p) =

we get the following asymptotic representation:

Il
~il

1 = 1+ ) (1= — e 2010 e

r2(0)(k2(0) — /ﬁ(O))) " r2(0)(k2(0) — £1(0))
C5) I #0.

Then from the system (22), we determine the unknown constants C;, i = 1,2,3. Thus,
the following theorem will be true.

Theorem 1 If conditions (C1)-(C5) are satisfied, then the boundary value problem (1),(2)
on the interval [0,1] has a unique solution, expressed by formula (16), where T;(t, ), i =

1,2,3, Q(t, ) are expressed by formula (17) and the constants C;, i = 1,2,3 are determined
from system (22).
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For C;, 1 =1,2,3 are valid asymptotic representations:

=+ 0y ¢y o BOULE) - HOBG)

r2(0)(r2(0) — #1(0))

L] (BOE-BOF] ) 7
(%‘7[ <@mxmm»—mm» “”) (6+RAWMA0
B0

it W)O mmm@mwﬁmmﬂ}+om’

Theorem 2 If conditions (C1)-(C5) are satisfied, then for solutions of problem (1),(2) are
valid the following asymptotic representations:

(9) q—2

y@@makgw+/%ow<@%ﬁ@u>nﬁw>6ﬁ)

y3o(s)A1(s) p (ko (t) — K1 (t))

X

mo(si(t) [, 4,(0) Lim@as  y(t)Ry()
‘m4mm>(“”“vmmwxm—mm»)e 1y (1) (1)

» (h3y30(t) — as(0)ys,(0) &, (1) ) eilftm(x)dx
1 —ay(1) Fa(1) (Ro(1) — ki(1))

_|_
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(i 35(0) | w8 @s(s)
+ =0 (1= Sty o) / pl) o) )
O S AOn06,(0) e
H (1) — i (0) 7 T7(0) (2(0) — i (0))
o (1) (1) 3s(1) 1 L[ raa)as
10 ya0(1)Ra(1) \ ka(1)(k2(1) — r1(1)) 1z as(1) ‘ ] -
BOF)  KOyo®F0) e
+o/ Y3o(s )Al(s)ds 1= 1k7(0) (k2(0) — ’fl(()))e "
K1)y (D) T(1) Lm@a w720 - R
TR0y (1) — (D) @ —m) T
+0 (u + M;Qe‘l‘{”l(x)dm + uqlzeilfﬁz(x)dxv , ¢=0,2.

The proof of the theorem follows from (16) taking account of (21), (24).
From formula (25) for solutions of problem (1), (2), we obtain the following order of

growth:
y”(ovu) =0 (l) ) Z/”(LN) =0 (l) )y M 0.
[ [t

It implies that at points t = 0 and ¢t = 1 the solution of the considered problem (1), (2) have
the first order boundary jumps.

4 Modified degenerate problem

Singularly perturbed boundary value problem (1), (2), we put in accordance with the following
modified degenerate problem:

Loy = Au()7' (1) + A(0)y(t) = F(t) + / Z Hy(t,2)g" (x)dx + O(t), (26)

1=0

hg =70~ [ Y ala)i(@de =1+ ax(0)8 + (L~ (D)6, 1)

where O(t) and O, ©; are called jumps of the integral term and solution respectively.
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For the difference u(t, ;1) between the solution y(¢, 1) of the singularly perturbed problem
(1), (2) and the solution 7(t) of the degenerate problem, we get the problem:

L 2 ,//+UAO() ”+A1(t)u’+A2() _
P H 2 e s — (8 — 4 — il (28)
0
hiu = u(0, 1) =0, hou = u'(0,u) = =6,
2
hsu = u'(1, p) /ZaZ u (z, p)dr = —az(0)0 — (1 — ay(1))0;. (29)
o =0

The problem (28),(29) is of the same type as the problem (1),(2), by applying asymptotic
formula (25). As a result, we obtain asymptotic representation for the solution of the problem
(25), (29

0 =2 - (60 Sy ) 4+ B+
~ (a2(0)80 + (1 = a5(1))01 — [B]) ¢5(0 )] , V ysy D)oa(s) KE(t) — kT —

r2(0)(12(0) — #1(0))

& (y(t) ,(0) ) e
wlmm>(mmx@m»—mm» 1) ’
Yao(t)r3 (1) bo(1) B az(0) eilfi@("”)df
wlde@ﬂ)<@0X@ﬂ%—MGD 1—nxn> i
1 0(0) _
o2 (o+ o=y # <so>
. e (1 5a(0) [ 03a(s)
T (a2(0)@y + (1 zu»el[en<1 mmxmw»—mm»ﬂ {Zy%@mﬂﬁd
B O i O SR (OUMOTN O M R
1L (ro(t) — ke (t)) ° i 1k2(0)(k2(0) — k1(0)
Yoo (t) K1 () < 55(1) 1 eilftnz(x)dx -
1 Vo (Do (1) \ra(1) (a(1) — a(1)) 1= as(1)
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q =} 1 tnz z)dx q—2 _ 02 _
o OB pfeon R0 R0
9= R (1) ya0(1) (k2(1) — K1 (1)) i~ (ra(t) — ra(t))
1 e 1 i —
+O<M+m€’y“+m€’y ”), q = ,2,

Ry(t,s,1)0(s)ds. (31)

o
Il
2
+
O\H

If the function O(t) is selected in the form

O(t) = =00 (9,(t) + a2(0)d4(t)) — O1(1 — a2(1))4(t), (32)

it can be presented that u(t, ) — 0, p — 0. From (32) in view of (18),(20), (31) to determine
the jump of integral terms O(t), we obtain the following formula:

O(t) = O Hy(t,0) — O, Hy(t, 1). (33)

Theorem 3 If conditions (C1)-(C5) are satisfied, then for the solution y(t, u) of singularly
perturbed integral boundary value problem (1),(2) are valid the limiting equalities:

lim y(t, p) = (1), 0<t <1,
n—0

limy @ (¢, p0) =759(t), i=1,2, 0<t<]1,
n—0

where Y(t) is a solution of modified degenerate boundary value problem (26),(27), the jump
of the integral terms ©(t) is determined by formula (33).

Example. To illustrate the results, we give an example. For simplicity, we consider the
integral boundary value problem for a singularly perturbed integro-differential equation with
constant coefficients:

1
Ly=p*y" —py' —2y =1+ /5y”(:r,,u)dx, §#£0,

o 34
by =5(0.0) = o, hay =1/(0.p1) = 5. (34
1
hay =y (1) — [vy'(z,p)de =, v#0, v#1,
0
where
Ao(t> = —1, Al(t) = —2, Ag(t) = O, F(t) = 1, Hl(t,l' = 0, 1= 0, 1,
Hy(t,x) =0, a;(z) =0, i=0,1, as(z) = v.
The exact solution to this problem is:
Sy =B+ 2B+ 1)1 —v)+[B(0+20) —y(6+2) +v—1]e s s
y(t 1) = i (y—p)+ 28+ 1) —v)+[5( ) — (6 +2) ler i

2(1—v) <6_% — 1>
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+,u-6(5+2y)_7(5+2)+V_1+[5(’y_6 +(26+1)(1—1/)]eﬂ% _20-1)
e

) 0,
4(1—y)(*%—1) h ’

_M.2[5(7—5)%—(26%—1)(1—1/)]+3[6(5+2y)—7(5+2)+I/—1]e_%_

41 —-v) <e_% - 1>

N ) e € e e} S

41— ) <e—% - 1) 20-v) = 2

Hence, passing to the limit at p — 0, we get

(-1 +v—1
2(1 —v)

lim y(t, p) = a + t=7g(t), 0<t<1, (35)
n—0

where g(t) is not a solution to the usual degenerate equation, obtained from (1) at u = 0,
and is a solution of modified degenerate boundary value problem:

=2y =1+ [ 07" (x)dx + O(t), (36)

o — _

hayy =5 (0) = B+ Oy,

1
=T~ [V =400+ (1 v, o
0

where O, ©; are jumps of the solution at points t = 0 and ¢ = 1 respectively, determined
from problem (4.11), (4.12) and the value of the jump of the integral terms A(%) in accordance
with formula (4.8) should be determined in the form:

O(t) = 6(60y — O1). (38)
The exact solution of the problem (36), (37) according to the condition (38) has the form

6(f—7y)+v—1

o) =0t =50

L.

Therefore, the passage to the limit (35) will be valid. The limit transitions are similarly valid.

lim yO(t, ) =79(t), i=1,2, 0<t<l.

n—0
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5 Conclusion

In this paper, we study the boundary value problem for singularly perturbed integro-
differential equations with the phenomena of the so-called boundary jumps, when the fast
solution variable becomes unbounded at both boundaries. The exceptions of the qualitative
influence of integral terms on the asymptotic behavior of the solutions for singularly perturbed
integro-differential equations are shown. The presence of integral terms will significantly
change the degenerate equation: the solution of the assumed singularly perturbed integro-
differential equation does not tend to the solution of the usual degenerate equation, obtained
from the supposed equation with the zero value of a small parameter and will tend to
solve a specially modified degenerate integro-differential equation with an additional term
called the jump of the integral term. Moreover, the value of the jump of the integral term
is determined differently than in [33] because of occurence of jumps in solutions of the
same order. In addition, in the boundary conditions of the modified degenerate problem,
there is also a change. The so-called jumps of the first derivative of the solution appear
©p=7(0) —y'(0,n) # 0 and © =7'(1) — /'(1, ) # 0 at the ends of considered interval.
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ON ROOT FUNCTIONS OF NONLOCAL DIFFERENTIAL
SECOND-ORDER OPERATOR WITH BOUNDARY CONDITIONS OF
PERIODIC TYPE

In this paper we consider one class of spectral problems for a nonlocal ordinary differential operator
(with involution in the main part) with nonlocal boundary conditions of periodic type. Such
problems arise when solving by the method of separation of variables for a nonlocal heat equation.
We investigate spectral properties of the problem for the nonlocal ordinary differential equation
Ly(x) = =y () + ey’ (—z) = Ay (z), —1 < © < 1. Here A is a spectral parameter, |e] < 1.
Such equations are called nonlocal because they have a term y” (—z) with involutional argument
deviation. Boundary conditions are nonlocal 3’ (—1) + ay’ (1) = 0, y(=1) — y (1) = 0. Earlier
this problem has been investigated for the special case a = —1. We consider the case a # —1.
A criterion for simplicity of eigenvalues of the problem is proved: the eigenvalues will be simple
if and only if the number » = /(1 —¢) /(1 +¢) is irrational. We show that if the number r is
irrational, then all the eigenvalues of the problem are simple, and the system of eigenfunctions of
the problem is complete and minimal but does not form an unconditional basis in La(—1,1). For
the case of rational numbers r, it is proved that a (chosen in a special way) system of eigen- and
associated functions forms an unconditional basis in Lo(—1,1).

Key words: Nonlocal differential operator, spectrum, eigenvalue, multiplicity of eigenvalues,
eigenfunction, associated function, unconditional basis.
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ITTekapasbIK HIapTTapbl IIEPUOATHI TUIMTI €KiHII peTTi JIoKauai eMec auddepeHTnanabIkK,
oriepaTopabiH, TYOipJaik DyHKIUAIAPHI TYPAJIBbI

Byn kymbicTa JIOKAJILJIBI €MeC TEePHOJATHI IMEKAPAJbIK MAPTTHl KAPANaibIM JIOKAJIbIbI €MeC
muddepernuanapr oneparop (6acTel Gesiringe MHBOONMA Gap) VIIIH CHEKTPJIIK €CenTep/IiH
0ip kj1achl KapacThIpbULabl. Mymmail ecenrep JIOKaJbAbl eMec KbUIYy OTKI3TIMITIK TEHJEY YIIiH
KOWMBLIIFAH ecenTepi ailHbIMAJBLIAP/IBl aXKbIpaTy oJiciMeH IelKkeHe uaiiga 6oaapl. bi3
Ly(z) = -y () + ey’ (—z) = Ay (x), =1 < & < 1 Typingeri joKawIbl emMec Kapanaibivm ud-
depeHIaANIbIK TeHeyre KOWBLIFAH €CENTEPiH CIEeKTPJIK KacueTTepiH 3eprreiimisz. MymHmarsr
A - cunekTpiik napamerp, |g| < 1. Mynuaii Tenjeysep Jiokasbisl emec, cebebi onbiy Yy (—x)
TYPIHZEr] apryMeHTTIH HHBOJIOTHIMOHJIBIK aybITKYbl 6ap Mymeci 6oaampt. y' (—1) + ay’ (1) = 0,

y(=1) — y (1) = O-70KaIBIBI eMeC MEKAPAIBIK IMApT OOJBIT TaObLIAALL. BypbiH Oysl ecentin
a = —1 kesingeri jgepbec Karmaiitbl KapacTBIpbUIILI. bi3 Oyi ecenrin a # —1 Kargailbia
KapacThIPaMbI3.

Biz Oys ecenrin MeHIIIKTI MOHIAEPIHIH KapalnaibIMILLIBIK, KPUTEPHUIH IoJIeJIACIIK: MEHIIIKTI
MOHJIEp] KapamnaiibiM 60s1aJibl COHJIa TeK coHza faHa, erep r = +/(1 —¢) /(1 + &) upponnonasn
bosica. Erep r mppormonas 6ojica, OHIA €CENTiH MEHINKTI MOHIEPIHIH OapJ/ibIifbl KapalraibiM
6osaTeiHbiH, 6ipak Lo(—1,1)-1e coscis 6asuc 6oaMalTBIHBIH KOPCETTIK. I PAIMOHAJ CaH Ke3iHJe,
MeHImKTI KoHe KochutraH dyHkmmsiap Lo(—1,1)-me coscis 6asuc Gomarbiabl (apHAbI TaHIAT
AJIBIHFAH) JIOJIE/IJIeHIEH.

(© 2021 Al-Farabi Kazakh National University
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Tvyitin ce3nep: Jlokanbabl emec auddepeHnnaIblK OnepaTop, CIeKTP, MEHIMKTI MOHIED, MEH-
MTKTI MOHEP/IIH ecesTiri, MeHmikTi hyHKIsI, co3¢i3 ba3uc.
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'MacTuTyT MaTeMaTHKE 1 MATeMaTHIeCKOro Moje/npoBanns, Kazaxcran, . AjMars!
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*e-mail: dildabek@math.kz
O kKopHEBbIX PYHKIMAX HEJOKajabHOro auddepeHnnuaibHOro oneparopa BTOporo ImopsaiaKa C
KpPaeBbIMU YCJIOBUSIMU II€PUOANYIECKOTO TUIIA

B macrosmeit pabore paccMaTpmUBaeTCs OJMH KJIACC CIEKTPAJBHBIX 334 JJIA HEJIOKAJIHHOIO
obbikHOBeHHOrO M depeHnuagbLHOro oneparopa (¢ MHBOIONME B TJIABHON 9aCcTH) ¢ HEJIOKAJIb-
HBIMI KPAEBLIMU YCJIOBUSIMIE. MTEPUOIUTICCKOTO THUMA. Takne 3a/Ja9M BO3HUKAIOT TPHU PEICHUH
METO/IOM Pa3/leIeHus] TePEMEHHBIX 3a/1a4 JIJIs HeJIOKAJIbLHOIO YPABHEHUS TEIIONPOBOTHOCTH. Mbr
UCCJIe/IyeM CIEKTPAJIbHBIC CBOUCTBA 3aJaH JIJIsT HEJIOKAJIHLHOTO OOBIKHOBEHHOTO JTud depeHiinaib-

noro ypasrenus Ly (x) = —y” (z) + ey” (—z) = My (z), —1 < 2 < 1. Buecb A - cuekrpasbHblii
napamerp, |¢| < 1. Takume ypaBHeHHsI HA3BIBAIOTCS HEJOKAJBHBIMH, TaK KaK OHH COJEPXKAT
wrern '’ (—x) ¢ WHBOJIOTHUIIMOHHBIM OTKJIOHEHHEM AapryMeHTa. KpaeBble yCJIOBUSI SIBJISIEOTCS
aesokasbHbiMu y (—1) 4+ ay’ (1) = 0, y(—1) — y (1) = 0. Panee sra 3amaua 6bUIa HCCIIEI0BAHA
JIsi yacTHOrO ciydast ¢ = —1. Hamu pacemarpuaercs ciyuaii a # —1. Hamu jokasan kpurepuit
IPOCTOTBI COOCTBEHHBIX 3HAYCHUI 3a1ati: COOCTBEHHBIE 3HAYCHNS OY/LyT IIPOCTBHIMU €CJIA U TOJIBKO
ecim uncio r = /(1 —¢) /(1 +¢) aBusiercss upparuoHaibHbIM. Mbl OKA3aJIH, YTO €CJIH THCIIO
T MPPANUOHAILHOE, TO COOCTBEHHBIE 3HAYEHUSI 3aJIa9M - BCE MPOCTBIE, & CHCTEMa COOCTBEHHBIX
dyHKIuMii 337290 sBJsIeTCsl TOJHON M MUHMMAJBHON, HO He obpasyer Ge3ycjoBHOro Gasuca B
Lo(—1,1). Inst ciyuast pannoHAJBHBIX 7' JIOKA3aHO, 9TO (CIENUaJbHBIM 00pa3OM BBIOpaHHAS)
crucTeMa COOCTBEHHBIX M IPUCOEANHEHHBIX GyHKImiT obpasyer 6e3ycioBHbIi 6asuc B Lo(—1,1).

Kurouessbie cioBa: HesokasibHblil uddepeHnuaibHbIi omepaTop, CleKTp, COOCTBEHHOE 3HAYEe-
HIe, KPATHOCTH COOCTBEHHBIX 3HAYCHU, COOCTBEHHAsT (DYHKITHMS, MPUCOCTUHEHHA (DYHKIMA, 663~
YCJIOBHBII Ha3uc.

1 Introduction

It is well known that many spectral problems for ordinary differential operators arise in
using the method of separation of variables (Fourier method) to solve initial-boundary value
problems for evolution equations. Due to the fact that spectral properties of self-adjoint
problems are well studied and the system of eigenvectors of self-adjoint operators forms an
orthonormal basis, researchers use self-adjoint boundary conditions to model various processes
of natural science. And in order to use more complex differential equations and/or more
complex boundary conditions in modeling, it is necessary to develop the spectral theory
of nonlocal operators. Such operators, as a rule, are non-self-adjoint. Therefore, nothing is
known about their spectral properties and additional research is required in each particular
case.

In this paper we consider one class of spectral problems for a nonlocal ordinary differential
operator (with involution in the main part) with nonlocal boundary conditions of periodic
type. Such problems arise when solving by the method of separation of variables for a nonlocal
heat equation.

For example, one can consider a problem of modeling thermal diffusion process which
is close to one described in the article of Cabada and Tojo [1]|, where the example is given
that describes a specific physical situation. We consider a closed metal wire (length 2) that
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is wrapped around a thin sheet of insulation material. Assume that the position z = 0 is
the most low in the wire, and the wire goes around the insulation up to the left to the point
x = —1 and to the right to the point = 1. Since the wire is closed, then the points x = —1
and x = 1 physically coincide. It is assumed that the insulating layer is slightly permeable.
Hence, the value of the temperature u(x,t) (at point x of the wire at time ¢) on one side
of the insulation affects the diffusion process on the other side of the insulation, at point
(—x,t). For this reason, the standard heat equation is modified by adding an additional term
€Uy (—x,t) to the "classical" term w,,(x,t). Thus, this process is described by the nonlocal
heat equation

up(x,t) — Uy (2, 1) 4 gy (—x,t) = f(2,1), (1)

in Q= {(x,t): =1 <z <1,0<t<T}. Here f(z,t) is a function of influence of an external
source; |g| < 1 is a coefficient depending on the permeability of the insulating layer ¢t = 0 is
an initial moment of time; ¢ = 7" is a final moment of time.

The initial temperature distribution in the wire is considered known:

u(z,0) =7(x), —1<z<1. (2)

Since the wire is closed, it is natural to assume that the temperature at the ends of wire is
the same:

u(=1,8) = u(l,t), 0<t<T. (3)

If we consider the case when an additional external thermal effect occurs at the junction
of the ends of the wire then boundary conditions of periodic type but non-self-adjoint, arise.
Consider the process, where the temperature flux at one end at each time ¢ is proportional
to the rate of change of the average temperature over the entire wire. After non-singular
transformations such a boundary condition can be reduced to the form

ur(—1,t) + auy(1,t) =0, 0<t<T. (4)

Here a is a certain coefficient characterizing the proportionality of the temperature flux at
one end and the rate of change of the average temperature over the entire wire.

Such a mathematical model can serve as a direct justification of the need to consider the
nonlocal differential equations and the nonlocal boundary conditions for them. Our paper is
devoted to the investigation of spectral properties of the problem arising when solving the
formulated problem (1)—(4) by the method of separation of variables.

2 Materials and methods
3 Spectral problem

The use of the Fourier method for solving problem (1)—(4) leads to a spectral problem for
the operator £ given by the differential expression

Ly(z)=—y" (2)+ey (—2) = y(z), -1 <z <1, (5)
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and the boundary conditions of periodic type

(~1) +ay (1) =0,
y (1) -y (1) =0, (6)

where ) is a spectral parameter.

Spectral problems for Eq. (5) were first considered, apparently, in [2], [3]. Cases of the
Dirichlet and Neumann boundarya = —1 were considered. Cases of the boundary conditions
when the system of root vectors forms a Riesz basis in Ly were singled out. Here we consider
a case a # —1. This case has not yet been investigated before.

Close spectral problems were considered in the works [4]- [9]. In [4] for Eq. (5) a problem
with the nonlocal conditions

y(=1) =0, y(-1)=y(1)

was studied. It was proved that if » = /(1 —¢) /(1 +¢) is irrational, then the system of
eigenfunctions is complete and minimal in Ly(—1,1) but is not an unconditional basis. For
rational r, a method for choosing associated functions for which the system of root functions
of the problem is the unconditional basis in Ly(—1,1) was indicated. A similar result was
proved in [5] for the case of the space L,(—1,1).

A problem for Eq. (5) with the nonlocal boundary conditions

y(—1) = By(1), v'(=1)=v'(1)

was investigated in [8] for the case of the space Ly(—1,1) and in [9] for the space L,(—1,1). In
these papers it was also shown that the multiplicity of eigenvalues depends on the rationality
or irrationality of the number r.

Since for Eq. (5) the spectral theory of boundary value problems is not yet fully formed,
then each separate case of boundary conditions must be considered separately. The spectral
problems with the nonlocal conditions (6) have not been previously considered. In this
connection, we note the works [10]- [18] in which close problems related with spectral
properties of nonlocal problems were considered.

4 General solution of equation (5)

To construct a general solution of equation (5), consider the Cauchy problem with data at
the interior point

Ly(z)=—y" (2) + ey’ (—2) = My (2) = f(z), -1 <z <1, (7)

y(0)=A4, ' (0) =B, (8)

with arbitrary constants A and B. Here f(x) € C[-1,1].
By direct calculation it is easy to show that this problem (7) to (8) is equivalent to the
integral equation

xT

y(z)+ )\/Z k(x,t)y(t)dt = A+ Bz — / k(x,t)f(t)dt, (9)

—T —XT
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with the integral operator

/I k(2 D)p(t)dt = 1_1a2 {a/_ﬂ (2 + £)p(t)dt + /Ox(x - t)gp(t)dt.}

—X x

Let us show that the integral equation (9) has a unique solution. For this, we introduce
a new function

Y (z) = y(a)e ",

where 1 > 0 is a positive parameter which we will choose below.
Then for Y (x) we obtain the integral equation

Y (2) + )\/I ki (2, )Y (£)dt = (), (10)

—X

where it is indicated

kl (‘7;7 t) - k(a:: t)e—ﬂ[w—hﬁ\]’

(x) = (A + Bx) e / k() fu(t)dt,

fi(z) = f(z)e .
By I, denote the integral operator in the left-hand side of (10). Estimating its norm in
Ly(—1,1), we have

A 21— 1 —2p
) < (AL VR LR

— a2 1

Hence it is easy to see that for any A we always can choose a positive number 1 > 0 such
that the operator norm will be less than one: ||I,|| < ¢ < 1. Therefore, with this choice of y,
equation (10) has the unique solution Y (z) € Ly(—1,1).

That is why equation (9) has the unique solution y(x) € Lo(—1,1). Further, it is easy to
justify by the classical formula that y(z) € C*[—1,1] for f(z) € C[—1,1]. Thus, it is proved

Lemma 1. For any values of the parameter X\, of the constants A and B and for any
function f(x) € C[—1,1] the Cauchy problem (7) to (8) has the unique solution y(x) €
C2[-1,1].

As follows from this lemma, the general solution of equation (5) is two-parameter. As
fundamental solutions we choose two functions c¢(z,\) € C?*[—1,1] and s(z,\) € C?[—1,1]
which are solutions of equation (5) and satisfy the Cauchy conditions:

c(0,A) =s'(0,A) =1, (0,\) = s(0,\) =0.

The existence of such solutions is ensured by Lemma 1.
By direct calculation it is easy to obtain these solutions explicitly:

X e
2=\ 1y e

1
c(x, A) = cos (ux), s(x,A\) = —sin(puezx), = :
2 l—¢
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It is also easy to verify that the chosen solutions have the following symmetry properties:
c(—x,\) =c(z, ), s(—z,\)=—s(z,), —1<z<]1. (11)
Thus, the general solution of equation (5) has the form:
y(z,\) = Cie(z, N) + Cas(z, N) (12)

with arbitrary constants C; and Cj.

5 Eigenvalues of problem (5) to (6)

First of all, it is easy to see that A = 0 is an eigenvalue of problem (5) to (6). The corresponding
eigenfunction has the form:

yo(x) = 1.

Consider a case A # 0. Satisfying the general solution (12) of equation (5) to the boundary
conditions (6), we get the linear system

{ C1U; (c(x, N)) + CUy (s(z, N))

0,
C1Us (e(x, N)) + CoUs (s(x,\)) = 0. (13)

Its determinant will be the characteristic determinant of the spectral problem (5) to (6):

‘ U (C(SL’, )‘)) Uy <8(x’ )\)) =0.

Us (C({l}, /\)) Uz (S(.’L‘, )‘))
Therefore, taking into account the symmetry conditions (11), we calculate
AN =2(1—a)d(1,\)s(1,\) = 0. (14)

First of all from (14) we get that for a = 1 each number A is the eigenvalue of problem
(5) to (6), regardless of the value of . In this case system (13) has the form

Cys'(1,\) = 0,
028(1,)\) = 0.

Since |s'(1, A)| + [s(1,A)| > 0, then it follows that Cy = 0. Thus, it is proved
Lemma 2. For a = 1 each number X\ is the eigenvalue of problem (5) to (6).
Corresponding eigenfunctions have the form

A
1—¢

y(x,A) = cos (), pn = (15)

Now consider the case when a # 1. Then from (14) we obtain ¢/(1, A)s(1, A) = 0. Therefore,
taking into account the explicit form of fundamental solutions, we have

sin (py) sin (p2) = 0.
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Thus, problem (5) to (6) has two series of the eigenvalues

A = (1 —e)(kr)? k=0,1,2,...,
(16)
AD = (1+e)(nm)2 n=1,2, ...

Lemma 3. Problem (5) to (6) has multiple eigenvalues if and only if the number r =
V(L —¢)/(1+¢) is rational.
Proof. Indeed, suppose that any two eigenvalues from different series coincide:

A =22,
This is equivalent to the equality
(1—¢)(km)? = (1 +¢)(nm)*

That is, the coincidence of eigenvalues is possible if and only if for some ko, ng € N r = ngy/ko
holds. That is, only if the value r is rational.

6 Spectral problem for irrational numbers r

Let r be an irrational number. Then, by virtue of Lemma 3, all eigenvalues of problem (5)
to (6) are simple and are given by the formulas (16). By direct calculation from (13) we get
that

y,(gl)(:c) = cos(kmz),
(17)

y2(z) = (14 a)r cos(nm) cos (222) + (a — 1) sin (“Z) sin(n7z),

where £k =0,1,2,... and n = 1,2, ..., correspond to these eigenvalues.
Lemma 4. The system of functions (17) is complete and minimal in Ly(—1,1).
Proof Consider an arbitrary function f(z) orthogonal to system (17). Since it is

orthogonal to all functions y( )( ), k=0,1,2, ..., then we have

- s(kmx)dr = — krx)dx.
0 /_1 f(z) cos(kmz)dx /0 {f(x) + f( x)}cos( mx)dx
But the system {cos(kmz), k = 0,1,2, ...} forms a basis in Ly(0, 1). Therefore, f(x)+ f(—z) =

0 holds almost everywhere on the interval (—1,1). That is, this function is odd.
Therefore, from the orthogonality of f(x) to all functions y( )( ), n=1,2,... we obtain

O/f Y ( )dx—(a—lsm /f ) sin(nmz)dz

Since a # 1 and the number r is irrational, then from this we have

0= /_11 f(z)sin(nmx)dr = /Ol{f ()= f (—x)} sin(nrz)dz.
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But the system {sin(nwz),n = 1,2, ...} forms a basis in Ly(0, 1). Therefore, f(z)— f(—x) =0
holds almost everywhere on the interval (—1,1). That is, this function is even.

Thus, the function f(z) turns out to be simultaneously even and odd almost everywhere
on the interval (—1,1). Consequently, f(z) = 0 holds almost everywhere on the interval
(—1,1). This proves the completeness of the system of functions (17) in Lo(—1,1).

Since the system under consideration (17) is a system of eigenfunctions of an linear
operator, then it has a biorthogonal system consisting of eigenfunctions of an adjoint operator.
We will not dwell here on a specific form of this system and the adjoint operator. But from
the existence of the biorthogonal system follows the minimality of the system of functions
(17) in Ly(—1,1). Lemma is proved.

Now let us show that despite the fact that the system of functions (17) is complete and
minimal in Ly(—1, 1), it does not form an unconditional basis. For this, we use the necessary
condition for the basis property from [19].

Lemma 5. ( [19], Th. 3.135, s. 219) Let {u;} be a closed and minimal system in o Hilbert
space H. If the system {u;} is an unconditional basis in H, then the strict inequality holds

1imsup‘< 4 , Uit >‘ <1, (18)

oo I\ gl [l

where (-, -) is the inner products in H.
By virtue of this lemma, for the unconditional basis property in Ly(—1,1) of the system
of functions (17), it is necessary to satisfy the strict inequality

y(l) (2)

lim sup R L (19)
=00 Hym ‘ )
J

for all possible infinitely increasing subsequences k; and n;.
Calculating the norms of the eigenfunctions, we obtain

(1)

Hy =1,
(2) 2n7r 2 . 9 nm
S H (14 a)? 14— sin + (1 —a)”sin (—)
2nm r r
Therefore,
1
Hy(Z)H (1+a)*?*+ (1 —a)*sin® (T) +0 (—) (20)
r n
for n — oo.

Calculate the inner products in Lo(—1,1):

1
’<yl(€1),y,(f)>’ =|1+alr /1 cos(kmz) cos (@) dx

sin(k—%)w 1
hi—2)r +O(_k:+_n)‘

=|1+alr
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for k,n — oc.

According to the Dirichlet’s approximation theorem (see, example, [20|, Th. 1A, p. 34),
for any irrational number « there exists an infinite set of irreducible fractions %7 (where p and
q are integers) such that

1

Py

Choosing here ao =
k; and n; such that

we get that there exist infinite subsequences of the natural numbers

1k

r nj

1

.
nj

For these subsequences we will have

1
< —.
nj

_ M

Ty

Therefore, there exists the limit

From this we have that the limit exists

1
(s, 42| =11+ alr

J

lim

J—00

From (20) it is easily seen that the limit exists

lim ‘ yy(i) = |1+ alr.

J1—

Finally, substituting everything obtained in (21), we get

(1) 2)
lim <%%> —1 (21)
—00

for our chosen (according to the Dirichlet’s approximation theorem) infinitely increasing
subsequences k; and n;. That is, the necessary condition of the unconditional basis property
(3.3) is not satisfied. Thus, the following lemma is proved.

Lemma 6. Let r be irrational. Then the system of eigenfunctions (3.2) of the spectral
problem (1.8), (1.9) is complete and minimal but does not form an infinite basis in Lo(—1,1).
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7 Spectral problem for rational numbers r

Now consider the case when r is a rational number. Then there exist natural numbers ng
and ko such that r = 2. In this case, as follows from (16), problem (5) to (6) has an infinite
number of double eigenvalues

NORNC!

koj — “'noj?

j €N. (22)

As mentioned above, the spectral problems for Eq. (5) with periodic boundary conditions
(a = —1) were considered in [2], [3]. For periodic problems it was shown that root subspaces,
consisting of two eigenfunctions, correspond to the double eigenvalues. Here we consider the
case a # —1.

For a # —1, one eigenfunction and one associated function correspond to the double
eigenvalues (22).

By direct calculation it is easily shown that for the cases when 3 # 2, problem (5) to
(6) has the eigenfunctions

y (x) = cos(km),

(23)
y2(x) = (14 a)r cos(nr) cos (222) + (a — 1) sin (“Z) sin(n7z),
where £k =0,1,2,... and n = 1,2, ..., except the cases when k = k7, n = ngj for some j.
And for those cases when 7 = Z—g (that is, when k = kyj, n = ngj for some j), problem

5) to (6) has the eigenfunctions y(1 () and the corresponding associated functions ¥, 1(z):
koj 07,
(1) _ ko
Ynoy () = cos (kojmz),
(24)
Yngjn () = —m {xsin(kojma) + 521 (—1)0Hh)i sin (ngjma) } .

Here we mean by the associated functions (according to M.V. Keldysh) solutions of the
inhomogeneous equation

(1)

Lyea () = =y (@) + ey (—0) = Ny (@) + 97 (2), 1<z <1, (25)

satisfying the boundary conditions (6).
It is well known that the associated functions are not defined uniquely. Functions of the
form

~ 1
ykoj,l(m) = ykoj}l(x) + ij’(ﬂo)j <x>

for any constants C; are also associated functions of problem (5) to (6) corresponding to the
eigenvalues )\,(%)j and the eigenfunctions y,(&(:r) "Problem of choosing associated functions"
is also well known. This problem is related to the fact that with one choice of the constants
C; the system can form a basis, and with other choice of these constants the system does
not form an unconditional basis. To avoid this problem, we fix such a choice of associated

functions by formula (24).
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Lemma 7. The system of eigen- and associated functions (23) to (24) of problem (5) to
(6) is complete and minimal in Ly(—1,1).

The proof is similar to the proof of Lemma 4. Consider an arbitrary function f(z)
orthogonal to the system of functions (23) to (24). Since it is orthogonal to all functions
y,(cl)(x), k=0,1,2,..., then, as in the proof of Lemma 4, we have that f(z)+ f(—z) = 0 (that
is, this function is even) holds almost everywhere on the interval (—1,1).

Further, from the orthogonality of f(x) to all functions y ( ) from (23) we get that

/_1 f(z)sin(nrx)dz =0 (26)

for all n = 1,2, ..., except the cases when n = ngj for some j.

It follows from the oddness of f(z) that it is orthogonal to the functions z sin(kojmz).
Therefore, from the orthogonality of f(z) to all functions yy,;1(x) from (24) we get that (26)
holds and for the cases when n = ngj for some j.

Since the system {sin(nmwz),n = 1,2, ...} forms the basis in Ly(0, 1), then f(z)—f(—z) =0
(that is, this function is even) holds almost everywhere on the interval (—1,1).

Thus, the function f(z) turns out to be simultaneously even and odd almost everywhere
on the interval (—1,1). Consequently, f(z) = 0 holds almost everywhere on the interval
(—1,1). This proves the completeness of the system of functions (23) to (24) in Ly(—1,1).

Since the system under consideration (23) to (24) is the system of eigen- and associated
functions of a linear operator, then it has a biorthogonal system consisting of eigen- and
associated functions of an adjoint operator. We will not dwell here on a specific form of this
system and the adjoint operator. But from the existence of the biorthogonal system follows
the minimality of the system of functions (23) to (24) in Ls(—1,1). Lemma is proved.

Now let us prove that system (23) to (24) forms the unconditional basis in Ls(—1,1). For
this we need a biorthogonal system. It is a system of eigen- and associated functions of the
adjoint problem:

Lv(x)==0"(2) + e (—2) = (z), -1 <z <1, (27)

{ 1 (v) =0 (=1) = (1) = 0,

Va (v )E(a—€) (=D + (1 —ag)o (1) =0.

Since the eigenvalues (16) of problem (5) to (6) are real, then they are also and the
eigenvalues of the adjoint problem (27) to (28). The system of eigen- and associated functions
of this problem can be constructed explicitly.

The eigenfunction

1 (I+4+a) ,
— -7 29
v(w) = 3 21 —a) (29)
corresponds to a zero eigenvalue.
By direct calculation it is easily shown that for those cases when  # ¢, problem (27) to

(28) has the eigenfunctions

(28)

v () = cos(kmz) — e s1(n(r11)g];) sin(rkmz),

(30)

Ur(?)(x):—% L+ sin(nmz),

)
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corresponding to the eigenvalues )\,21) and )\%2), where £ = 0,1,2,... and n = 1,2, ..., except
the cases when k = koj, n = ngj for some j.
And for the cases when # = 72 (that is, when k = koj, n = ngj for some j), problem (27)

to (28) has the elgenfunctlons U( ) (7) and the associated functions corresponding to them

Ukoj,1 (x)

v® (@) = —kojm(1 — &) ey (—1)mo+k0)i sin (ngjra)

(31)

Upoj (1) = — 322 (—1) (o kolig cos(ngjma) + cos (kojma) .

When constructing this system of eigen- and associated functions of the adjoint problem,
we have normalized the eigenfunctions so that the biorthogonality conditions

() =1 (2o =1

hold for all k =0,1,2,... and n = 1, 2, ..., except the cases when k = kyj, n = ngj for some j.
And for the cases when 7 = Z—g (that is, when k = koj, n = ngj for some j), we have

required the fulfilment of the biorthogonality conditions

1
<yl(€o_)javkoj,1> - ]'7 <yn0],17v7(10)j> =1

Here by (-, ) we denote the inner product in Lo(—1,1).
For what follows, we need to estimate the norms of the constructed eigen- and associated
functions. By direct calculation we find

T 2nm . nmw
y’(cl)’ (2)H (1+a)* {1+2 WSIH( r >}+(1_a)28m2<r>;
2 1+a\> 2 5 1 1
" _ . (2) .
v — 1 + 9 v ?
k (1 - a) sin? (rkm) | 1 —a)?sin® (%)

2
(1)‘:1’ 2l 1 1_ 1 +(1—a> l )
yno] ) HynoJJH (2]{:0].7_((1 . 8))2 {3 9 (ko])Q 1 +a 7"2 '

2
(2) 2 - . 2 1+a 2.
Vi ‘ = (2kojm(1 —¢)) (1 — a) re;

— 2 {1 : }
9 4

o igllP =1+ R el
” koJJH (1—@) 3 Q(koj)2

Analyzing these explicit formulas, we see that only the asymptotic behavior of multipliers
sin (’”) and sin(rkm) is not obvious. Let us show that these multipliers are strictly separated
from zero.

Lemma 8. If r is a rational number: r = Z—g, then for all values of the indices n and k,
when n # ngj and k # koj, the inequalities hold

sin (%)’ > sin (k:lo) ‘ . (32)

sin (1) ' . |sin (rkm)| >

o
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The proof will be carried out by the method used in [7], 8], |9]. Since n # ngj, then the
representation n = ngj + 4 holds for some j,i € N, 1 <7 < ng — 1. Therefore, »* = koj + %Z
Since 7 # Z—g, then this number * = koj + ’:L—‘Z is not an integer. Consequently, we have:

sin (?)’ = |sin (7? (; _ m))’ = |sin (niokoz> ‘ > |sin (nio) ' .

The second inequality from (32) is proved similarly. Since k # kg7, then the representation

k = koj + i holds for some j,i € N, 1 <4 < kg — 1. Therefore, rk = noj + 2. Since 3 # 72,

not

7or s not an integer. Hence we have:

sin lnz’ > |sin T
ko O )T ko )|

Lemma 9.If r is a rational number: r = 32, then each of the systems (23) to (24) and
(29) to (31), after the normalization in Lo(—1,1), satisfies a Bessel type inequality and hence
forms an unconditional basis in Lo(—1,1).

Note that the system {¢;} has the Bessel property in a Hilbert space H, if there exists a
constant B > 0 such that the Bessel type inequality

Z!(f, el < BIIfI?

then this number rk = ngj +

sin (rkm)| = |sin (7 (rk — ngj))| =

holds for all elements f € H.

Proof By virtue of the above estimates of the eigen- and associated functions, to justify
the Bessel property, it suffices to prove the Bessel property of the following three type of
systems (j € N):

cos(jmz), sin(jmr); (33)
k k

cos (—ijc) , sin <—0j7m:) ; (34)
un N

xcos(jmx), xsin(jmx). (35)

System (33) is orthonormal in Ly(—1,1) and hence satisfies the Bessel type inequality
with constant B = 1. The Bessel property of system (35) follows from the Bessel property of
system (33), because the multiplier z is bounded. Finally, system (34) is a Bessel system by
virtue of the following assertion proved in [7], [8], [9].

Lemma 10. ( [7], [8], [9]) Let {v;} be a sequence of complex numbers such that

sup [Im (v;) | < oo, sup Z 1 < 0. (36)
! = j:| Re(v;)—t|<1

Then each of the systems {sin(y;z)} and {cos(v;x)} is a Bessel system in Lo(—1,1).
System (34) satisfies condition (36) because

Im (v;) = 0, > 1<2me+1.
ji|Re(y;)—t| <1

The unconditional basis property of the systems (23) to (24) and (29) to (31) follows from
the well-known Bari theorem [21]. The proof of Lemma 9 is complete.
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8 Formulation of main result

Combining all the results, we formulate them together in the form of one theorem.
Theorem Let a # —1. Then the spectral problem (5) to (6) has the following properties.
*x For a = 1 each number A\ will be an eigenvalue of problem (5) to (6). Corresponding
eigenfunctions are of the form (15).
* Problem (5) to (6) has double eigenvalues if and only if the number r = \/(1 —¢) /(1 +¢)
15 rational.
* If r is an irrational number, then all eigenvalues of problem (5) to (6) are simple, and its
system of eigenfunctions (17) is complete and minimal but does not form an unconditional
basis in La(—1,1).
* If r is a rational number, then there exists an infinite countable subsequence of eigenvalues
of problem (5) to (6) which are double. The rest of the eigenvalues of problem (5) to (6) (there
are also infinite countable number of them) are simple. One eigenfunction and one associated
function correspond to each double eigenvalue. The system of eigen- and associated functions
(23) to (24) of problem (5) to (6) is complete and minimal in Lo(—1,1). The associated
functions of problem (5) to (6) can be chosen in such a special way that this special system
of eigen- and associated functions forms an unconditional basis in La(—1,1).

9 Conclusions

Thus, in this paper, we consider one class of spectral problems for a nonlocal ordinary
differential operator (with involution in the main part) with nonlocal boundary conditions
of periodic type. The main result of the work is to study the questions of the unconditional
basis property of the system of root vectors of the given differential operator. We have proved
the criterion for the simplicity of the eigenvalues of the problem. In addition, it have been
proved that the system of root vectors forms an unconditional basis only in the case of multiple
eigenvalues. Therefore, (in the case of multiple eigenvalues) this system of root vectors can be
further used to solve problems of nonlocal heat conduction with nonlocal boundary conditions
of periodic type.
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countable linearly ordered theory that satisfies the restriction and has an infinite discrete chain
has the maximal number of countable non-isomorphic models. To build models, the authors use
the method of constructing countable models over countable sets, based on the Tarski-Vaught
criterion. It is shown that it is possible to carry out the construction in such a way that the types
of unnecessary elements in the resulting model are omitted, what guarantees non-isomorphism of
the models and their maximal number.
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IITekTeyci3 muckperTi Ti30EKTEP >KOHE CAHAJIBIMAbBI MOAEJIbAEP/IiH MAKCUMAaJIAbl CAHbI

By Makasa marbH CHIBBIKTHIK PETTEIIeH TEeOPUIaPIbIH CAHAIBIMIBI CIIEKTPIH 3epTTeyTe OarbIT-
TaJiFaH. 3epTTEeY/iH MAKCaThl CAHAJIBIMIbI ChI3bIKTHIK, PETTEJINeH TEOPUIAPIBIH KYPbLIBIMIIbIK Ka-
CUETTEPIH 3epTTeY, COHBIMEH KATAP MOJIEIbIED TEOPUACHIHEIH, OEITi/Ti AIbIK, TPobIeMachl — OipiTTi
PETTi TOJILIK TEOPUSHBIH, CAHAIBIM/IbI MOJIECIBIACPIHIH caHbl Ni-re TeH 6oJMaiibl J1en 60MKANTHIH
Boot rumoresachin mentymi anra KbUIKBITY. TeOpUIHBIH, eKeyapa M30MOPMTHI eMeC CaHAIbIM-
JIbI MOJIEIBJIEPIH, CAHBI MAKCHUMAJIJILI OOJIATBIH MAapTTapbl i3/1ey BooT rumore3achbi Imerryieri
MaHBI3IbI KataM. CBI3BBIKTBIK, PETTE/NTEH TEOPHUSIAPMEH IeKTeIe OTBIPDII, 013 OJIap/IblH caHa-
JIBIMJIBI CHIEKTDIH 3ePTTEY TYPFBICBIHAH €DEeKINe apThIKIIbLIbIKTapra ne 60aMaiivbr3. COHIbIKTAH
OCBI TEOpPUAHBIH 1-Tunrepi MeH 1-dopmynanmapbina mekTey enrisiseni. Makatasa ocbl MIEKTEy Il
KaHaraTTaH/ILIPATBIH YKOHE TMEKTEYCi3 JUCKPeTTi Ti30eri 6ap, caHaJbIMIbI CHI3BIKTBIK, PETTETCH
IIAFBIH TCOPUSICHIHBIH H30MOPMTHI €MeC CAaHAJIBIMIIBI MOJC/IBJCP/IIH MAKCUMAJJIBI CAHbI Oap CKeH-
miri mosnennenai. Monenbaepai Kypy yimnin aBropsap Tapckuit-Boor esmemimapTbina Heriz/ieren
CaHaJIBIMJIbI YKUBIHIAPBIHBIH, YCTIHEH CAHAJIBIMIBI MOJIEIb/IEPIH KYPY 9JiciH KoJsianapl. Kerypol-
JIBICTBI AJIBIHTAH MOJIE/IbIET] KAsKeT eMeC 3JIeMEeHTTEP i H TUITEPIH TYyCipin kacayra O0JIaThIH IBIFDI
KOpCETIJIreH, OyJI MOJIeIbIePIiH, n30MOPMU3M O0JIMAYBIHA YKOHE OJIAP/IBIH MAKCHMAJIILI CAHbI 6ap
eKeHJIiriHe KerJiK oepesi.

Tyilin ce3zep: MarbiH TEOPHs, ChI3LIKTHIK PET, CAHAIBIMILI MOJIE/Ib, CAHAIBIMIBI MOJIETbIEPIIH,
CAHDI, TUCKPETTI Ti30e, THITEPIi TOMEHICTY.

© 2021 Al-Farabi Kazakh National University



46 Infinite discrete chains and ...

B.C. Baitzkanos"?, T.C. Bambapnas>*

'Vuusepcurer nvenu Cyneiivana Jemupens, Kasaxcran, r. Kackenen
2JHCTUTYT MATEMATHKH M MATEMATHYCCKOIO MOJIEIHPOBAHNIS,
Kasaxcran, r. Ajimars
*e-mail: zambarnaya@math.kz

Beckoneunbie ANCKpPEeTHbIE el 1 MaKCUMaJIbHOE YUCJIO CYETHBIX MO,HeJIeI';I

Jlannast cTaTbs HAIpaB/eHa HA M3yUCHHE CUYCTHOIO CIIEKTPa MaJIbIX JIMHEHHO YIOPSIOYCHHBIX
teopuii. [lenssmu uccienoBanus sBISIOTCH M3yYeHHE CTPYKTYPHBIX CBOMCTB CYETHBIX JIMHEWHO
VIOPSIOYEHHBIX TEOPHUil, & TakKyKe, IPOJIBIKEHUE DEIIeHUs W3BECTHONW OTKPBITOH ITPOOJIEMbI
Teopuu Mojiesieit — runore3nl Boora, KOTopast IPeIIoIaraeT, ITo UCIe CIETHBIX MOojIeseil CI6THOM
IIOJTHOI T€OPHH IIEPBOr0 IOPSIKA He MOYKET PaBHATHCA Ni. BaykKHBIM IAaroM B pelleHIH I'HIIOTe3bI
Boora sBisercs mouck yciaoBuil, IpU KOTOPBIX TEOPUs UMEET MAKCHMAJLHOE HHCJIO CUETHBIX
MOTTAPHO HEM30MOPMHBIX Mofeneit. OrpaHntnBasch JTUHEHHO YIOPSIOYEHHBIMA TEOPUSIMU, MBI
He IOJIyYaeM OCOOLIX IPEUMYIIECTB ¢ TOUYKH 3PEHUs U3YUeHUs UX CUETHOrO crekrpa. [losromy,
B cTaTbe, Oy/IeT BBEJEHO orpanumtenne Ha l-tumbl u 1-bopMysabl JanHo#t Teopuu. B crarbe mo-
Ka3bIBaeTCsd, YTO MaJlag CUETHadA JIMHEHHO yIOpdA/IOYEHHAs TEOpUd, YJIOBJIETBOPAIONIAA JTAHHOMY
OTPAHIICHUIO U UMEIOITAst OECKOHETHYIO TUCKPETHYIO TIellh, UMEET MAKCHMAJIbLHOE TUCIO CIETHBIX
Hem30MOPMHBIX Mojeneil. [ mocTpoeHnsT Mojeseil aBTOPBl IPUMEHSAIOT MeTO, ITOCTPOEHUS
CYETHBIX MOJeJIell HaJ CUCTHBIMM MHOYKECTBAMU, OCHOBAHHBIN Ha Kpurepuu Tapckoro-Boora.
ITokazwiBaeTCst, 9TO MOXKHO TPOBECTH TOCTPOCHNE TAKUM 0OpPA30M, UTO THUIBI HEHYXKHBIX 3JJI€-
MEHTOB B ITIOJIyYEHHOIl MOJEJN OIyCKAIOTCs, UTO TapaHTUPYeT He HU30MOPMU3M MOjeseil 1 ux
MaKCHMaJbHOE KOJNIECTBO.

KuroueBbie ciioBa: Masiast TeOpus, JUHEHHBINH TOPSJIOK, CIETHAS MOJIE]b, YHCI0 CIETHBIX MOJIe-
Jeil, TUCKpeTHasd Iellb, OIlyCKaHHe TUIIOB.

1 Introduction

Vaught’s conjecture states that if the continuum hypothesis fails, for a countable complete
theory T I(T,Ry) is either finite, Ry or 2. Vaught’s conjecture was confirmed for various
classes of theories: [1-6]. But for countable theories in general, this question is still open.

A theory T is said to be small if | |J S,.(T)| = Ro. If a countable theory is not small, it

nw
has the maximal number of countable non-isomorphic models. Therefore, in the article, we

restrict to studying small theories. We want to find theories that have the maximal number
of countable models.

Theorem 1 [7-9] Every countable model MM of a small theory T can be represented as a
union of some elementary chain (9MM(a;))icw of prime models over the tuples a;.

In Theorem 1 K.Zh. Kudaibergenov and S.V. Sudoplatov used a special method to
inductively reconstruct a countable model of a small theory. The authors applied modified
versions of this method to construct new models of small theories [10-13] as elementary
submodels of an N;-saturated model. In the article, we consider one more application of such
construction and prove that a small ordered theory that satisfies a special restriction and has
a model with an arbitrarily long finite, and, therefore, with an infinite, discrete chain has the
maximal countable spectrum.
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2 Main Part

We use Gothic letters 2, 9, N, ... to denote structures, and we use capital letters (A, M,
N, ...) for universes of those structures.

For subsets A, B C M of a structure 20 of a linearly ordered theory 1" we use the following
notations:

At :={ye M |forallac A, MEa <7}
A= ={ye M |forallae A, ME~y <a}.

We write A < Bifforallae A, be BM|=a <b. If Aand B are C-definable (C' C M),
then A™, A~ and A < B are also C-definable.

For a 2-formula ¢(z,y) denote o(z,y)” = Vz(p(z,y) — z > z), and p(z,y)" =
Vz(p(z,y) = 2 < ).

Definition 1 The set A is convex in a set B D A if for alla,b € A and allc € B,a<c<b
implies ¢ € A. The set A is convez if it is convex in M.

Definition 2 A formula ¢(v,y,a) is said to be a convexr formula, if for every be M
©(M,b,a) is convex in every model of M =T containing b and a.

Definition 3 [14] 1) A convex closure of a formula ¢(x,a) is the formula:

¢°(z,a) = Iy Fy2(p(y1,a) A p(yz,a) A (y1 < @ < 1p)).

2) A convex closure of a type p(x) € S1(A) is the following type:
p(x) == {¢*(z,a) | p(z,a) € p}.

Similarly, tp®(a/A) == {¢°(z,a) | p(x,a) € tp(a/A)}.

In weakly o-minimal theories, and, therefore, in o-minimal theories, p®(9M) = p(IM) for
every p € S1(A).

Definition 4 [15, 16] Let I be a linearly ordered structure, A C M, I be |A|" -saturated,
and p € S1(A) be a non-algebraic type.
1) An A-definable formula p(z,y) is p—preserving if there are a, 1, y2 € p(IM) such that

p(M) N (o(M, @) \ {a}) # 0 and 11 < o(M, @) < 7.

3) A p-preserving formula ¢(x,y) convex to the right (left) on the type p if there is o €
p(OMN) for which p(IM) N (M, ) is convex, o is the left (right) endpoint of the set p(M, ),
and o € (M, o).

We introduce special notations for the following formulas:

S(z,y) =z <yAVt(z <t<y—t=aVt=y);

Solw,y) = (x = y);
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and for all n > 1,

Sn(z,y) = 321,32, ..., E|Zn+1(95 =21 <2<..<Zpp1 =YA /\ S(Zi>Zi+1>)§

1<i<n

S_p(x,y) := Fz1, Iz, ...,Elzn+1(x =21 <2< .. <Zpi1=YyA /\ S(ziﬂ,zi)).
1<i<n

Definition 5 Let p1,ps € S1(A). We say that py is attached to py, if there exists n € Z such
that for some 01 € p1(IM) the element 6y € S, (01, M) realizes ps.

The relation of attachment of types is an equivalence relation on the set S;(A).

Restriction 1 We restrict to theories T such that for every M = T and every A C M,
where M is |A|*-saturated, there is no infinite family P C S1(A) of pairwise attached non-
1solated types such that for every A-definable formula ¢ such that ¢ and —¢ belong to at least
one type of P each,

1) each ¢ and = is in an infinite number of types from P;

2) for every § realizing some type from P, for every n € Z there exist m’,m? > n and
m3,mpy < n such that Sy (6, M)N@(M) # 0, Spz (6, M)N=p(M) # 0, S, (0, M)Np(M) # 0,

n?

and Spa (0, M) N —p(M) # 0.

All weakly o-minimal theories satisfy the Restriction 1.

Theorem 2 Let M be a sufficiently saturated model of a small linearly ordered theory T that
satisfies Restriction 1. If in O there exists an infinite discrete chain, then I(T,Ng) = 2%°.

Proof of Theorem 2. For all n > 1 denote

Py(x,y) =353z Tz (=21 < 20 < ... < 2, = y) AVz(r<z<y—
— 2 325(S (21, 2) A S(z, 22))) -

Consider the consistent set py := {P,(z,y)}n>1, and let (ag, By) € qo(M). For n < w
denote Q,(z, ap, Bo) 1= Fx13ro... 3, Fy1Fyo.. Jyp(ag = 71 < T2 < . < Ty < 2 < Yy < oo <
Yo < Y1 = Po). Then q(z) := {Qn(z, ap, Bo) tn<w is locally consistent.

The given theory 7' is small, therefore the theory 7' U tp(cfp) is small as well. Since
in a countable model there is only a countable number of places to choose a realization of
a 2-type, if we prove that T U tp(apfy) has 2% countable models, then T also has. So, for
convenience, we add the elements oy and 3y to our language and replace T" with the theory
T U tp(ano).

There are two cases.

1) Suppose that there exist 01,0 € q(9N) with tp(d1) = tp(d2) =: r, and there exists ¢ > 1
such that 9 = S.(01,92). Then for every m € Z, Spe(01, M) C r(9N).

For m € N denote S™(x,y) := Vz(Sme(y, 2) =y <z < 2).

Let p1(z,y) := po(x,y) Ur(z) Ur(y) U {(pR(y, x) | ¢r is a convex to the right on the type
r formula such that for all m € N and all a € (), ((S™(a, M) N7(M)) C pr(M, a))} U
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{gpL(x,y) | ¢r(x,y) is a convex to the left on r formula such that for all n € N and all

B e r), ((S™™(B, M) Nr(N) C oL(M, B))} Consistence of pi(x,y) can be verified
directly. If T is weakly o-minimal, then p; is a complete 2-type.

For v, 71,72 € ¢(MM) and n € Z we define neighborhoods of elements and intervals between
neighborhoods:

Voo () :== {7 € ¢(M) | Spu(y,7') for some m € Z};
Vitom) (v) :={y € ¢MM) | Spun(7,7') for some m € Z};
(Va(r1), Vo(r2))qamy == {7 € ¢ | Vo (1) <" < Vo (72)}-

Then Vian)(d1) = Vi (d1) € r(M). When no ambiguity appears, we omit 9 from the
indexes.

Lemma 1 There exists a complete type p(x,y) 2 pi(x,y) such that for all (o, ) € p(IN)
and all 61,00 € (Vi(a), Vo (8))r@my, tr°(01/aB) = tp®(d2/f3).

Proof of Lemma 1. Towards a contradiction suppose that the lemma is not true. Let
p(z,y) be a type extending p;, and let (a, §) be a tuple realizing p. Then there exist a convex
{a, B}-formula ¥ (x,y, o, B) and 61,0, € (Vi(), Vi(B))r@n) such that 6, € (M, a, 5) < 0s.
We can choose this formula so that the set (M, a, §) coincides with the set (¢(M, o, 5)7)~
and has d; as its left endpoint. Notice that there are 0] and 0} such that ¢} € (M, «, f) < &)
and dy € S(07, M).

For P(x,y) € p, R(z) € r, k,l,m < w such that | + m < k denote

Aprkim(T,y) == <93 <yA- S5 (x,y) APz, y)A
321322(@/1(217137@ N (20, 2, y) N 51(21722») — Jz132 <=’13 <21 < 2 < YA
AR(z1) A R(22) A S(z1, 22) A =SYx, 21) A =S™(29,9) A (21, 2, y) A —p(20, T, y)>

Let (P)i<w and (Rj);<., be two infinite sequences of formulas from the types p and r
respectively such that

p(M) = (N P(M), and r(M) = () R;(M).
i<w J<w
By compactness, we can see the following:

There are increasing sequences (i(n)), (j(n))n<w, k(1)) n<w, (1)) ncw, (M(N))n<w
such that for every m < w M |= VAVYAP, 1) Ry k() 1(n),m(n) (x,y).

Then the formula ¢ (z, v, 5) should divide some neighborhood in r: there exists v € r(90)
such that V,.(a) < V,.(7) < V.(B) and r(9M) N (M, o, ) N V() # 0.

Let G(z,a, ) == Y(z, o, B) /\EIy(Sl(x, y) AN (y, a, B)) If necessary, we can narrow down
G by adding conjunction with a formula of r(z). This guarantees that the future formulas
Y, will act the same way as ¥(z, «, ). Every first order property that holds for realizations
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of some type should hold for all realizations of some of its formula. The formula G(z, «, 5)
defines a single element (M, «, 3) N (M) whose S'-successor is in —1)(M, a, 3). Without
loss of generality, let this element be . Then the following two cases cases are possible:
Case A. tp(7/a) = tp(B/a) and tp(7/8) = tp(a/B);
Case B. tp(y/a) # tp(f/a) or (and) tp(y/B) # tp(a/B).

In Case A, for every m < w there exist n < w, m; < w, my; > m, such that

M = Vavy (P, (2, y) A=S"(z,y)) —
— 321320 (P, 21) A Po(21,4) A S (21, 22) A (21, 2,y) A —(za,2,9)) ) -

Then, the definable set of @« < x <  is divided into three disjoint sets definable by
formulas ¥(z, o, B), po(z,a, f) == a <z < U(M,«, ) and ¢1(z,a, f) := V(M,a, ) < x <
[ with

wo(M,a, B) < U (M,a, ) < e1(M,a, ).
Define

Yo(z,a, B) == 3z(Y(z, 0, 2) NVU(z, 0, B));
7/11(9570%5) = sz(%zaﬁ) N \11(270476))'

The formulas vy and 1, are defined correctly since, in Case A, tp(ad) = tp(0f) = p. In
Case B 7 still realizes some complete extension of the type pg. By supposing that Lemma 1
is not true, there exists a formula ¢°(x,a,v) and (or) a formula ' (x,~,3) that has the
same properties as ¥ (z,a, 3). Then, in the definitions of ¥y and v, replace ¥ (z,y) with
YY(z,y) and ' (x,y) respectively. Then 1y divides the interval (V,(a), V,(7)),, and ¢; divides

(Va(); Va(B))q-
Let

\IIO('xv O‘aﬁ) = 1?0(% Oé,ﬁ) A Ely(—wﬂo(y,oz, 6) A Sl(xvy))u
‘111(.7),01,5) = ¢1($>O‘7ﬁ) A Ely(_'wl(yaaaﬂ) A Sl(may»

The formulas ¥y, and W; define singletons v and ~; in (M, «, ) N r(M) and
U1 (M, o, B)Nr(9M) whose S'-successors are in =g (M, a, ) N7 (M) and —by (M, v, ) N7 (M)
respectively. Each of those singletons can satisfy an analogue of either the Case A or the Case
B. Suppose that they satisfy the Case A: tp(a, v0) = tp(70,7) = tp(v, 1) = tp(11, B) = p. In
Case B, replace 1 with suitable formulas the same way as in the definitions of ¢y and ;.

We have V(o) < Vi(70) < Vi(7) < Vi(n) < Vi(B).

Denote ppo(z,,5) = a < = < Go(M,«a, ), voi(z,a,p) = Vo(M,a,5) < = <
U(M,a,B), pro(z,a, ) = V(M,a, ) <z <V (M, a,B), and p11(z,a, B) := V1 (N, a, B) <
x < p.

We continue defining such formulas by induction:

Vro(2) := T2 322 (Vp(20) A U (22) AY(, 21, 22));
V() = 321322(\I’T(z1) A Ws(z9) N(x, 21, 22))

If 7 consists only of zeros, denote
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Uro(z) := EIZQ(\IJT(ZQ) ANY(z, 22));

If 7 consists only of ones, denote

() = Elzl(\I/T(zl) AN(x, 2, ﬁ)),

Above, 1 (9) is obtained by removing the one or more digit from 7 such that ¥, is the
left (right) “closest” to V.. In Case B, replace 1 in the definitions with a suitable formula as

before.

Define

Uoo(x) == Fz(¢ro(x) A S(x,2) A ro(2)); Yra(x) = Fz(ra(x) A S(x,2) A =1hr(2));
oro(z) =V, (M) <z < U (M) and pn(z) := V(M) < z < Vs(M). Then we obtain
SDT(J(M) < \IIT(M> < 9071(M); SOTO(M) U SOTl(x) - (PT(M>'

This way, for arbitrary v € 2¥ we constructed the following set of 1-af-formulas: r, :=
{pvm)(x) | n < w}. It is obviously consistent. But this is impossible in a small theory. A
contradiction. 0 Lemma 1

A 1-type r € S1(A) is said to be irrational if 7°(90%)" and r(91)~ are both non-definable
sets. By Lemma 1 there is a type ¢g(z,y) such that for every «, 5 € p(I) if tp(a, B) = q(x,y),

for every v € (Vpp(a), Voo (B))p, tp°(7/af)(MN) = (Vou(a)™ <z < Vpu(B)7)(M) is an
irrational type. From this follows that the type tp(v/a/f) is non-principal.

It follows from Lemma 1, that for every formula (z,z,y) such that 9 |
VaVy (¢(M7 x,y) < yAvVz((z,z,y) < (2, x, y)*f)), there are the following two possibilities:
1) There exists ko < w for which Vz(=S5* (2, 2) = —¢(z, z, y)) € p(x,y), or, equivalently,

for Tl[wKx?y) = V$1<Sl<l'1,l'> — 32’(¢<Zaxay) A _‘w(za‘rhy))) /\vy1<81<yay1) -
Ve (02 2,y) (=) ), Til(e,y) € p.
2) There exists Iy < w for which Vz((m < z A aSh(zy) — @D(z,x,y)) €

p(z,y), or, equivalently, for Th[v|(x,y) = Yy, (go(yl,y) — 32(1/1(2,x,y) A —@(z,x,yl))) A

Vay (8 (21,2) = Va(b(z,y) & vz ay) ), BRIy €p.

The formulas VaVy (T [¢](z, y) = —Ta[¢](z, y)) and VaVy (Ta[¢](z,y) — ~T1[¢](z,y)) are
in the theory T'. Therefore, (T1 [V](z,y) V Ta[Y](x, y)) € p.

Then pi(e,y) = polay) U {Til0(e,y) v Balvl(a.y) | M = Vavy(w(M.zy) < yA

Vz (1/)(2, x,y) <> U(z,w, y)+_)>} should be consistent, and every its extension to a complete

type should satisfy the property from Lemma 1.
We can generalize Lemma 1 the following way:

Lemma 2 For every n (n < w), there exists an n-type p™(xy,...,x,) such that for every
increasing sequence aq,Qa, ..., oy, of realizations of p in M such that tp(ay, oo, ..., a,) = p,
for every i (1 <i < n), and every 61,02 € (Vg (i), Vyp(is1))gs

tpe(61 /@) = tp°(d2/@), and
tp(01/@)(M) = {m € ¢(M) | Vo)™ <m < Volaia) ™}

Here a := (g, g, ..., u).
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Let tp(d) = p(z) satisfy Lemma 2. Then for every i(1 < i < n), and every formula t;(z, )
with 9 ): 6@ < wl(M, 6) < (5,'4_1 and

m ): vxvy<azwl(z7 z, Y, S;iii+1> — vz(wl(z7 r,Y, 571'1,75+1) e %(Z’ r,Y, Sﬁii+1)+7))

one of the following two cases is possible: B B
1) There is kg < w for which Vz(=S%(z,2) = —i(z,2,y,65"Y)) € p(z,y, o), or,
equivalently, for

T[] (z, y, 05) = Vay <Sl($1,$> — Jz(Yilz, @y, 057 A ﬁ@/fi(Z?Ilyyan{iJrl))) A
V1 (SO(yl, ) — VZ(ﬂﬂz(Z Z, y752 l+1) A ﬁqvbi(Z?x:ylag;’iJrl)))v

T[)(x,y, 05 € p(x,y, 65,
?) Thete axste lo < w for which VZ((CE < 2 A=Sh(zy)) — %(z,m,y,gﬁul)) €

p(z,y, 051, or, equivalently, for

TZ[wl](wu y’52i+1) = vyl <Sl(yay1) — Hz(wi(zaxaya gfm’i—i_l) A ﬂ1/)2'(271'7y17 ) 511171—’_1))) A
vxl <SI(IL’1,LE> — vz(%(%%ya Svim’i—i_l) AN ’;Z}(Z)xlay))))

Dol (v, y,0,+) € pla,y, 5,7+,
Because

m ): vxvy (Tl [¢Z] ('T Ys 51 Z+1) — _'TQ [¢Z](x Y, 5Z Z+1)) N \V/$Vy (TQ W)z](xv Y, Sﬁii+1) -
T [wl] (.’L‘, Y, 6;;4_1))7

(Tilil(, y, 0,74 v o[l (w, y, 047)) € pla,y, 6574,
Therefore, the following set is consistent:

PHE) = (@) U {Ta[i)(@) v Lol (&) | D0 = Yy (o, 2,y 2570) A (M, 7) <
YAY(0(z 2,5, 75 vz, y, 7)) |

Every complete extension of p} should satisfy the property in Lemma 2.
Denote A, = {(i1,42,...,0,) | 01 < g < -+ < 1, < w}. For every p € S, let 7, :=

Tp(1)Tp(2) - - - Tp(n)- Lemma 2 implies consistence of the set  |J  ¢f(z,) :=T.
n<w, HWESH
Let 91 be an Ni-saturated elementary extension of 991. There exists a countable ordered

set D C N that satisfies [' and is ordered by the type of w. Consider the Ehrefeucht-
Mostovski type EM(w/D) = {p(x1,...,x,) | for every p € S,,n < w,M = ¢(a,)}. Then,
[(z1,29,...,%n,...) € EM(w/D). The Standard Lemma [17] implies that for every infinite
linear ordering there is an indiscernible sequence (d;);c;. Since p}(z,) € EM(w/D), every
finite sequence of J of length n forms a tuple d,, that satisfies the property from Lemma 2.
This allows us to conduct the construction of 2% countable models.

Let p:= (1, fg, ooy fliy - )icws i € {0,1}, be an infinite sequence of zeros and ones. And
let KN = {Iil, HQ}U{H%,L]' | 1€ N,j € @}U{Iig@h K2i,2 ‘ 1€ N, Wi = O}U {/i21‘71, K2i,2, K2i,3 | 1€
N, p; = 1} be an indiscernible subset of () that exists by the previous statements, and
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such that the sets V,(y)(x;;) are disjoint and ordered lexicographically by the indices i, j,
and k1 < K;; < kg for all ¢ and j. Fix some enumeration K, = {k1, ko, ..., ki, ...}. For n <w
denote R, := (K1, K2, ..., kn). We use an analogical notation ¢, := (c1, ¢a, ..., ¢,,) later as well.

Now we construct a countable model 2(, < I such that K, C A,. We want the models
obtained for different sequences p to be non-isomorphic.

Step 1. Let ®; := {¢1,(x) | i < w} be the set of all non-equivalent 1-formulas over {)
such that M = Jzpy ,;(x) for all i < w. First we find a witness for ¢y 1(x). Since the theory
T is small, ¢ has a principal over () subformula ¢; ;0. The formula ¢; 0, in turn, has a
principal subformula ¢; ;1 over x;. The formula ¢;;; has a principal subformula over ko,
and so on. We obtain a principal over parameters nested sequence of formulas ¢; 1 ;, that has
to be realized in the Wi-saturated model 91. Denote this realization by ¢;. Denote C} := {¢ },
and K7 := {k}.

Next, we continue the same procedure. To satisfy the Tarski-Vaught criterion, on each
step we form a new set of parameters, and realize one formula over each of the existing sets
of parameters.

At the end of step n we have defined the finite nested sets C; C Cy C ... C C,,, and, for
every i, 2 < i < n, the family ®; of all C;_; U K;_;-definable 1-formulas that have witnesses
in 1.

Step n-+1. Firstly, realize one new formula from @, then from ®,,..., &, ;. For 1 <
m < n let i, be the smallest index such that ¢,,; € ®,, was not considered before.
Construct a nested sequence of principal over parameters formulas: ¢y, (N, Ky, ¢™) D
Ormimo (N, iy €™) 2 Ot (N, B, €M) 2 o 2 @Oii (N, Figej, €2) 2 ..., where &™ s
the tuple enumerating the set C,, (¢minm to be exact), and "2 = EWer—l is the tuple

2
enumerating all the ¢’s obtained so far. Choose a realization ¢m+1)n m € N of this sequence.

5+

Then ¢@inn ., 1s principal over Ky, and the ¢;’s for j < @ +m
2

Let ®,,.1 be the family of all K, U C),-definable 1-formulas that are satisfiable in 1.

Choose ¢@inn, L1 88 before, as a realization of a chain of nested principal subformulas.
2

Denote C, 1 := {c1, ¢, ...y c<n+1>n+n+l}.
2
Let A, := K U |JC;. By Tarski-Vaught criterion A, is a universe of an elementary
i<w

substructure of 1.
It can be easily verified by induction that for every i < w the type tp(c;/K,,) is principal

starting from a sufficient n < w. For instance, for every n > i—1. Then 7(2(,)\ U Vyom (k) =
REK,

(), since otherwise, if some element of 2, was in this set, it would have a principal type over
some tuple from K, but, by Lemma 2, this is impossible.

Since the theory T is small, the theory T U tp(agfo, k1, k) is small as well. The
number of different infinite sequences p of zeros and ones equals to 2%, thereofre I(T U
tp(coBo, K1, K2), Ro) = 2% and I(T,Rg) = 2.

2) Suppose that for all 61, 9y € ¢(9N) with tp(d1) = tp(d2), and all n € Z, M = =5,,(01, 02).
Then for every complete type ¢; 2 g over {«, 8} and every 0 € ¢;(9), d is the only realization
of ¢ in its neighborhood V'(0) := |J S,(0, M).

neN
2.1) Suppose that there exists ¢; € S;(7") such that ¢ C ¢y, and ¢; has exactly n attached

types for some n € N. This case contradicts with 2): for every § € ¢;(9) its neighborhood
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V(9) is infinite, but every its element should have a type attached to ¢; and realized by a
singleton.

2.2) Let II be the set of all types from S;(7) that extend ¢ and have an infinite number
of attached types. We consider the case when II is infinite. Let I[I = P U R, where P contains
all the principal types from II, and R — all non-principal types from II. Since 7' is small, P
and R can be either countable, finite or empty. Fix enumerations P = {p1, p2, ..., Pis - bicws
R = {7"1, oy ..., T, ---}i<w~

2.2.1) Suppose that P is not empty. Consider, for instance, p; € P. Since all the types
of IT have unique realizations inside of a single neighbourhood, each r,, will be different from
the other types of R by a formula v,,(x) := 3z1(p1(z1) A Sp(x, 1)), where ¢ is the isolating
formula of p;, and n is the distance between realizations of p; and r,,.

2.2.2) Suppose that P = ().

2.2.2.1) Suppose there exists a formula ¢ that belongs to only a finite number of
types from II. Then, analogically with 2.2.1), for every n < w we can find a formula that

distinguishes r,, from all other types form II: ¢, (z) := 3x;3zo.. 32, ( A Sp, (@i, 1) A
1<i<m—1

N o(zi) A S,(z,x1)), where m is the number of types ¢ belongs to, and n,ny, ..., n,_1 are
1<i<n
sufficient integers.

In cases 2.2.1) and 2.2.2.1), the set I' := {—¢; | i < w, ¢; is an isolating formula of
pit U{=; € r; | i <w} is a locally consistent set of negations of representatives of all types
of I, and every its completion to a 1-type is not in II. Then, by 2.1), the proof is done.

2.2.2.2) Let 2.2.2.1) be not true. Then every (-definable formula ¢ will belong either to
no types from II, or to all of them, or both ¢ and = belong to an infinite number of types
from II. This contradicts with Restriction 1.

O

Corollary 1 Let 9 be a model of a small linearly ordered theory T that satisfies
Restriction 1. Let for every n < w there is m,, > n such that in O there exists a discrete
chain of length m,,. Then I(T,Ry) = 2%,

Proof of Corollary 1. By compactness, there exists an infinite discrete chain in some
elementary extension 9 of M. Then, by Theorem 2, I(T,R,) = 2%,
g

Corollary 2 Let T be a small linearly ordered theory that satisfies Restriction 1 and such
that I(T,Rg) < 2%,

1) There exists np € N such that in every model of T' length of every discrete chain is
less than nr.

2) If T has no finite models, every model of T is densely ordered up to finite discrete
chains.

3 Conclusions

In the article, in order to avoid a fictitious linear order, a special restriction on theories was
given. It was proved that if a small linearly ordered theory satisfies this restriction and has
an infinite discrete chain, then it has 2% countable non-isomorphic models. Two corollaries
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of this theorem were given. Description of all cases of maximality of the countable spectrum
ultimately leads to consideration of all possible countable spectra of complete theories with
a definable linear order.
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RESONANT PHENOMENA IN NONLINEAR VERTICAL ROTOR
SYSTEMS

In this paper, the study of the dynamics of a rotor system mounted on an elastic foundation
rotating in rolling bearings is considered. To describe the bearing model, the Hertz theory was
used, linking radial loads acting on the bearing and deformation at the points of contact between
the movable foundation and the bearing rings. In the bearing model, it is assumed that there are
no types of sliding of bodies and rolling surfaces. The obtained differential equations of the rotor
and the foundation do not have a common solution. Therefore, the study was conducted using
numerical methods. In order to simplify the problem and increase the accuracy in solving the
obtained differential equations, dimensionless quantities were used. With the increase and decrease
of dimensionless quantities, the amplitudes of the rotor and the foundation are constructed. As
a result, two resonances were formed: the main resonance and the second resonance. The work is
connected with the physical meaning of the process considered in the problem the results obtained
are the basis for the application of this mathematical model in the design of a rotary system
rotating in rolling bearings.

Key words: Hertz theory, rolling bearings, numerical methods, "rotor-foundation" system,
nonlinear rotary system.
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BeiichI3bIK pOTOPJIBIK >Kyliesieperu pe30oHaHCTBIK, KYObIJIbICTAPD

By sxymbicTa momasiay MORBIHTIpEKTEDIH/IE affHAIATBIH CEPIM/Il HeTi3re OPHATHLIFAH POTOP KYii-
eCiHiH IMHAMUKACHIH 3ePTTEY KapacThIpbLIaIbl. MoibIHTIpEK MOJIesin cunaTray yiin l'epriri Moii-
BIHTIPEKKe 9cep eTeTiH pauaJijibl XKYKTeMeaep/a OaillaHbICTBIPATBIH TEOPHUSICHI YKOHE YKbLIZKbI-
MaJibl Heris MeH MOMBIHTIpEK CaKMHaJIapbl apachlHJarbl OaillaHbIC HYKTeIepiHeri aedopMariust
KOJIaHBLIIBI. MOWBIHTIDEK MOJIEIH/IE KBLIZKBIMAJIBL JIeHeIep MEH YKbLIXKbIMAJIbI OeTTED YKOK, JeT
6oKaHa bl AJIBIHFAH POTOP MeH (YHIAMEHTTIH AudQepeHITuaIIbK, TeHIeYIePiHIe opTaK me-
miM KoK, COHJIBIKTaH 3€PTTEY CAHJIbIK, 9/IiCTepi KOJJaHy apKbLIbl Kyprisiaai. Ecenri xkeniime-
Ty KOHEe aJiblHFaH JuddepeHnnasiblK TeHIeyIep/Ii ey iH JJJITH apTThIPy YIIH OJIIeMci3
maMaJjap KOJJIAHBLIABL. OJIIIeMci3 maMaIapablH YIFAIObIMEH JKOHE a3al0bIMEH KO3FAITKBII TEH
dbyHIaMeHTTIH aMITNTYAachl KypbLiaibl. Hortmkecinme exi pezonanc natizia 60161 6ac pe3oHaHC
JKOHe eKiHII pe3oHaHc. 2KyMbIC TalchlpMajia KapacThIPBLIFAH IIPONECTiH, (DUSHKAJIBIK MarbIHa-
ChIMEH OaiIaHbICTBI. AJIBIHFAH HOTHKEJIEP OChI MATEMATUKAJIBIK MOJEIBI JJOMAaJIay MOWBIHTIPEK-
Tepin/e affHATaTBLIH POTOPJIBI XKYiieHi yKobatay Ke3iHae Ko Ianyra Heri3 OOJIbIT TaObLIaIbl.
Tyitiu ce3nep: [epi; Teopusicel, gomMaliay MOWBIHTIpEKTEP], CAHJIBIK oicTep, "porop-dyHmament"
XKyiteci, 6eHChI3BIK POTOPJIBLIK, JKYiie.
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B naunoit pabore paccMaTpUBAeTCHA MCCIIEI0BAHIE IUHAMUKI POTOPHOI CHCTEMBI, YCTAHOBJIEHHOM
HA YOPYTOM OCHOBAHUU, BPAIAIONIEMCS B IOJIIUIHUKAX KateHus. [ OMMCAHUS MOJENN O
IIUITHAKA HCIIOJIb30BAIACh TeOpHs lepra, CBA3BIBAIOMAA paUabHble HAIDY3KHU, JIEeHCTBYIOIINE
Ha TOJIIHUITHAK, U JeDOPMAIUIO B TOYKAX KOHTAKTA MEKTY TTOJIBUKHBIM OCHOBAHUEM U KOJIBIIAMEI
TO/IIMIUTTHIKA. B MOIe/n TMOMIMUITHAKA TPEIIOATaeTCs, ITO He CYIECTBYET THUIOB CKOJIbIKEHUST
TeJl U moBepxHOcTell KadeHus. [losydennble nuddepeHnuaibable ypaBHEHH poTopa U (dyHIa-
MeHTa He WMeIoT obmero permrenns. [losToMmy wmccmemoBanue TPOBOJMIOCH C UCIOJIH30BAHIEM
YUCJIEHHBIX MeTOJOB. JIjIs yIpOIEeHus 3a/a9d U IOBBIIICHAs] TOYHOCTH PEIICHUS IOy I€HHBIX
nuddepeHmaIbubIX  YPABHEHUN MCIOIB30BAINChL Oe3pa3dmepHbie Begumauabl. C  yBesndeHunem
1 YMEHBIIeHneM Oe3pa3MePHBIX BEJNYHH CTPOATCA AMILIUTYIbI aBurareis n QyHmamenta. B
pe3yabTare 06pa30BaINCh JBa PE30HAHCA: TVIABHBIN pe30HAHC U BTOPOit pe3onanc. Pabora cBazana
¢ GU3MIECKUM CMBICTIOM PACCMATPUBAEMOTO B 3ajade mporecca. l[logydeHnnbie pe3yabTaThl
SIBJISIIOTCSI OCHOBOI JIjIsi IPUMEHEHUsI JIAHHOM MaTeMAaTHIeCKOW MOJIeIM IIPU ITPOEKTUPOBAHUU
BPAITAIOIIEHCS CUCTEMBI, BPAITIAIONIEHCST B TIOINUITHUKAX KATCHUSI.

Kuarouessblie cioBa: Teopust epria, TOIIMIMIHIKA KAYEHUs, YUCICHHBIE METOIbI, CUCTeMa "POTOp-
dyngament" | HeJimHelHAsS POTOPHAs CUCTEMA.

1 Introduction

Currently, most of the rotary machines used in industry, manufacturing and mechanical
engineering rotate in rolling bearings [1]. As a mathematical model of rolling bearings, it
is important to choose models that most fully reflect the features of rolling bearings, in
particular, such as the number of holes, the influence of geometric errors, as well as the
properties of nonlinear stiffness; the influence of centrifugal forces, mutual displacement and
mismatch of bearing rings; gyroscopic phenomena [2].

In the proposed work, the nonlinear dynamics of a rotor system mounted on an elastic
foundation rotating in rolling bearings is investigated. Due to the increased requirements for
the accuracy of rotation and an increase in the speed of rotation of the rotors, it becomes
necessary to take into account the elastic nonlinear properties of rolling bearings.

2 Review

Currently, rotating machines, widely used in industry, mainly work with rolling bearings 3|
and [4]. The use of rolling bearings as supports for high-speed rotors is limited by their speed
and strength, therefore, sliding bearings are widely used to ensure reliable rotation of the
rotor in a wide range of speeds and loads. These bearings have smaller dimensions in the
radial direction, greater rigidity, low sensitivity to shocks and temporary loads, unlike rolling
bearings, which makes them suitable for use in high-speed turbomachines.

According to the number of rotor supports, the turbomachine layout schemes used can
be two- and three-support. Three-support rotor schemes are used in rare cases when a two-
support scheme leads to an unacceptably large decrease in the bending stiffness of the rotor.
The use of a three-support circuit makes the rotor statically indeterminate, which makes it
difficult to assemble the turbomachine due to the difficulty of ensuring an accurate fit of the
rotor in the foundation on three surfaces [5].

Also, for the most complete description of the process, it is important to take into account
the influence of factors such as imbalance, asymmetry of the rotor installation on the shaft,
external friction, changes in inertial parameters and positional forces of various kinds [6]- [8].
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Such complications of the model in the analysis of dynamics make it possible to investigate the
effect of the gap size, rotation frequency on the frequency spectra and amplitude-frequency
characteristics for any rotary system on rolling bearings.

Mathematical models of bearings that take into account non-linearity factors are
distinguished by complexity and, first of all, by the loads they take into account. In our
case, the Hertz contact theory is used to describe the bearing model, which relates radial
loads acting on the bearing and deformation at the points of contact between the rolling
body and the bearing rings [9]. When describing the bearing model, it is assumed that there
are no any types of slippage of rolling bodies and surfaces. Damping is considered in the
formulation of equivalent viscous and linear friction.

3 Problem statement and equation of motion

Consider a vertical rotary system (Fig. 1). The damping foundation on elastic supports moves
in a horizontal plane. The rotor has a static imbalance. The rotor performs a plane-parallel
motion, and rotation around the coordinate axes does not occur. The motion of the rotor
and the foundation is considered relative to the fixed coordinate system of the Oxy. The
nonlinear regenerative force of the bearing is described as (1) in accordance with the Hertz
contact theory.

Fr = Cy2 (1)

where Fg is a component of the restoring force in the radial direction (N), J, is the

deformation in the radial direction (m), Cj, is the stiffness coefficient (%%)

In order to solve the equations of motion of the system and qualitative analysis, the
restoring force of a bearing of type (1) can be approximated by a degree series of type (2) in
accordance with [10], [13]:

Fo = ¢, + 16} (2)

where ¢y and ¢; are stiffness coefficients for the linear and cubic terms, respectively. This
expansion for 9, < 1000um with a sufficient degree of accuracy is in agreement with the
experiments [13].

The geometric coordinates of the rotor center are denoted by O;(x1,1), and its center of
mass is denoted by Og(z,y). The center of mass of the foundation is Os(z2,y2) (Fig.1).

The kinetic energy of the system is defined as (3) :

Jow M
U=Z?+y?) + 5908+ 5 @2+ D) (3)

where m is the mass of the rotor, J is the moment of polar inertia of the rotor, and M is the
mass of the foundation.

Considering that the potential energy of the isotropic elastic nonlinear field of rolling
bearings depends on the radially directed deformation of rolling bearings, that is

53 = (351 - I2)2 + (yl - 92)2 (4)
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Where is the potential energy of rolling bearings and elastic supports:

Co 6]

W= Fh+ )+ G —n) + (= w)+ e =o' + a6

Accordingly, the dissipation function:

X X
R =2 (2" +y?) + (5 + o) (6)

The center of mass of the rotor relative to a fixed coordinate system is determined as
follows:

x =11+ ecosQot,y = y1 + esin Q. (7)

where e is the magnitude of the deviation of the center of mass of the rotor from the geometric
center.

The equation of motion of the system has the form (8)

(md;tggl + co(w1 — x9) + cr (a1 — w2)* + Xd‘“ = meSZ cos Qot,

dtz + colth — y2) + c1(yn — y2)* + Xdyl = meQ2 sin Vot
M¢ dt2 + oy — o1 — 22) — (21 — 22)° + x0 %2 = 0,
M4 T T oy — co(yr — y2) — ci(yr — )’ + X0 g y2 =0,
r1(0) = e, xQ(O) =0.1e, y:1(0) = 0 y2(0) = o

\%|t=0 7 dt |t 0707 dat |t:0 a dt |t 0—0

(8) — a system of equations describes the movement of the rotor and the foundation on
unbalanced, nonlinear supports.

We reduce the system of equations (8) to a system of dimensionless equations of the form
(9), i.e

Eh 4205+ (fi— fo) +2(fi = f2)° = P cos(nr),

”ﬁ;”; +2¢ ‘Z”Tl + (11 — o) + (1 — 1) = n?sin(nT), (9)
(fﬁ + 202 — p(fi = fo) — pe(fi = f2)* + pAfa = 0,

‘f:zz + 220G %2 — p(vy — 1a) — pe(vy — 12)® + pAry = 0,

where,
1 = efi, Ty = efy, Y1 = evy,ys = evy,

C C
2 0 2 2
Wi 2

m
M:M, —E,w :E T—wlt Qo—wm,
X _Xo - cr€? \ = w3
gl - 7(2 - , €= PR - "9
2muw, 2muw; mwi h

We introduce complex variables in the form (10)

2 = fi +ivy, 2 = fo + s, (10)



60 Resonant phenomena in nonlinear vertical rotor . ..

Figure 1: Vertical rotor system.

Then, given (10) from (9), we write the equation of motion in the complex plane in the form

(11).

{Zi] + (21— 2) + (21 — 22)° + 2Gi2 = e,

(11)
2+ pAzg — (21 — 22) — pe(z1 — 22)° + 2uGe25 = 0.

The approximated solution of the system of equations (11) can be searched analytically.

Z1 = Ale*i"T + B1€72im- + ..., (12)

29 = Age_im— + BQG_%WT + ... (13)

Studies in this direction can be found in the works [11], [12]. The parametric analysis of
a given rotor system in the presented work is based on the results of numerical methods.

4 Results and discussion

In Figure 2, there is one resonance and one autotherm zone. In the case of a head resonance,
ie., at n = 1.49, f; = 1.789523788 is equal to when the rotor amplitude p = 10. For the
rotor, the autothermic zone is generally observed in the range of 0.01 < n < 0.99. In this case,
f1 = 0.364555924, when the maximum amplitude of the rotor is ; = 10. With a decrease in
the mass of the foundation, the value of the amplitudes of the rotor and the autotherm of the
foundation decreases to 35-50%. With an increase in p, there is a shift of the head resonance
to the right in the direction of frequency growth and an increase in the autothermic zone. A
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decrease in the mass of the foundation and the movement of the rotor and the foundation in
the reverse phase in this interval leads to the disconnection of the autotherms.

In Figure 3, the region of bass resonance and autotherms is observed at low frequencies
and occurs in a wide range of 7. In the case of a general resonance, i.e. at n = 1.13, fo =
0.809546423 is equal to when the amplitude of the base 4 = 5 at u = 10, there is a shift
of the head resonance to the right in the direction of frequency growth. If the mass of the
foundation decreases, i.e. the value p increases, then the amplitude of the rotor increases
during the head resonance, and vice versa, if the value i decreases, the area of autotherms
and leads to the attenuation of the head resonance.

In Figure 4, two resonances occur. At the head nonlinear resonance, i.e. n = 1.13, the
rotor amplitude is equal to f; = 1.382985602 for & = 1. The second (left) resonance is
observed in the range of 0.01 < 1 < 0.32. In this case, the rotor amplitude at all values of ¢
is f1 = 0.080489253. When the rigidity of the rotor decreases, the value of the left resonant
amplitudes of the rotor and the foundation becomes the same. At ¢ = 50, the amplitude of
the rotor reaches f; = 2.146287817, at n = 1.77, there is a break in the amplitudes, and at
n > 1.77, the amplitude values decrease sharply. At e = 100, the rotor amplitude is equal to
f1 = 3.372849069, and there is a shift of the head resonance to the right in the direction of
frequency growth. If the rigidity of the rotor decreases, i.e. the value of € decreases, then the
value of the resonant amplitudes on the left will have the same value, and vice versa, if the
value of ¢ increases, the amplitude of the rotor at the head resonance will increase.

In Figure 5, there is a general resonance. At the main resonance, i.e. n = 1.21, f, =
0.130031134, when the amplitude of the base is ¢ = 2. At ¢ = 50, the amplitude of the
foundation is equal to fy = 0.182760123. At ¢ = 50, the amplitude of the foundation reaches
fo = 0.19322489, at n = 1.73, there is a break in the amplitudes, and at n > 1.73, the
amplitude values decrease sharply. At e = 100, the amplitude of the base is equal to fo =
0.343379276, and there is a shift of the head resonance to the right in the direction of frequency
growth. If the value ¢ increases during the head resonance, then the rotor amplitude increases
and there is a shift of the head resonance to the right in the direction of frequency increase.

In Figure 6, two resonances occur. At the head resonance, i.e. n = 1.2, the rotor amplitude
A =1 is equal to f; = 1.38132898. The second (left) resonance is observed in the range of
0.01 < n < 0.52. In this case, the value f; = 0.201216136 when the rotor amplitude is
A = 10. With a decrease in the rigidity of the foundation, the value of the left resonant
amplitudes of the rotor and the foundation decreases to 15-20%, but at A\ = 0.1, the left
resonant amplitude is equal to f; = 0.231227653. If the rigidity of the foundation decreases,
i.e. the value A\ decreases, then the value of the resonant amplitudes on the left decreases,
and vice versa, if the value A increases, then the amplitude of the rotor at the head resonance
will have the same value.

In Figure 7, one resonance occurs. The second (left) resonance is observed in the range
of 0.01 < n < 0.35. In this case, when the amplitude of the foundation is A = 10, f; =
0.203282867. With a decrease in the rigidity of the Foundation, the value of the left resonant
amplitudes of the rotor and the foundation decreases to 10-37%, but at A = 0.1, the left
resonant amplitude is equal to fo = 0.243458891. If the hardness of the foundation decreases,
i.e. the value \ decreases (except A = 0.1), then the value of the left resonance amplitudes
decreases, and vice versa, if the value \ increases, this leads to a head resonance shutdown.
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In Figure 8, two resonances occur. At the head resonance, i.e. n = 1.26, f; = 9.182929085
is equal to when the rotor amplitude is ¢(; = 0.1. The second (left) resonance is observed
in the range of 0.01 < n < 0.15. In this case, f; = 0.306469753 is equal to when the rotor
amplitude is (; = 0.2. With a decrease in the internal coefficient of friction, the value of
the left resonant amplitudes of the rotor and the foundation increases to 30-45%. With an
increase in the coefficient of internal friction, i.e. when (; > 2, the zone of autotherms and
leads to the deactivation of the head resonance. If the internal coefficient of friction decreases,
i.e. the value of (; increases, then this leads to a shutdown of the left and head resonance,
and vice versa, if the value of (; decreases, the amplitude of the rotor at the head resonance
increases.

In Figure 9, two resonances occur. At the main resonance, i.e. n = 1.26, fo = 1.022983788,
when the amplitude of the base is (; = 0.1. The second (left) resonance is observed in the
range of 0.01 < n < 0.35. In this case, at (; = 0.1, the amplitude of the foundation is equal
to fo = 0.53389977. With a decrease in the internal coefficient of friction, the value of the
left resonant amplitudes of the rotor and the foundation increases to 40-60% at (; < 1. With
an increase in the coefficient of internal friction, i.e. when (; > 2, it leads to the attenuation
of the head resonance. If the internal coefficient of friction decreases, i.e. the value of (4
increases, then this leads to a shutdown of the head resonance, and vice versa, if the value of
(1 decreases, the amplitude of the rotor at the head resonance increases.

If the external coefficient of friction (, decreases or increases, then the value of the
amplitudes of the rotor and the foundation at the head resonance will have the same value.

n

epu=1 °pu=01 °p=02 =05 eu=2 *p=5 epn=10

Figure 2: The amplitude of the rotor at different values of the ratio of the mass of the rotor
and the foundation — p.
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Figure 3: The amplitude of the foundation at different values of the ratio of the mass of the
rotor and the foundation — p.
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Figure 4: The amplitude of the rotor at different values of the stiffness of the rotor — e.
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Figure 5: The amplitude of the foundation at different values of the stiffness of the rotor — €.
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Figure 6: The amplitude of the rotor at different values of the rigidity of the foundation — .
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Figure 9: The amplitude of the foundation at different values of the coefficient of internal
friction — (.

5 Conclusion

In this paper, a generalized dynamic model of the "rotor-foundation" system on elastic
supports has been developed, the description of which is nonlinear. A method for determining
the amplitude of forced oscillations of the system has been developed. The resonant
frequencies are determined, as well as the frequency range in which the answering machines
occur. The features of the coupled "rotor-foundation" system are shown when taking into
account the movement of the foundation. The values of the coefficients of imbalance,
foundation mass, stiffness and damping, providing optimal values of amplitudes, are
determined. The results of the work performed prove the physical meaning of the task,
and this, in turn, can serve as the basis for the introduction and application of this
mathematical model in production. Disabling dangerous rotor vibrations by selecting system
parameters is cost-effective and technically easy. The results of the work make it possible
to conduct engineering and computational experiments with minimal costs, give qualitative
and quantitative characteristics and reduce the design time of new vertical rotary machines,
improve the quality and safety of their work.
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ANALYSIS OF THE HETEROGENEITY INFLUENCE ON MAIN
PARAMETERS OF POROUS MEDIA AT THE PORE SCALE

The study to analyze the heterogeneity of porous medium, especially its influence of main
characteristics is conducted in this paper. For this goal computer versions of real porous models,
which were available in open source, were used. These models contain several slices at three
directions. Re-build and processing of models were performed using the Avizo Software. For
analyzing the influence of the heterogeneity of porous medium on basic parameters, each model
were divided into several geometrical pieces. These parameters were computed using computational
method of pore network modelling (PNM) and Kozeny-Carman (KC) method with purpose
of collation. Also, these two methods were collated with available data from direct numerical
computation method (DNC). According to analyzing it was set a good match between PNM and
DNC for sandstone models, also KC method showed a divergence with DNC. For carbonate models,
a divergence was seen between PNM and DNC, and KC method showed very good match with
DNC. The relationship between the parameters for each of piece shows inhomogeneous character
for the carbonate model.

Key words: Pore Network Modelling, Direct Numerical Computation, Kozeny-Carman equation,
permeability, porosity.
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KeyekTi opranbiH O6ipKeJIKi eMecTiriHiH OHbI CHUIIIIATTAUTBIH HapaMeTpJiepre 9cepiH Keyek
MacHITabbIH 3epTTEY

By makanama keyekTi opTaHbiH, OipTeKCi3/iirinin, ocipece OHBIH HEri3ri cuarTamMaJapra ocepiH
Tajiay YimH 3eprrey Kyprizigi. Ockl MakcarTa HAKThI KEYEKTI MOJEJIbIEP/IIH KOMIIBIOTEPJIK
HyCKaJaphl naiaasanbluiabl. By yirinepae yin 6arbirTa GipHerne Tijim 6ap. Yiriaepal Kaiita Ky-
py koHe eHJiey Avizo GarjapiamMa apKbLIbl 2Ky3ere acblpbliabl. OprasbiH OipTeKci3airiniy, Heris-
Tl mapameTpJepre 9cepiH Taagay VImH opbip Momenb GipHerte reoOMeTpUsANbIK Oipaeit besmikTepre
Gouinai. By mapamerpiep canbicTpy yinH Keyek kericin mozpenbiuey (K2KM) xone Koszenn-
Kapman (KK) omicrepiven ecenreni. Conbiven karap, Oy/1 exi o1ic Tikeseil CaHIbIK MOJIETbIEY
(TCM) oaicinin Koa Gap JepeKkrepiMeH CaiblCThIpbLLIbL. Tajayra coiikec, Kymrac oJriiepi
yimria KZKM xone TCM apaceinga xaxcel coiikectik Tabouiant, aa KK ogici TCM omicimen coii-
KeccizmikTi Kepcerri. Kapbonarrer mogenbaep yira KZKM xkonme TCM oxicitipinin apachiHia
colireccizik baiikaspl, an KK omici TCM ere »xakcbl coiikecTik kKopcerTi. Opbip 6otk yimia na-
paMeTpJiep apachlHIarbl OailjIaHbIC KApOOHATTHI MOJIE/Ib VIIIH TeTePOTeH i CUIIAT KOPCETTI.
Tyitian ce3aep: KeyekTi XKeJTiHi MOJIesIb/IeY, TiKeeil caHIbIK MoJiebey, Kozernu-Kapman Teneyi,
OTKISTIITIK, KEyeKTIJIK.
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B nammoit crarbe OBLIO TPOBEJIEHO HCCIEAOBAHUE II0 AHAJIN3Y HEOJHOPOJIHOCTH IOPUCTOM
Cpesbl, OCOOEHHO ee BJIMSHUS HA OCHOBHBIE XaPAKTEPUCTUKH. J[Jjist 9TOH Ien MCIoIb30BANCD
KOMIIBIOTEPHBIE BEPCHH PEAJIbHBIX MOPUCTBIX MOJIEJeH, KOTOPbIe OBLIN JIOCTYIHBI B OTKDPBITOM
Jocryme. DTH MOJENN COJEep:KaT HEeCKOJIBKO CPe30B B TpeX HallpaBiieHusix. llepecrpoenue u
06paboTKa Mojeseil TPOU3BOAMIACH C IIOMOIIBIO POrpamMHOro obecreunust Avizo. s anaausa
BJIMSAHAS HEOJTHOPOJHOCTH IOPHUCTON CpPEJIbl Ha OCHOBHBIE HapaMeTPhl KaxKjas MOJEJb pa30u-
BaJIOCh Ha HECKOJHLKO T€OMETPUYECKN OJMHAKOBLIX WacTeil. DTU MapaMeTphbl ObLIN PaCCIUTAHBI
€ UCIHOJIb30BAHMEM BBIYUCIUTELHONO MeToja MojesaupoBanus noposoit ceru (MIIC) u merona
Kosenn-Kapmana (KK) ¢ nensto comocrasienns. Kpome Toro, stu sBa mMeroma GbLin como-
CTaBJIEHBI C JIOCTYIIHBIMU JIAHHBIMH U3 METOJa MPSMOTO IHCIEHHOrO Mogenuposanus (MYUM).
CorytacHO aHayu3y, ObLIO yCTaHOBJIEHO Xopoilree coorBercrBue Mexk iy MITC u MYUM st mozeseii
mecyaHnka, B TO Bpemsa Kak Meron KK mokazam pacxoxiaerme ¢ MYUM. Jlxa wapOoHaTHBIX
Mojiesieit 66110 3aMedeHo pacxoxkgenne Mexxry MITC u MYUM, B To Bpems kak meron KK mokaszast
odennb xoporree conasenne ¢ MUM. CooTHorerre MexkIy mapaMeTpaMu Jjis KasKIbIX dacTeit
[TOKa3aJI0 HEOTHOPOIHBIN XapaKTep /I KapOOHATHON MOJIEIH.

KuroueBbie cjioBa: MOEIUPOBAHIE TIOPOBO CETH, MPSIMOE YUCJIEHHOE MOJIEJTUPOBAHIE, YpaBHEe-
nne Kozenn-Kapmana, mpoHUIIaeMOCTb, TOPUCTOCTD.

1 Introduction

Determination of main parameters of pore media are important for different areas,
for example, understanding the effect of various oil recovery factors with their further
development. Researches on the core size models, for example, ~ 4-6 cm are carried out on the
basis of laboratory experiments. But laboratory tests have a number of disadvantages [1-4].
Real models of pore medium are very complex, what makes experimental tests inconvenient.
It is not possible to carry out different tests on the same core models since experimental
studies on the core are destructive [5,6].

Thus, with the development of computerized technologies, in the last 10 to 20 years, the
idea of a computer version of core (obtaining properties based on modeling at the pore scale)
has received more and more attention. The computerized models of porous structure are used
to determine properties by simulating processes on these models [7-9].

In the theory of soils, the concepts of fictitious and ideal soils are introduced. A fictitious
soil is understood as a porous medium formed by solid balls (ball filling). An ideal soil is
understood as a medium with pores in the form of a bundle of capillaries. The KC equation
reflects the relationship between the porosity of the layer, the specific surface of the particles
in the medium, the pressure difference, the length of the medium, and the filtration rate
for this ideal structure. But this method is very inaccurate in order to their simplification
of porous models into ideal cylinders (capillaries) which does not consider inhomogeneous
character of the medium [10].

The most usable and developing methods at last decades for computation geometrical
and hydrodynamic properties are PNM, DNC and Lattice-Boltzmann method from real
computerized models of void material. Determining the main parameters by PNM method,
the void material reconstructs into spherical and cylindrical system. But, reconstruction
of real core models into cylinders and spheres includes inaccuracy in this method. Direct
numerical computation is the most accurate numerical method. It is solved directly from
the rendered computer versions of pore material and consider all the complexities of the
geometry of the pore structure. The disadvantage of this method is that it requires large
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computer resources and the complexity of determining the boundary conditions [11-16|. The
purpose of this work is to analyze the heterogeneity of pore structure of real porous material
by dividing into identical pieces in four computer models. For each piece the computation
of basic parameters of porous medium is performed using the PNM and KC methods. The
characteristics of full-sized models are also computed and compared with direct numerical
computation.

2 Materials and methods

2.1 Materials

The x-ray images of real porous models were obtained using micro-computed tomography.
These samples are available on the website of the Imperial College of London [17]|. Each
sample contained 1000 slices in three directions with the appropriate resolution (Table 1).

Table 1: Properties of samples

Core models Voxels in 3 directions | Resolution 2D slice of core
Bentheimer sandstone 1000 3.0035 pum

Doddington sandstone 1000 2.6929 pum

Estaillades carbonate 1000 3.31136 pm

Ketton carbonate 1000 3.00006 pm P

The obtained data has already been pre-processed in order to reduction of noise and corner
smoothing, therefore, in this study, image processing was reduced to building a 3D version of
the samples. Avizo software was used to build a 3D model. The construction of a 3D model
was carried out using the data, described in table-1. Number of voxels is 3d pixel and each
voxel have their own value as the resolution. After the construction of the 3D model, the “axis
connectivity” operation was performed in the Avizo software. Axis Connectivity generates a
binary image containing all paths connecting the two planes. This operation makes it possible
to obtain information about the connected pores. After separation of pore spaces, the pore
network model was constructed. A Pore Network Model is designed with store data that can
be represented as linear lines in 3D space and that may be organized in networks of such
multiple lines. Branching or endpoints of the network are called pores, the lines connecting
pores are called throats. For each pore and throat, one or more scalar data items can be
stored. According to the given data in Table 1, each of throats and pores have their own size.
Pores and throats are represented as spheres and cylinders, respectively [19].
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2.2 Calculation of properties with different methods

Calculation of the main parameters of the porous samples based on the network model was
carried out with Avizo software. In this regard, it is assumed that the network is completely
filled with only one phase. In a steady flow of an incompressible fluid, the mass conservation
for each pore is described as [18]:

Z%’j =0, (1)

where ¢;; is the flow rate between pores i and j, when the summation is performed over the
entire pore j connected to the pore i.

The relationship between pressure difference and flow rate is linear for laminar flow
conditions:

¢ = qi; (P — P)), (2)

where g;; is the conductivity of the throat between pores i and j. Since the conducting throats
are represented by cylindrical pipes of radius 7;; and length /;;, the hydraulic conductivity is
determined by Poiseuille’s law, where p is the viscosity of the fluid:

4
s Tij

= — . 3
W= 5 (3)
By creating a pressure difference in the network, we obtain a linear system of equations,

which is solved numerically: equations (1) and (2) lead to the following matrix equation:
G-P=S5, (4)

where G is the conductivity matrix, symmetric matrix of dimension N, where N is the number
of pores in the network; P is the vector of size N corresponding to the pressure in each pore;
S is the vector of size N, limited by the boundary conditions of the pressure at the inlet and
outlet of the system. The total flow rate can then be calculated as:

Q = (B — Pj)q;;- (5)
The permeability of the network is finally calculated from Darcy’s law:
Q pL
k= ——
IR (6)

where AP is the pressure gradient, applied to the boundary (AP=P;,;e; — Pouset), L is the
length of the network in the direction of flow.

Figure 1 illustrates demanding boundary conditions.

The hydraulic tortuosity is based on velocities derived from the previous calculation
described above. Knowing the velocities in each throat, tortuosity is calculated by summing
the lengths of all velocities divided by the sum of the projected velocities along the direction
of flow:

_ 2izolluil

=S ol @)
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where n is the number of channels, v; is the velocity of the fluid, passing though the throat i,
and vx; is the projection of the velocity along the flow direction of the fluid passing through
the throat.

The Kozeny-Carman equation of dependency relationship is written[20]:

¢3
-2 (8)

where S is the specific surface area(1/m); ¢ is the porosity; ¢ shows the Kozeny constant, for
our case ¢=2.5 (for the cylinder), 7 is the tortuosity. The values of porosity, tortuosity and
specific surface area were obtained from calculations carried out in Avizo.

2.3 Influence of the heterogeneity

To assess the influence of heterogeneity on main parameters of porous media, the 3D rendered
images were divided into several same pieces. The division is illustrated on Figure 2.

Figure 1: Dividing samples to the pieces

For each sample, calculations were carried out to determine the basic parameters using
the methods described above. Also, for each piece of the sample, pore-network models and
pore space separation were built.

3 Results

3.1 Image reconstruction and comparison of methods

The results of image processing and pore network generation are presented on Figure 3. The
PNM method gives a good information about real characteristics of core sample, such as
porosity, tortuosity, specific surface area.

There are results of computation for full sized computer models of real samples with A
P=0.03MPa and p=0.001Pa*s in the Table 2.

The porosity, tortuosity, and specific surface area were used for the KC method. After
that, two methods were compared with the value of DNC results from Imperial College of
London [17] for the Bentheimer sandstone, Doddington sandstone and Estaillades carbonate
samples (Figure 4).
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3.2 Results of computation on the divided pieces of the models

Each model was divided into 8 identical pieces. In turn, each piece was divided into 8 more
pieces. However, the division into more and more pieces turned out to be difficult to assess
the dependence of main parameters of the pore space among themselves due to the absence
of connected pores and a decrease in the total porosity of small pieces. In this regard, the
results of 8 pieces were used. For each piece, calculations to determine basic parameters were
carried out to using the KC equation and pore network modeling method. Also, for each of
the pieces, calculations of such parameters as porosity, tortuosity, specific surface area of the

Volume rendering Pore space separation Pore network model

Ketton carbonate Estallaides carbonate Diddington sandstone Bentheimer sandstone

Figure 2: Results of basic steps of generating pore network model
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Table 2: Results of pore network modelling

Type of core | Permeability | Total flow | Tortuosity | Porosity | Specific Surface
(1m?) rate (ul/s) Area (1/um)

Bentheimer 4,26 380,61 1,68 0,22 0,02

sandstone

Doddington 4,15 331,58 1,63 0,19 0,01

sandstone

Estaillades 0,33 32,11 1,58 0,10 0,01

carbonate

Ketton 7,34 656,36 1,57 0,13 0,01

carbonate

Permeability with different methods

9

g

7
B
S
25
g N = PNM
% mKC
2.3
= mDNC

2

’ j

0

Bentheimer Doddington Esstailledes Ketton
Models

Figure 3: Comparison of different methods in computation

pore space were carried out. Figure 5 shows results of the dependence of permeability and
porosity for each piece with two methods.

4 Conclusions

In this research results of analyzing of the effect of heterogeneity on basic parameters of
real core models are presented. For that goal each of the computer model of real porous
samples were divided into several parts (pieces), which was direct to asses the heterogeneity
on properties of the medium. Results of calculation of these properties for each of the pieces,
PNM method shown good match with the DNC for the Bentheimer and Doddington rocks,
whereas in the empirical model, an increase in the value was observed. For the Estaillades,
KC method was in a good match with the DNC, while PNM, on the contrary, began to
move away from the value of the DNC method. This is clearly seen on Figure 5, where there
was a division of the samples into pieces. The reason of deviation values for the carbonate
Estaillades related with inhomogeneous character of the model which is shown in each piece.
For example, for some pieces the estimation of parameters shown that there were no connected
porous planes. These methods have its own advantages and disadvantages and at the same
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Figure 4: Dependence of porosity-permeability for each rock models’ pieces computed with
PNM and KC equation

time is actively developing, so it is not possible to establish the optimal one. The choice
of method should be determined by the specific problem to be solved. Further works will
be directed to the determination and parametrization of the factors for that influence to
the development of the KC relationship by performing numerical experiments for computer
models of real porous samples.
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NUMERICAL SIMULATION OF CARBONATE ROCKS DISSOLUTION
NEAR THE WELLBORE

This paper examines the process of wormholes formation during hydrochloric acid treatment of
well bottom-hole zone in carbonate formations. An algorithm for solving the problem of wormhole
formation in a porous medium for a two-dimensional case was developed. Two-scale model (pore-
scale and Darcy’s scale) taking into account convection, diffusion, and chemical reaction were used
in this work in order to describe the dissolution of carbonates with hydrochloric acid (hydrochloric
acid treatment). The initial distribution of the porosity field was generated as a distribution of
random numbers around some mean value. Based on the distribution of the initial porosity field, the
initial permeability field of the rock was calculated. The random distribution was used to describe
the heterogeneity of the actual rock. The rest of the study parameters were taken from known
experiments on the dissolution of carbonate cores. The numerical model was built for solving the
system of equations for acid dissolution, and carbonate dissolution modes with hydrochloric acid
were obtained depending on the Damkohler number, Thiele modulus on the pore-scale and Darcy’s
scale as a result of this research. Also, the optimal Damkohler numbers (injection rates) were found.
The computer code for the problem of the development/growth of wormholes in a porous medium
based on the developed algorithm was built using the C+-+ programming language.

Key words: acid treatment, carbonate core, dissolution mode, Damkohler number, Thiele
modulus.
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¥YHFBbIMaHbIH, TYITIK aliMarbIHIarbl KApOOHATTHI Tay YKBIHBICTAPBIHBIH, €py MPOIECiH CaHIbIK,
Mozesnaey

By xxymbicTa KapOOHATTHI 2Kep KabaTTapbIHaFbl TY3 KbIITKbIIBIMEH OHJIEYy Ke3iH e KaHAJ TeCiK-
TepiHin maitaa 60ays! 3eprTeneni. Exi emmem i Karmaiira apHaJIral KEYeKTi opTaia KaHal Tecik-
TepiHiH maiia 60y MOCEJIECiH ey aJropuTMi Kacasibl. Byl }KyMBICTa TY3 KbIKBLIBIMEH Kap-
GoHATTADP/IBIH epyiH CHIIATTay YIIiH (TY3 KBIIKBLIBIMEH OHJIEY ) KOHBEKIHs, I Dy3ust 2KOHE XUMU-
SITIBIK, PEAKIUSAHBI €CKePETiH eKi MacITabThl MOJE/b/Ii KOJIAHBLIbL (Keyek ImKaackl MeH lapcu
mkaack! boiibrama). Keyekrisnik epicinin 6acTtankp Taparybl Ke3/eiiCOK, CAHIAP/IbIH OPTAIIA MOH-
HiH affHAJIACHIH/IA TapaJIybl PETiHJIe KYPbLIJIbl. BacTankpl KeyeKTiIiK epiciHiH TapaJybl HeriziHje
KBIHBICTBIO DACTAIIKbl OTKI3MMTIK epici ecenrresi. Kesmeiicok 661y HAKTHI YKBIHBICTHIH, OipTeKTI
eMITECTITIH CUMaTTay YIIiH KOJITAHBLIIbB. 3epTTEY/IIH KAJIFaH mapaMeTpiepi KapOOHATTHI KEPHIeP-
Jin epyi 6otibimira 6emriii Texkipubenepaen aabiuabl. Ty3 KBIMKBIIBIMEH €py IPOIECiH CHIaTTal-
TBIH TEHJEeYJIep KYHWeCiH ey YIIiH CaHJIbIK MOJIe/Ib KYPbLIJIbI YKOHE OChl 3ePTTeY/IiH, HOTUXKECiH-
Jie KapOboHATTap/IbIe TY3 KBIIIKBLIBIMEH epy pexkumiepi JJaMKosiep canbiHa, KeyeK MacIITaObIHIa
xkoHe apcu mactranobiaga Tuse moysaiHe 6ailIaHbICThI AJIBIHBI. JlaMKoIep/iiH, OHTANIbI CaH-
Japel (aiigay KbULIAMIBIFBL) 1@ Tabbliipl. Kypburan ajiropuTMre HerisjiesireH KeyekTi opraja
KaHaJl TeCIKTepiHiH KypbLIybl MEH ecyi MoceseciHiH KoMmmboTep ik kojabl C -+ mporpammaay
TiTiHIH KOMEriMeH KYPbLIIbI.

Tyilin ce3aep: KBINKBIIMEH OHJIEY, KapOOHATTHI KepH, epy pexnmi, Jlamxomrep canbl, Tume
MOJTYJI.

© 2021 Al-Farabi Kazakh National University
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YucsieHHOE MOAEJIUPOBAaHNE PACTBOPEHUS KAapOOHATHBIX HNOPOJ, BOJIM3U CKBAa>KUHBI

B nmannoit pabore wmcciemyercs IMpOnece OOPA30BAHUS HYEPBOTOYHH IIPU  COJIAHO-KHCJIOTHOM
0bpaboTke Tpu3abOoiTHON 30HBI CKBaXXUHBI B KapOOHATHBIX IJacTaX. DbuLT pa3paboTaH aJjro-
PUTM DeIleHnst 3aJia9u 00pa30BaHUs UEPBOTOUNH B MOPUCTON Cpejie s JBYMEDPHOTO CJIydasi.
Il ommcaHdsl pPacTBOPEHUsS KapOOHATOB COJISTHONW KHCJIOTOH WCIOJb30BaIach MOJENb JBYX
MmacmTaboB (B Macmrabe nop u B Macmrabe Jlapcu), yauTbiBaromas KOHBEKIWO, 1uddy3uio
W XUMHUYIECKYIO peaknnio. HadambpHoe pacmpejie/ieHne MoJisi TOPUCTOCTH TeHEPUPOBATIOCH KaK
pacmpejieJieHne CJIydaifHbIX Ynucesl BOKPYD HEKOTOPOTO CpejHero 3HadeHus. Ha ocHOBaHWU
pacupe/ieleHns Ha9aaIbHOrO [I0JIsl IOPUCTOCTH OBLJIO PACCIUTAHO HAYAIBHOE I10JI€ IPOHUIIAEMOCTH
mopo/ipl. CitydaiiHoe pacipejiesieHre UCIOJIb30BaIOCh Ui ONUCAHUS HEOJHOPOIHOCTU DPEAJIbHOIM
moposbl. OcTanbHbIE TAPAMETPHI UCCJIEIOBAHUS OBLIM B3ATHI U3 U3BECTHBIX IKCIECPUMEHTOB
[0 PACTBOPEHUIO KapOOHATHBIX KEPHOB. UmncieHHas MOjeab Oblaa MOCTPOEHA IS DPEIIeHus
CUCTEeMbl YDABHEHUil PACTBOPEHHUsl, U B pe3yJibraTe JAHHOI'O WCCJIEIO0BAHUS OBLIM I0JIyIeHbI
PEXKUMBI PACTBOpPEHUs KapOOHATOB COJISTHONW KHUCIOTON B 3aBHCUMOCTH OT uncia Jlamxosmepa,
momynss Twuie B macmrabe mop m B Mmacmrabe Jlapcu. Takke ObLium HaiIeHbl ONTHMAJIb-
uele uncia Jlamkomrepa (ckopoctn 3akauku). KOMIBIOTEPHBINH KO /I 331491 Pa3BUTHs /POCTa
YEePBOTOYMH B OPHUCTOII cpejie ObLI IIOCTPOEH € NCHOJIb30BAHNEM S3bIKa porpaMMupoBanust C++.

KiroueBsble ciioBa: KucioTHast 06paboTka, KapOOHATHBIN KEPH, PEXKIM pacTBOpenust, ancio lam-
KOJIepa, MOJIyJIb Tuse.

1 Introduction

Evidently that over the time, the bottom-hole zone of production and injection wells may
be damaged, as a result of the reduction in productivity/injectivity of wells. Well drilling,
perforating, cementing, fine particles migration and other industrial operations can cause
pore plugging. In this case, an acid treatment is one of the most effective and widely used
methods in stimulation techniques for the restore of permeability in carbonate reservoirs.
After the acid treatment, the improved formation permeability can increase by several orders
of magnitude, for this reason the topic of this study is actual for oil industry.

The literature review on mathematical and numerical modeling of the formation of
dissolution channels in a porous medium during the treatment with hydrochloric acid was
done in this work. The mathematical and numerical formulation of a two-scale model,
dissolution process modeling in a rectangular region and the influence of core size on
dissolution were studied as well.

Also, an algorithm for solving the system of equations for the dissolution problem of
carbonate cores in a two-scale was developed. Moreover, the computer code based on the
created solution algorithm for the 2D case was developed in order to study the modes of
carbonate cores dissolution at different injection rates (from 5x107° cm/s to 5x100 cm/s).

2 Literature review

The experimental work on the study of core dissolution process by acid in laboratory
conditions was carried out by many authors [1-8]. These works were devoted to determining
the optimal injection rate (or the optimal value of the Damkohler number), developing a



7Zh.K. Akasheva et al. 79

mechanistic model of wormhole growth, studying the effect of rock and acid types on core
dissolution modes at different injection rates, and developing a 2D network model to describe
the wormholes formation. As a result of these experiments, the change in the pressure drop
until the moment of an acid breakthrough at the right end of the core was determined. In the
work [6], the Darcy-Brinkman and Stokes equations, together with the reagent concentration
equation are used to describe the rock dissolution process, and the influence of the injection
rate, temperature and the emulsion use on the dissolution modes is determined. The work |7]
is devoted to the development of a model for the wormholes growth in the case of using a self-
diverting acid together with an ordinary acid during the cylindrical core testing initially filled
with a solution. Authors formally divided the core into three potential zones: the wormholes
are formed in the first zone; the second zone is contaminated by the ingress of acid; and the
third zone is remaining untouched by acid. And also, the influence of the end effect on the
pressure drop change along the core length was studied.

There are several methods for the acidizing process modeling. The work [9] studied the
formation of wormholes in carbonate rocks. The concentration equation without a chemical
reaction was used to describe the process. The reaction rate was taken into account in the
form of a boundary condition on the walls of wormholes, and the acid transfer rate inside
the wormhole obeyed the Poiseuille’s parabolic law. Research results show that the growth
rate of wormholes and the geometry of wormholes during the breakthrough depends on the
duration of the contact of the rock with the acid and the acid injection rate.

A semi-empirical model for a quick assessment of the growth rate of wormholes during
the acidizing of carbonate rocks is described in [10]. This model includes such two empirical
parameters, as an efficiency factor and a parameter that is the inverse of the second power of
the optimal averaged fluid velocity in pores (which is experimentally determined). According
to this model, the growth rate of wormholes is proportional to the average flow rate to the
power of 2/3 for high values of the acid injection rate. This model does not take into account
the diffusion of a chemical reaction. It is possible to translate the results of rock dissolution
from laboratory conditions to industrial conditions by using this semi-empirical model.

In the work [11] the strong influence of heterogeneity of a carbonate formation on its
filtration characteristics during the acid treatment was proved. A model of acid dissolution
of the carbonate matrix was constructed, taking into account possible sedimentation. The
mathematical model includes an empirical expression for determining the rate of change in
the concentration of deposited nanosized particles and the permeability changes of a porous
medium. The model also takes into account the moving boundary of the dissolution channel,
on which the particles are deposited. The permeability increases with increasing pore size and
pore opening due to the mineral dissolution. In the presented work, macroscopic equations
can be used to simulate the acidizing process of wells at the field scale.

The results of work [12] are in a good agreement with the experimental data obtained
in the work [4]. Numerical calculations were carried out in a cylindrical region using the
Navier-Stokes equations taking into account the resistance of the porous medium instead
of the Darcy’s equation. The influence of mineral composition of the core on its solubility
was investigated by authors. It was found by numerical experiments that in the case of
a homogeneous mineral, the acid breakthrough faster than in the case of a sample with
inclusions of a less soluble mineral.

In work [13], the influence of medium heterogeneity on the formation of wormholes was
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studied using a two-scale continuous model, which was first described in [14-16]. It was
determined that rock heterogeneity affects not only the structure of the patterns formed
during reactive dissolution, but also the amount of acid required to achieve a given increase
in permeability. The acid volume decreases with an increase in the heterogeneity degree, as
well as with the decrease of length scale. This is especially noticeable at high acid injection
rates.

In work [14], an averaged two-scale model of carbonate rocks dissolution by hydrochloric
acid in 1D formulation is described. The model describes the relationship between transport
processes and reactions occurring at the pore and Darcy’s scale. The coefficients of mass
transfer and dispersion are estimated and the local equation and criteria are derived.

In [15], the two-scale model was extended for a 2D region. The paper studied the influence
of Thiele modules for pore and Darcy’s scales, acid concentration in solution, height-to-length
ratio, and acid number on dissolution modes. The results of the two-scale model are compared
with the results of the experiment and early work.

A detailed study of the carbonates dissolution process is given in [16]. In this work, a
criterion for the qualitative prediction of the wormholes formation was found and it was shown
that it is approximately equal to 1. Also, the asymptotic values of the breakthrough volume for
low and high injection rates were found by authors. To study the effect of rock heterogeneity
on dissolution, the concepts of the magnitude of heterogeneity and the dimensionless scale of
heterogeneity were introduced. In addition, this paper shows that the optimal breakthrough
volume decreases from the 1D case to the 3D case.

Study of the dissolution modes of carbonates with hydrochloric acid in works [17-19] were
carried out in a polar coordinate system. In work [17], a criterion is found for qualitatively
predicting the wormholes formation for a radial flow similar to the plane case. And also, the
fractal size of the wormholes has been determined. In the work [18|, the normal distribution
was used to generate the initial porosity distribution. Thus, the influence of the normal
distribution of porosity on the dissolution modes was investigated. It has been shown that
in the case of a normal distribution of porosity, the acid breakthrough volume will be lower
than in the case of an uniform distribution, and it has been proven that such distribution
of porosity is close to the real distribution. The influence of the perforation length and the
presence of cavities on the dissolution modes were investigated in the work as well.

In the work [19], the two-scale model expands from the laboratory scale to the scale of well
bottom-hole zone. The study region consists of such two adjacent areas, as the contaminated
area in the well bottom-hole zone and the area behind it, in which the fluid is considered
to be weakly compressible. And also, a new criterion for acid breakthrough is introduced for
calculating the concentration values at the right end of the region. If this concentration is
10% higher than the initial value, then the breakthrough is considered to occur. And also,
the influence of the fluid compressibility, which is contained in the second region, on the
growth of wormholes was investigated. It was found that the use of the normal distribution
of porosity brings the results closer to the experimental data.

The influence of the region geometry on the rock dissolution was investigated in [20].
Based on the two-scale model, it was determined that if the core height is increased, the
breakthrough volume decreases. The dependence of the optimal velocity on the shape function
for dominant wormholes was found. The shape function is defined as the ratio of the height
of the area of interest to its length.
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3 Materials and methods

3.1 Physicochemical formulation of the problem

In acidizing, the acid reaction rate competes with the acid injection rate (inverse of the
Damkohler number) and diffusion. Usually the diffusion coefficient is small compared to the
injection rate [3]. When wormholes are formed, this mode is effective, since in this case
the minimum acid volume leads to the wormholes formation connecting the well with the
undisturbed region, and the permeability in the reaction zone increases by several orders of
magnitude. The wormholes formation mode is observed at average values of the injection rate.
When the injection rate is low or high, surface and uniform dissolution modes are observed,
in these cases the injected acid volume will be much larger than in the case of wormholes.

Dissolution modes (surface, wormhole and uniform) are related to the Damkohler number,
defined as the ratio of the rate of a chemical reaction to the rate of acid injection.
Consequently, at large and small values of the Damkohler number, surface and uniform
modes are observed, respectively, and at medium values, the formation mode. As a result
of experiments, it was found that the optimal Damkohler number is 0.29 [4].

Important components in determining the optimal mode of hydrochloric acid treatment
are the kinetic parameters of the reaction, which can be determined only from experiments.
The main process taking place in the rock during acidizing is the dissolution of carbonates. It
is known that more than half of the minerals that make up carbonate strata are represented
by dolomites (CaMg(COs3)2) and calcite (CaCOs3). The chemical reactions of calcite and
dolomite with hydrochloric acid are represented by the equations:

CaCOs +2HCl = CaCly + COy + HO

CaMg(COs)s + 4HCL = CaCly + MgCly + 2H,0 + 200,

3.2 Mathematical formulation of the problem

The acidizing process of carbonate formations is considered for single-phase multicomponent
isothermal filtration in a heterogeneous formation, provided that the reaction products are
completely dissolved in the fluid phase. The simulation takes into account the processes of
convection and diffusion, and a chemical reaction. Acid, getting into the pores, corrodes their
walls, thereby increasing the pore space. An increase in pore space leads to an increase in
permeability. The mathematical model of the dissolution process includes Darcy’s law, the
equations of continuity, concentration, porosity in dimensionless form (Figure 1):

Figure 1: Region of study
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where «q is the ratio of the height and length of the core, where @ is the velocity vector,
k = (k;, k) is the permeability tensor, p is the pressure, € is the porosity, ¢ is the time, ¢y is
the acid concentration in the fluid phase, D, = (D.x, D.r) is the effective dispersion tensor,
A, is the surface area per unit volume of rock available for reaction, Sh is the Sherwood
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number; She, is the asymptote of the Sherwood number; m is the ratio of the pore length
to its diameter; Re, = 2|i|r,/v is the pore Reynolds number; || is the velocity module; v
is the kinematic viscosity of the fluid; S, = v/D,, is the Schmidt number; A\, Az, and ags
are the constants that depend on the type of rock, f is a fluctuation that artificially creates
porosity heterogeneity of the reservoir, and lies in the interval [—Aegg, Aeg|, where Agg is a
given number.

Fugure 1 presents the region of study. For the pressure equation the Neumann condition
is set on the left, upper and lower boundaries, the Dirichlet condition is set on the right
boundary. For the equation of acid concentration the Dankvert condition is set on the left
boundary, and the Neumann condition is set on the other boundaries. We assume that at
the initial moment of time, there is no acid in the study region. The porosity is given by the
initial distribution. To create the rock heterogeneity, the initial distribution of porosity is set
as random with an uniform distribution law around the average value.

Dimensionless parameters that are included in the mathematical model are defined as
follows:

2
Da = ksaoL; Pe = M; ®? = DaPe = ksaol
Ps Up l)ﬂl m

2 2k
o To To_]v_ _

2o 4o _ aClo,
n - l; 7¢) - l)nl ) ac 9

, (19)

where L is the core length; C is the inlet acid concentration; « is the degree of dissolution of
the acid; p, is the density of the solid phase; D,, is the effective molecular diffusion coefficient;
g is the injection rate; ¢?, ®2 are the Thiele modulus for the scale of pores and core; N, is
the acid number; Da is the Damkohler number; Pe is the Peclet number.

3.3 Numerical formulation of the problem

To numerically solve the system of equations (1)-(4), together with equations (5)-(11) and
the initial-boundary conditions (12)-(18), we use the difference grid, which is shown in Figure
2a. We integrate equations over the control volume, which is shown in Figure 2b, taking into
account the boundary conditions.
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Figure 2: The difference grid: a) (circles are the area where the pressure, concentration and
porosity are determined, the dotted lines are the area where the velocity components are
determined); b) the control volume



84 Numerical simulation of carbonate rocks dissolution ...

The algorithm for solving the acid treatment problem: from the known initial distribution
of concentration and porosity, we iteratively find the distribution of the pressure field, then
from the known pressure field we determine the components of the filtration rate according
to Darcy’s law.

Next, we determine the intermediate (c},;, €i;*) and final (c’};gl, ept!) values of
concentration and porosity. Then the increase in concentration and porosity is compared
with a given small number, if the largest of them does not exceed a given number, then we
go to a new time layer. Otherwise, the time step is artificially reduced and all equations are
re-solved on the same layer until the above increments are less than a given number.

Thus, this procedure continues until the acid breakthrough at the right end of the core.
The criterion for stopping the entire calculation: there is an acid breakthrough at the right
end of the core if the average permeability increases 100 times over its original value.

4 Numerical results

This section presents the results of numerical calculations of the development/growth of
wormholes in porous media, depending on the parameters of the porous medium, acid
type and acid injection rate. The dimensions of carbonate cores are LxH=10cmx4cm and
4cmx 10cm, respectively. The other parameters are shown in tables 1 and 2.

4.1 Results for the carbonate core with dimensions LxH=10cmx4cm

Below in Figures 3-6, the results of numerical calculations of acid treatment of a carbonate
core with the size LxH=10cmx4cm are shown.

The acid injection rate in all calculations varied from 5x107° cm/s to 5x100 cm/s.
Depending on the above parameters, the optimal injection rates were determined, at which
the smallest volume of acid is required to achieve the desired increase in the average core
permeability. And also, the modes of rock dissolution were determined.

Table 1: The values of the dimensionless parameters used

Parameter Value Parameter Value
Da 40-40000 »? 0,1;2; 10
Nac 0,05; 0,1; 0,5 S, 10°

P? 10%; 10%; 10 | 2x107°
€0 0.2 Agg 0,01; 0,15

Figures 3 and 4 show the results of the numerical solution at different injection rates,
when the Thiele modulus for the pore-scale ¢? takes the value 1072, 2 x 10! and 10', and
the remaining problem parameters remain unchanged.

The Thiele pore-scale modulus ¢? characterizes the relationship between diffusion and
reaction times.

Figure 3 shows the fields of porosity and pressure at the breakthrough moment at different
values of ¢?. Figure 4 shows acid breakthrough curves depending on the change in injection
rate for different values of ¢.
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Figure 4: Acid breakthrough curves for different values of ¢?

When the reaction at rock surface begins to proceed faster than the diffusion process, a
minimum acid volume is required to breakthrough. This process can be seen from Figure 3a.
For $?=0.1 at the same values of the injection rate, the width of the dissolution channels will
be less than for ¢>=2 and ¢*>=10.

When changing the Thiele modulus for a pore scale ¢?, the pressure field straightens faster
(Fig. 3b). In the case of $?=0.1, the perturbation created by the acid injection reaches the
right end faster than for the cases of ¢?*=2 and ¢?=10.

From Figure 4 it can be seen that for different values of ¢?, the values of the optimal
injection rate lie in different intervals (for ¢?=0.1 ¢*=2 and ¢*=10, the optimal injection
rates lie in the intervals 1.1x1073, -5x 1073, 9x107%, -3x1072 and 5x107%, -9x10~*). With
a decrease in ¢?, the optimal point shifts to the right and is located below.
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The results of studying the effect of changing the Thiele modulus for the core scale on
the carbonate dissolution process are shown below in Figures 5 and 6.
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Figure 5: Distribution of porosity and pressure at the breakthrough moment at different
values of ®?
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Figure 6: Acid breakthrough curves for different values of ®2

Figures 5a and 5b show the distribution of the porosity field and pressure for different
values of ®2, when the acid breakthrough at the right end of the core. From the distribution
of the porosity field (Fig. 5a), it can be seen that with a decrease in ®2, the dissolution
channels, especially under optimal conditions (i.e., in the case of wormholes), become wider
and branched.

Figure 6 shows the distribution of acid breakthrough curves versus injection rate. In this
case, the Thiele modulus for the core scale takes the values ®* = 10*, 2 = 10° and ®? = 10,
respectively.
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In work [8], analytical formulas for the asymptote for low and high acid injection rates
were found, which are given below. The surface dissolution for low velocity is:

PVp = , (20)

The uniform dissolution for high velocity is:

ef 1 + T

1 Sh
PV — d
U= DaN,.zq / a, ©

€0

where PVp and PV are the volume of acid breakthrough in surface and uniform modes,
respectively, € is the porosity at the breakthrough moment. In accordance with the equation
(19), it is possible to approximately calculate the breakthrough volume during surface
dissolution. For example, it can be seen from Figure 6 that as the acid injection rate decreases,
the breakthrough volume tends to the horizontal asymptote, in this case to PVr = 40. For
the uniform dissolution, you can also notice this phenomenon.

4.2 Results for the carbonate core with dimensions LxH=4cmx10cm

This choice can be explained by the fact that, in practice, acidizing is usually carried out in an
area whose height (the length of the perforated zone of the well from which the acid is injected)
is much greater than its length (the radius of the contaminated zone). Therefore, research
in this area is of greatest interest. In this regard, the following are the results of numerical
calculations of the dissolution of a carbonate core with dimensions Lx H=4cmx10cm with a
change in various operating parameters, such as injection rate, Ny, ¢?, ®2. The parameters
used in the calculations are shown in Table 2 below.

Table 2: The values of the dimensionless parameters used

Parameter Value Parameter Value
Da 40-40000 ? 0,1; 2; 10
Nae 0,05; 0,1; 0,5 S, 103

2 1.6x10%; 8x10%; 1.6x10° n 2x107°
€0 0.2 A&o 0,15

In work [20], the influence of the transition from the scale of the core to the scale of
the bottomhole zone of the well on the dissolution process is investigated by changing the
geometry of the study region (changing the length and height). As shown by the study results
in this work, the density of wormholes increases with an increase in injection rate and with
a decrease in the distance calculated from the wall where the acid is injected. The authors of
this work, summarizing the results, obtained a correlation between the density of wormholes
and the injection rate. This dependency is given below.

pun(x) = a(z) In(ug) + b(z)
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where p,p(x) is the number of wormholes per meter, a(x), b(z) are correlation parameters,
ug is the acid injection rate.

The results of the study of the influence of ¢? on the dissolution of carbonate rock at
different injection rates are shown below in Figures 7 and 8.
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Figure 8: Acid breakthrough curves for different values of ¢?

From Figure 7, it is noticeable that with an increase in the height of the core sample
from 4 cm to 10 cm, the density of the dissolution channels, i.e. the number of channels
per unit height increased several times for the surface mode (I), the mode of formation of
thin channels (wormholes) (II) and the mode of branched dissolution (III). Moreover, this
tendency can be seen for all considered values of the microscopic Thiele modulus ¢*= 0.1; 2;
10. In addition, comparing Figures 8 and 4, we note that the amount of required volume of
acid breakthrough became lower in the case of a height of 10 cm (Fig. 8) compared to the
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case of a height of 4 cm (Fig. 4). This can be explained by the shorter length in the case of
the 10 cm height, which contributed to the rapid breakthrough of the acid.

Below in Figures 9 and 10 the dissolution results are shown at different values of
P2=1.6x10%, 8x10%, 1.6x10°.
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Figure 9: Distribution of porosity and pressure at the moment of breakthrough at different
values of ®2
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Figure 10: Acid breakthrough curves for different values of ®2

Figure 9 shows that with an increase in the macroscopic Thiele modulus, the shape
of the dissolution channel changes: if at a low injection rate (I) of acid for ®?=1.6x10*
the dissolution front is almost even, then for ®?= 8x10* and ®*=1.6x10° already clearly
manifests itself in the formation of several dissolution channels, i.e. dissolution channels
become thinner. This is also confirmed by Figure 10, in which the graph for ®2=1.6x10% is
located above the graphs for the remaining values of ®2. It can also be seen from Figure 10
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that the optimal injection rate, therefore, the optimal breakthrough acid volume shifts to the
left with an increase in the macroscopic Thiele modulus ®2.

5 Conclusions

The process of wormholes formation during hydrochloric acid treatment of well bottom-
hole zone in carbonate formations was examined in this paper. Numerical calculations were
performed to study the dissolution modes of carbonate cores at different injection rates.
The mathematical and numerical formulation of the two-scale model (pore-scale and Darcy’s
scale) has been implemented and the computer code of the problem was built on the basis
of the created solution algorithm for the two-dimensional case using the C++ programming
language. The dependence of the acid breakthrough volumes on the injection rate (Damkohler
number Da) was obtained for various values of the acid capacity number N,. and Thiele
modulus (¢? and ®2). Also, the influence of the core size on the dissolution process was
investigated. It has been shown that there are horizontal and oblique asymptotes at low and
high injection rates. It was found that in the case when the core height increases, the density
of dominant wormholes increases.
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NATURAL LANGUAGE PROCESSING METHODS FOR CONCEPT MAP
MINING: THE CASE FOR ENGLISH, KAZAKH AND RUSSIAN TEXTS

Concept maps are used for knowledge visualization via representing an input text or domain at
the conceptual level. Concept maps reflect the systemic relations between key concepts of a text/
domain and thereby contribute to a deeper understanding of text/domain ideas, save time spent
on reading and analysis. However, the process of concept maps construction is laborious and
time consuming. Currently, there is a lot of research on the idea of automatic generation concept
map from natural language texts. The problem has a high practical value, but in theoretical
terms, methods for its solution are mainly language-dependent. Such methods require high-quality
annotated linguistic resources, which is a serious problem for low-resource languages like Kazakh.
In this work, we analyze the issues related to language-dependent approaches and present our
experimental work on automatic generating concept maps from English, Kazakh and Russian texts.
We use a well-known language-dependent method called ReVerb which was originally developed
for English, and on the example of this method we explore the issues that we have encountered in
the case of Kazakh and Russian languages.

Key words: concept maps, concept map mining, natural language processing, low-resource
languages, R language.
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!Copcen Amamxkosos arnmuarst 1nireic Kazakcran ynusepenreri, Kasaxcran, Ockemen K.
2 Asrrait MeMyIeKeTTiK yHusepcureri, Peceit, Bapnayi K.
*e-mail: a_tlebaldinova@mail.ru
Konrnenr-kaprajgapabl eH/ipyre apHaJiFaln Taburu TijiAl eHJey 9/IicTepi: aFbLIMIbIH, KA3aK,
KoHEe OPBIC MOTIHIEPiHIH MbICATBIHAA

Komnrmenr-kapramap KOHIENTyaJ bl ACHTeliIe Kipic MOTIHIH HeMece MOHIIK affMaKThl YChIHY apKbl-
JIbL GLTIMZII BU3yaqu3anmsiay YIIH KOJJIAHBLIAILL. KOHIENT-KapTaaap MOTIHHIH/TOHIIK  aii-
MAaKTBIH, HEri3ri yFbIMJIapbl apachbiHIAFbl KYHeTiK KATBIHACTBI KOPCETE Il YKOHE COJI apKbLIbl OKY
MeH TaJIJlayFa KETEeTiH YaKbITThl YHEMIEN OTBHIPBII, IIOH/IK affMaKThIH UJIesaIapbiH TePeHipeK TYCi-
HyTe BIKIAJ eTe/li. AJaiiza, KOHIENT-KapTaaap/Ibl Kypy MPoIeci eHOeK TeH KoHe YaKbITThI KOIl Ka-
ket eresi. Kazipri yakpiTra Tabury Tiigeri MoTiHIEpAEH KOHIEIT-KapTadap/ bl aBTOMATTHI TYP/Ie
KYpYy HjiesicbiHa Oail/IaHbICTBI KOIITEreH 3epTTeyiep Kyprizityae. Mocese Korapbl TPaKTUKAJIBIK,
KYH/IBIBIKKA ¥e, Oipak TeopUsIbIK, TYPFBIIAH OHBI IIIelly 9/icTepi HerizineH Tiire toyesi. MyH-
JIait 9JlicTep aHHOTAIUAIAPBI 0ap CalaJibl IMHIBUCTUKAJIBIK, PECYPCTAP/Ibl TaJall eTejll, Oy Ka3ak,
TiTl CHSKTBI peCypCTaphl MEKTey I TIeP YIMH eley i KUbIH/IBIK TYFbI3a/Ibl. By )KyMbIcTa Tijire
TOYesIi ToclIepre 6aflIaHbICTHI TpobIeMaapra TaIaay KacaJraH »KOHe arblIIIbIH, Ka3akK,
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OPBIC TiJIEPiHIeri MOTIHIEPACH KOHIICTIT-KaPTAIAP/Ibl AaBTOMATTHI TYP/Ie KYPY OOUBIHITA 2KacaTraH
9KCIEPUMEHTTIK YKYMBIC YChIHbLIFaH. Kermmimikke 6eriai 6acTankplaa arbUIIIbGIH T YITiH 03ip-
Jierren Tifre toyesai ReVerb ojiicin KosiaHaMBbI3 XKoHE OChI 9/1iCTiH, MBICAJIBIH/IA OHbI Ka3aK, >KOHe
OPBIC TiJIEpiHe ay/1apy MocesesepiH TajiaifiMbl3.

TyiiiH ce3/ep: KOHIENT-KapTaaap, KOHIENT-KapTaHbl OHJIIpY, TaOUFU T/ ©HJIEy, pecypcTrapbl
mekTeysi Tingep, R Tim.
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Metobl 06pabOTKU €CTECTBEHHOTO SA3bIKA JIJIsi U3BJIEUEHUs] KOHIIENT-KapT: Kelic JJIsi TEKCTOB
Ha aHTJIMHACKOM, Ka3aXCKOM U PYCCKOM S3bIKaX

Konnenr-kaprsl UCHOMB3YIOTCS sl BU3YaJM3AIUN 3HAHUN [TOCPEJICTBOM IIPEJICTABIICHUS BXO/I-
HOTO TEKCTa WJIN IPEJIMETHON 00JACTH HA KOHIENTYAJIHHOM ypOoBHE. KOHIENT-KAPTHI OTPaKAIOT
CHCTEMHBIE OTHOIICHWsI MEXKJIy KJIIOYEBBIMU MOHATUSIME TEKCTa,/TPeJMETHON 00JIACTH U TeM
CaMBIM CIIOCOOCTBYIOT 6oJjiee TUIyDOKOMY MOHMMAHUIO WEH TPEIMETHON 00/IaCTH, SKOHOMS BPEMsI,
3aTpadnBaeMoe Ha urenne W apagm3. OJHAKO caM IMPOIECC TOCTPOCHUsT KOHIENTYaTbHBIX KapT
TPYZ0EMOK U TpedyeT MHOrO BpeMeHu. B macrosiiee BpeMsi IPOBOJUTCS MHOIO HCCJIEIOBAHMIA,
CBSIBAHHBIX C WJeeil aBTOMATHYECKON TeHEPAINN KOHIIENT-KAPT U3 TEKCTOB Ha ECTECTBEHHOM
A3BbIKE. 3ajlada MMEET BBICOKYIO HPAKTUYECKYIO IEHHOCTHb, HO TEOPETHYECKH METOJbI €€ pe-
MMEHNsT B OCHOBHOM SIBJISIIOTCST $I3BIKO-3aBUCUMBIMHU. TaKwe MeTOAbI TPEOYIOT KATeCTBEHHDBIX
JINHIBUCTHYECKUX PECYPCOB C AHHOTAIMSAMH, 9YTO IPEJICTABIAET CEPHE3HYI0 TPYIHOCTDH LIt
TaKMX MAJIOPECYDPCHBIX $3BIKOB, KaK Ka3axcKuil. B 3Toft paboTe Mbl aHAJIM3UpPyeM MTPOOIEMBI,
CBABAHHDIE C T3BIKO-3aBUCUMDBIMI MTOIXOMAMHI, W MPEJICTABIAEM HAITY SKCIIEPUMEHTAILHYIO paboTy
[0 ABTOMATUYECKOIl T'eHepary KOHIENTYaJbHbIX KapT U3 TEKCTOB Ha AHIVIMIICKOM, Ka3aXCKOM
U PYCCKOM s3bIKax. MBI HCIIONB3yeM XOPOIIO WM3BECTHBIN, SI3BIKO-3aBUCHMBINT MeTos ReVerb,
KOTODBIIl M3HAYAJBHO ObLI pa3paboTaH Jiisi aHIVIMICKOIO s3bIKa, W Ha [PUMEpPE 3TOr0 MeToja
aHAIU3UPyeM MPOOIEMBI €ro TEePEeHOCa Ha Ka3aXCKUHl U PYCCKUl sI3bIK.

KiroueBsble ciioBa: KOHIENT-KAPThI, H3BJICUCHIE KOHIEIIT-KapT, 00pab0TKa €CTECTBEHHOTO S3bIKA,
MaJIOPECYPCHBIE SI3BIKM, I3BIK R.

1 Introduction

As powerful knowledge visualization tools, concept maps allow representing a text and its
domain at a conceptual level. They link the key concepts and ideas of a text into a single
conceptual framework, which is a kind of guide to a given text and contributes to a deeper
understanding of it. Well-built concept maps allow reducing the mental and physical stress
on a human, saving time spent on reading and analyzing. The latter actualizes the problem
of automatic generation and embedding of concept maps into digital reading services. The
problem is at the junction of three disciplines at once — human-computer interaction, natural
language processing and digital reading, and largely inherits the challenges of each of them.
First, there are challenges posed by the high creative variability inherent in the concept
mapping process. There is no single correct way of constructing concept maps, and therefore
no unambiguous assessment criteria: this is a creative process, during which new ideas and
new, previously non-verbalized relations are generated |2]. Second, there are the challenges
posed by traditional natural language processing issues. Generating concept maps from
natural language texts involves solving problems such as text preprocessing, open information
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extraction, co-reference resolution, etc. [3]. Third, these are the challenges caused by the
novelty of the problem of digital reading [4].

Taken together, all these challenges determine the scientific complexity of the problem
of automatic generation of concept maps from natural language texts. They determine the
fact that, despite the enormous practical significance, in theoretical terms, this problem is
not fully resolved. In this article, we review 20 years of research it the field of automatic
concept map generation and analyze the issues related to language-dependent approaches
such as ReVerb [5]. We use a well-known language-dependent method called ReVerb which
was originally developed for English, and on the example of this method we explore the issues
that we have encountered in the case of Kazakh and Russian languages.

2 Related work

During the period from 2001 to 2020, about fifty works were published, directly related to
the topic of automatic construction of concept maps based on texts in natural language.
Table 1 presents 45 of the most famous publications, of which 24 are conference reports,
20 are journal articles, and 1 is a doctoral dissertation. Previously, these publications were
compared with publications included in the review of related works given in [44]. The authors
of this thorough and in-depth review covered the period from 2001 to 2016 and highlighted 30
relevant publications; this table supplements their overview with uncovered years and works.
Most of the publications listed in the table use methods of morphological and syntactic
analysis to identify concepts and relations contained in the text [6, 7], [11,12], [18], |20],
[22], [25-27], |29,30], [36], [38], [40-42]. Typically, these are techniques such as POS tagging,
syntax tree building, and morpho-syntactic patterns extraction. These methods are often
supplemented by co-reference resolution, synonym extraction, and named entity recognition
[6, 18, 26,27, 30, 36,40|. Several publications use the search for association rules to extract
relations [9, 28, 39, 50].

The extracted concepts and relations are often grouped into larger categories and/or
ranked in order of importance. For grouping, as a rule, clustering methods are used [6, 16,30,
32|, and for ranking — statistical methods such as TF-IDF [32,36,42,48,49|, LSA [6,17,32],
PCA [16], HARD [39], VF-ICF [30], two articles use a method for measuring bursts in text
streams [42,49].

Ultimately, the most significant concepts and the relations connecting them are combined
into a single map, which from the mathematical point of view is a graph [39,49|. In most
publications, this stage is not described or described superficially, with the exception of [49],
in which the construction of the graph is considered as NP-complete optimization problem
with constraints imposed on the size and connectivity of the graph, and with an objective
function that maximizes the total significance of vertices and edges included in the graph. It
should be noted that [49] is notable not only for the detailed consideration of the final stage
of assembling a concept map from previously extracted fragments (by constructing a graph).
The author of this work also painstakingly considers all stages of generating concept maps,
and combines them into a single logical scheme, consisting of five subtasks of the first level
and eight subtasks of the second level (Figure 1). Through its comprehensive decomposition,
the scheme provides a universal basis for comparing different approaches.
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Table 1: List of related research for the period of 2001-2020

Year | Publication title, reference

2001 | Automatic reading and learning from text [6]

2002 | Knowledge discovery from texts: a concept frame graph approach [7|

2003 | Concept maps as visual interfaces to digital libraries: summarization,
collaboration, and automatic generation [8]

2004 | A new approach for constructing the concept map 9|

2005 | Using concept maps in digital libraries as a cross-language resource discovery
tool [10]

92006 Jump-starting concept map construction with knowledge extracted from
documents
Concept mining for indexing medical literature [12]

2007 | A new approach for constructing the concept map [13]
Automatically constructing concept maps based on fuzzy rules for adapting
learning systems [14]

2008 | Building domain ontologies from text for educational purposes [15]
Mining e-Learning domain concept map from academic articles [16]
Concept map mining: A definition and a framework for its evaluation [17]
Mining knowledge from natural language texts using fuzzy associated concept
mapping [18]
Concept extraction from student essays, towards concept map mining [19]

2009 | Toward a fuzzy domain ontology extraction method for adaptive e-learning [20]
A concept map extractor tool for teaching and learning [21|
Concept Maps core elements condidates recongnition from text [22]

2010 | Mining concept maps from news stories for measuring civic scientific literacy
in media [23]
Analysis of a Gold Standard for Concept Map Mining — How Humans
Summarize Text Using Concept Maps [24]

2011 | Generating concept map exercises from textbooks [25]

9012 The automatic creation of concept maps from documents written using
morphologically rich languages [26|
English2mindmap: An automated system for mindmap generation from
English text [27]
Constructing concept maps for adaptive learning systems based on data mining

2013 | techniques [28§]

Document analysis based automatic concept map generation for enterprises
[29]

Concept map construction from text documents using affinity propagation [30]




96 NLP Methods For Concept Map Mining ...

Year | Publication title, reference

A practical approach for automatically constructing concept map in e-learning
environments [31]

Automatic concept maps generation in support of educational processes [32]
Burst analysis of text document for automatic concept map creation [33]
Evaluation of concept importance in concept maps mined from lecture notes
34)

Burst analysis for automatic concept map creation with a single document [35]
Implementation of method for generating concept map from unstructured text
in the Croatian language [36]

An automatic construction of concept maps based on statistical Text Mining
[37]

Exploiting concept map mining process for e-content development [3§]

Using prerequisites to extract concept maps from textbooks [39]

Automatic construction of concept maps from texts [40]

Bringing structure into summaries: crowdsourcing a benchmark corpus of
concept maps [41]

Utilizing automatic predicate-argument analysis for concept map mining [42]
Research on a new automatic generation algorithm of concept map based on
text clustering and association rules mining [43]

Towards technological approaches for concept maps mining from text [44]
Improving an Al-based algorithm to automatically generate concept maps [45]
Concept map mining approach based on the mental models retrieval [46]
2019 | Fuzzy concept map generation from academic data sources [47]

Using a recommender system to suggest educational resources and drawing a
semi-automated concept map to enhance the learning progress [48|
Automatic structured text summarization with concept maps [49]

2020 | Research on a new automatic generation algorithm of concept map based on
text analysis and association rules mining [50|
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Figure 1: General scheme for solving the problem of automatic generation of concept maps
from texts in natural language [49| (task numbering is ours)



A.B. Nugumanova et al. 97

3 Material and methods

3.1 ReVerb relation extraction method

Over the past two decades, the solution to the problem of automatic generation of concept
maps from natural language texts has been largely based on the methods of parsing. Since
these methods are language-dependent, the degree of their elaboration directly depends on
the status and resource availability of the language used. Most of the cited publications use
language-dependent methods designed for English language [39,48|. In other words, there is
a clear imbalance not only between language-dependent and language-independent methods
of generating concept maps (not in favor of the latter), but also between high-resource and
low-resource languages (also not in favor of the latter).

ReVerb which we use in this work, is exactly the kind of such language-dependent methods.
It takes as input a POS-tagged sentence and returns a set of (z,r,y) extraction triples [5].
The method first identifies relation phrases that satisfy syntactic and lexical constraints, and
then finds a pair of entities (noun phrases) for each relation phrase. The method retrieves
only sequences of tokens expressing a verb relation located between two entities, for example:
“We trust in God”. The method does not provide relations that are located differently in the
text, for example: "In God we trust". Given an input sentence s, ReVerb follows the next
algorithm:

e Step 1. For each verb v in the sentence s, find the longest sequence of words 7, such
that

— r, starts at the verb v,
— r, satisfies the syntactic constraint,
— r, satisfies the lexical constraint.

— r, satisfies the lexical constraint. If any pair of verbal sequences r,; and r,, are
adjacent or overlap in the sentence s, they are merged into a single sequence.
Therefore, the relation phrase must be a contiguous span of words in the sentence.

e Step 2. For each relation phrase r identified in Step 1,

— find the nearest noun phrase x to the left of r in a sentence s such that z is not a
relative pronoun,

— find the nearest noun phrase y to the right of r in a sentence s. If such an (x,y)
pair could be found, return (x,r,y) as an extraction.

The syntactic constraint requires for English relation phrases to match POS-tag patterns
such as V (a verb, e.g., write), VP (a verb followed by a preposition, e.g., written by), VN?7P
(a verb followed by a noun and ended with a preposition, e.g., is a part of), and so forth. The
lexical constraint separates valid relation phrases from over-specified ones using an external
relation database.
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3.2 Experimental work

We realize ReVerb method with the help of R language and UDPipe text processing models.
UDPipe it is a pipeline which is based on Universal Dependencies 2.4 Models and provides
pre-trained language models for various languages [51]. Experiments on English texts have
been carried out using the joint model “english-ewt-ud-2.4-190531". Tokenizer, POS tagger,
lemmatizer and parser models have been applied to input texts (see Figure 2). The output
was a preprocessed corpus (see Figure 3). Then POS-tagging patterns have been applied to
corpus tokens in order to extract relations (verb phrases) and entities (noun phrases). For
example, the pattern <VB>7<IN> has been applied to extract relations like “flows” or “flows
into”, and the pattern <DT>?<PRP>7<JJ>*<NN> has been applied to extract entities like
“The Baltic Sea”. Matched relations and entities phrases have been sorted in the order they
appeared in the sentences, and if they formed a sequence ‘noun phrase — verb phrase — noun
phrase” they have been extracted as a triplet. Finally, a concept map has been constructed
from found triplets (see Figure 4).
[ Library (udpipe)

Library(stringr)
library(visNetwork)

# Input texts
tat <- ¢(dl = "Thames flows through London”,
d2 = "The source of the Thames lies in Gloucestershire®,

d3 = "Thames flows into the North Sea®,
d4 = "The Baltic Sea is connected to the North Sea via the Skagerrak and Kattegal

u.model = udpipe_load_model( "english-ewt-ud-2.4-130531.udpipe")
corpus = udpipe(txt, object-u.model)

Figure 2: Applying UDPipe to English texts

Gochd g ol e Wl md leml bhmd  tem ey e

Figure 3: The output of UDPipe for English texts

Experiments on Russian texts have been carried out using the joint model “russian-gsd-ud-
2.4-190531” from Universal Dependencies 2.4 Models. Tokenizer, POS tagger, lemmatizer and
parser models have been applied to input texts (see Figure 5). The output was a preprocessed
corpus (see Figures 6-7). The POS-tag patterns, as is the case with English, have been applied
to tokens, and a concept map has been constructed from found triplets (see Figure 8). Despite
the fact that there are some parsing errors in the corpus, these errors generally do not affect
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_desin— ’O
The source of the Thames

Gloucestershire

don
connecteto the Norih Se:
e flows through

The Baltic Sea

Thames

Figure 4: The final concept map based on English texts

the result of extracting relations and entities. Logical errors of the ReVerb algorithm are more
serious. In particular, from the sentence "Uptoim wecer con Bojbl B CeBepHblii Jle10BUTHIf
okean" (“Irtysh carries its water to the Arctic Ocean”) three entities, viz. “Uprein” (“Irtysh”),
“cBom BoapI” (“its water”) and “Cesepusrit Jlegosursrit okean” (“the Arctic Ocean”), and one
relation “mecer” (“carries”) are extracted, so the resulting triplet is constructed as “Uprsirn —
necer — ceou Bogbl” (“Irtysh — carries — its water”). However, the correct version should be
“Uprbrmn — wecer ceou Bojbl B — CeBephbiit Jlegosursiit okean” (“Irtysh — carries its water to
— the Arctic Ocean”).

[setwd (" /home/anugumanova/spaceR/™)

library(udpipe)
library(stringr)
library(vishetwork)

# Load models

u.model = udpipe_load model(file = "russian-gsd-ud-2.4-198531.udpipe”)

# Input texts
i
tut <- c(dl = "MpTea vecer coou somw B Cesepubdl NepoeuTul oxean”,
d2 = "MpTew BAMBAETCA B NpOTONMOE 03epo JadcaW”,
d3 = "WpTew npoTexaeT wepes ropof YcTe-Kamenoropck”,
dd = "WpTel BAMBAETCA B peky 06",
d5 = "Kpacweeiiwan pexa Cwbwpn Obb enapaet & Kapckoe mope”,
dé = "MpTew Bepet cece mavano B Kutae wa rpanwue ¢ Momronsckum Antaem”)

corpus <- udpipe(txt, chject=u.model)

Figure 5: Applying UDPipe to Russian texts
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lemma upos xpos
Mpmew HpToay PROPN MNP
megeT nelTy VERE VBC
= -] od DT PRPS
L5 BoAR NOUN NN
] L] ADP N
Cesepmuid ceseprni ADJ L
Negomumsi Negoeumsii ADJ L
-0 -l NOUN MN
Mt HMpTuw PROPN  WNP
BAVEBETCR EABATECR VERE wBC
B L] AD@ N
rpeTousoe npeTwi AD) iie
caepe L] NOUN NN
|| 3aiican Safican NOUN NN

feats

Animascy =Anim|Case=Nom|Gender=MasciNumbe
AspectuimpiMood=ind|NumbermSing Perscan3[t
Anitnacy=inaniCases AceiNurmbersPiur

Animacy =InaniCase = AcciGendersFem|Numbersf|

Animacy slraniCasewAciDegreen PasiGendera bl
Animacy=inaniCase=AcciDegreenPosiGendershl|
AnimagysinaniCases AcciGendersMasc/Numbers
Animagy wAnim|Case=Nom|Gengers Masc MNumie

Aspect=impiMocd=Ingd|NumBer=SingiPerson =31

Case=AcciDegreesFosGendersheutiNumbersS)
AnimatysiraniCases AcciGanders Naut|Numbars |

Anitnaty=InBniCase=Nom|Gender=ascNumbes

Figure 6: The output of UDPipe for Russian texts

token type
1 Womew NOwN_phrase
L CEOW BOSu nown_phrase
5 Cemeprns] legomuTeii Ousds  nOLN_phrase

Figure 7: Entities (noun phrases) extracted from the sentence "Vproim Hecer cBon BoJpbI B
Cesepmbiit JlegoBurhiit okean"

cooe n;irc

A emon
.~ coow pom

\ HeckT
o >4
- pieg

Vs ‘ermbserca

enueaetia 8

npoTesaeT vepes RpoTouNce o3epo Jakcan

ropoA YoTe-Kaueroropok

Figure 8: The final concept map based on Russian texts

Experiments on Kazakh texts have been carried out using the joint model “kazakh-ud-2.0-
170801” from Universal Dependencies 2.0 Models (there is no models for Kazakh language
in the Universal Dependencies 2.4 Treebank). Tokenizer, POS tagger, lemmatizer and parser
models have been applied to input texts (see Figure 9). The output was a preprocessed corpus,
and as it shown in Figure 10, there are a number of serious POS tagging errors which leads
to a very low performance in triple extraction (see Figure 11). At the same time, manually
correcting POS tags results in a more believable concept map (see Figure 12).
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u.model = udpipe_download_model(language="kazakh",
udpipe_model_repo='jwijffels/udpipe.models.ud.2.0')

txt ¢ ¢(dl = "Epric Obe e3ewine Kyam'",
d? = "Kapa Epric e3eni Kwrailnan bactanam”,
d3 = "Epric ezeni Ockemen apkumi eTeal”,
dd = "gpemi Naenogap kanace EpTic e3eHiWiy WawHaa opHanackax")

corpus <- udpipe(txt, object=u.model)
corpus|corpusétoken=="Epric", "upos"] = "PROPN"
corpus|corpusttoken=="azeni", "upos”] = "NOUN"

Figure 9: Applying UDPipe to Kazakh texts

token  lemma  upos
Epmic Epric MUM
Ode o1 MOUN

aign e aignng PRON

KRN L] VERE
Kapa Kapa RNOUN
Epric epTic MUR
L L ARI

Knmafgas  Kpmadzam | NOUN

Figure 10: The output of UDPipe for Kazakh texts

Figure 11: The output of UDPipe for Kazakh texts. An incorrect version of a concept map
based on wrong preprocessing of Kazakh texts
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O_ . —OpHANACKAH— VO

HAHBIHAA
EprTic esetitin

OV' “\

Komaigat
GacTanaaw
e apKeinkl eTeal
Kapa Epric esenl
Q
OfibEe Epric oaeni

Figure 12: A version of a concept map based on manual preprocessing of Kazakh texts

4 Conclusion

In this paper, we considered an algorithm for extracting triplets of the "entity - relation
- entity"type from texts in English, Kazakh and Russian. The algorithm is based on the
use of syntax patterns and depends on the availability of annotated linguistic resources.
It demonstrates acceptable results for Russian and English. However, experiments carried
out for Kazakh texts have shown that the algorithm demonstrates very low quality in the
absence of such linguistic resources. In our future work, we plan to explore alternative ways
of constructing concept maps for low-resource languages such as Kazakh.
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CONVOLUTIONAL DEEP LEARNING NEURAL NETWORK FOR
STROKE IMAGE RECOGNITION: REVIEW

Deep learning is one of the developing area of artificial intelligence research. It includes artificial
neural network-based machine learning approaches. One method that has been widely used and
researched in recent years is convolution neural networks (CNN). Convolutional neural networks
have different research issues and medicine is one of the main ones. Today, the predominant
global problem is acute cerebral blood flow disorder - stroke. The most important diagnostic tests
for stroke are computerized tomography (CT) imaging and magnetic resonance imaging (MRI).
However, late recognition and diagnosis by a specialist can affect the lives of many patients.
For such cases, the role and help of convolutional neural networks are extraordinary. In-depth
clustering neural networks apply non-linear transformations and abstractions of high-level models
in large databases. Year after year, advances in the field of deep learning architecture, namely
crate neural networks for the recognition of stroke, are making an important contribution to
medicine’s evolution. In this paper, a review of the achievements of deep learning neural networks
in the recognition of stroke from brain images is considered. This review chronologically presents
the main neural network block diagram and open databases providing MRI and CT images. In
addition, a comparative analysis of convolutional neural networks are used in this study of stroke
detection is exhibited, in addition achieved indicators of the methodologies used.

Key words:: artificial intelligence, deep learning, stroke, convolutional neural network, MRI, CT.
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NucynbTTi Tamyra apHaJFraH KOHBOJIOIHUSJIBIK HEMPOHIBIK TE€PEH OKBITY »KeJIici: 1oJry

Tepen OKBITY-2KacaHIbI HHTEIEKTTI 36PTTEYIIH JAMBIIT KeJie YKATKAH cagatapbuiasid 6ipi. O xa-
CaHIbl HEWPOH/IBIK, YKeJIijiepre Heri3ae/ireH MalluHAJIbIK, OKBITY d/1icTepid KaMTH bl COHPBI JKbLI-
Jlapbl KeHIHEH KOJIIAHBLIATBIH YKOHE 3ePTTEJIETIH 9/icTep il Oipi — KOHBOJIOIUSIIBIK HEHPOHIBIK,
kestizzep (CNN). KoHBOMOIUSIIBIK, HEAPOHIBIK YKeJiljiep opTypJil 3eprrey MiHJerTepine ue, aji Me-
JIUIIHA caJiachl — 6acThl MiHJAETTEPTiH 6ipi 60JIbIT TabkLIa bl ByriHri TaH/1a 6ac MUBIHBIH, KAHMEH
KAMTaMacChl3 eTiIyiHiH KypT OY3bLIYBI — HHCYJIBT, OACHIM KahaHIbIK mpobieMa OOJIBIT CaHaIa b
VHCybTTiH €H MaHBI3/Ibl INATHOCTUKAJIBIK 3epTTeyiepi — KoMmmbiorepaik Tomorpadus (KT) xome
MArHUTTIK-pe30HaHCTBIK, ToMorpadus (MPT). Anaiina, MaMaHHBIH yAKTHLIBL JIUATHO3 KOMBIT, KO-
MEKTece aJiMail KaJIybl KOIITereH MalMeHTTep/liH eMipiHe ocep etyi mymkin. MyHmait xarmaitaapia
KOHBOJIIOIIUASAIBIK, HEMPOHIBIK KeJIJIePin peJii MeH komeri 30p. TepeH OKbITY/IbIH, KOHBOJIIOIHSI-
JIBIK HEHPOHJIBIK, YKeJIijIepi YIKeH MaJiMeTTep 6a3achlH/Ia KOFapbl JICHIeHJ MOJIEIbIEP/IiH, ChI3bI-
KTBI eMeC TYPJIeHIipyiepi MeH abCTpaKIIsaIapbiH KOAaHa bl 2KbUTIan XKbLIra Teper 0i1im 6epy
APXUTEKTYPACHIHIAFBI 2KETICTIKTED, aTal affTKaHa HHCYJIBTTHI TAHYTa, KOHBOJIIOUSIBIK HEHPOH-
JIBIK, ZKeJIlJIep MeJIUIMHAHBIH JaMyblHa alTapJsblKTail yyiec KocaJibl. By MakaJiaja WHCYJIBTTH
MUJIBIH, CyPEeTTePiHEH AHBIKTAyFa HEMPOHJIBIK TEPEH OKBITY KeJIJIEDUHUH KeTiCTIKTepl TypaJsibl
oty Oepinrer. Bepinren tmrosyia HEHPOHIBIK KeJIHIH HEri3ri cxemMachbl XPOHOJIOTHSIIBIK, TYPIE
yewrabral ykoHne MPT men KT cyperrepin ambik Typie KOJIaHbICKa OepeTin MosiMerTep Has3a-
col KenTipiaren. COHbBIMEH KaTap, HHCYIBTTHI aHBIKTAY/1a KOHBOIIOMHUSAIBIK HEHPOHIBIK YKeILIepii
KOJIJIAHYFa CaJIbICTBIPMAJIBI TAJIJIay, COHJIall-aK KOJIJAHBLIATHIH 9/IiCHAMAJIAD/IbIH, XKETICTIK KOPCeT-
Kimmrepi YChIHBLIFAH.

Tyitian ces3/ep: KacaH bl HHTEJJIEKT, TEPEH, OKbITY, KOHBOJIFOIUSIIIBIK, HEITPOHIBIK, YKeJIi, HHCYJIbT,
MPT, KT.
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I'nybokoe oOyueHne sBJISIETCS OJIHUM M3 PA3BUBAIOIIMXCS OOJIACTH UCCIEIOBAHUS MCKYCCTBEHHOTO
nure/uiekta. OHa BKIIOYAET B e METOIBI MAITUHHOTO 00YYeHUsI, KOTOPbIe OCHOBAHBI HA UCKYC-
CTBEHHBIX HEHPOHHBIX ceTsaX. OHIM U3 METOOB, KOTOPBIi IMTIPOKO MPUMEHSIETCS U UCCIEIYETC B
HOCJIEJIHIE TOJIBI, 3TO - cBepTouHble Hefiponublie cetr (CNN). OHu nMeroT pasHblii CieKTp 3a71ad uc-
CJIeIOBaHUI, M MEIUIINHA OTHA U3 TVIABHBIX. Ha Ceromuamntuuii 1eHb, mpeBaaInpyomeit riodbaabHoi
IpOHJIEMOIT CIUTAETCsT OCTPOe HapyIeHne KPOBOCHAOXKEHMST TOJIOBHOTO MO3Ta - HHCYJ/IbT. HanboJiee
BayKHBIMU JIMATHOCTUIECKUME UCCJICIOBAHUSIMUA TIPU WHCYIBTE CUUTAIOTCS KOMITBIOTEDHAST TOMO-
rpacdua (KT), a rakxke marnurno-pesonancuas romorpadus (MPT). Oanako, necBoeBpeMeHHOe
pacrio3HaBaHue n JUATHOCTUPOBAHUE CO CTOPOHBI CIIEIUAJMCTA MOTYT MOBIUITH HA KU3HU MHO-
IUX TAIUeHTOB. JljIs MOMO00HBIX cilydaeB, POJIb U IIOMOIIbL CBEPTOYHBIX HEHPOHHBIX CeTell BesTHKA.
Cseprounble HEHPOHHBIE CETU TJIYOOKOIo 00ydYeHUs UCIOAb3YeT HeJIuHeHbIe pehopMUPOBAHUA 1
abCcTpakuy Mojiesieil BHICOKOTO YPOBH B OOMBIMMX 6asaxX JaHHBIX. [0 3a TOMOM, MOCTUKEHUST B
00JIacTi apXUTEKTYPhI IJIyOOKOro OOyUeHUst, & UMEHHO CBEPTOYHBIX HEHPOHHBIX ceTeil, /i pac-
TO3HABAHUST WHCYIHTA BHOCAT 3HATUTETHHDLIN BKJIA B PA3BUTHE MEIUINHBI. B 9T0it cTarhe mpe-
craBJieH 0030p JIOCTUXKEHUsI HEHPOHHBIX ceTeil riiyboKoro oOydeHusl B pacliO3HABAHUsI WHCYJIbTA
110 M300paskeHusiM Mo3ra. B ciejiyroneM 0630pe XPOHOJOTHIECKH TTPeICTAaBIeHO, OCHOBHAsT OJIOK-
cxemMa HefpOHHOII ceTH M OTKPBIThbIe 0a3bl JaHHbBIX, MpeaocTasidionme n3odopaxkernus MPT u KT.
Kpowme Toro, mpejcrapieH cpaBHUTEIbHbBIN aHAJIN3 UCIIOJIb30BAHUSI CBEPTOYHBIX HEPOHHBIX ceTeil
TIPU BBISBJICHUN UHCY/IbTA, & TAKXKE JOCTUTHYTHIE TTOKA3ATEN UCIOIB3YEeMONH METOIOTOTHA.
KuroueBbie cjioBa: UCKYCCTBEHHBIN HHTEJLIEKT, TJIyOOKOe 00y YeHne, CBePTOYHAST HEHPOHHAST CeTh,
nucynst, MPT, KT.

1 Introduction

Data mining and deep learning have recently become the most popular topics among the
scientific community, with surprising results in robotics, image recognition and artificial
intelligence (AI). For many years, vast amounts of data have been collected for statistical
purposes. Statistical curves can be used to forecast future behavior by describing the past and
present. For decades, however, only traditional methods and algorithms have been employed,
and refining these algorithms can result in successful self-learning [1]. Based on existing
numbers, diverse criteria, and advanced statistical methodologies, better decision-making
can be achieved. As a result, one of the most important applications of this optimization is
in medicine, where vast datasets of symptoms, causes, and medical judgments can be utilized
to anticipate the best approaches for quick mapping and treatment of stroke [2].

Stroke, also known as impaired cerebral circulation, is a central nervous system injury that
is one of the major causes of death in developed countries. The average global lifetime risk of
stroke grew from 22.8 percent in 1990 to 24.9 percent in 2016, according to The Global Burden
of Disease 2016 Lifetime Risk of Stroke Collaborators, a relative rise of 8.9 after accounting
for the competing risk of death from any cause other than stroke [3]. According to a research
from the Centers for Disease Control and Prevention, stroke has risen from third position
in 2007 to fifth position in 2017 due to mortality in the United States[4-6]. Nevertheless,
there is the possibility of recovery in the injured area if treatment is given immediately.
In the past, neuroimaging was performed mainly to exclude haemorrhagic, tumour diseases
and infectious etiology from the ischaemic cause of stroke, and the role of diagnostic and
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therapeutic efficacy of neuroimaging and interventional neuroradiology in the acute treatment
of stroke has been limited. With recent advances, neuroimaging is now an important part
of stroke treatment. Information from CT scans can be useful to show the differences and
similarities between the objects that make it up. The medical examiner performs visual
segmentation during the examination in order to highlight specific areas capable of displaying
pathological changes. However, the changes that appear on MRI and CT scans are usually
subtle and in some cases imperceptible to simple visual analysis [7]. These digital images
contain approximately 4,000 different shades of grey, whereas the human visual system can
distinguish approximately 64 shades of grey in the same light condition. Thus, computational
analysis can reveal a large number of features that are not easily detectable to the human
observer. In this context, it is crucial to develop computational tools to help the physician
to make a diagnosis in order to prevent, detect and monitor this neurological disease. These
tools are based on research of medical images, as they can provide a lot of information about
a patient’s health. Such computational analysis often reduces the subjectivity of diagnosis
while providing higher accuracy of invasive treatments [8]. The reported research suggests
that an automated diagnostic system trained to use large amounts of patients’ physiological
signal and image data, based on artificial integration of advanced signal processing and deep
learning in an automated fashion, can help neurologists, neurosurgeons, radiologists and other
medical professionals make better clinical decisions. So far, convolutional neural networks,
one of the deep learning techniques, have given good practical results in medical imaging
research. In view of this, it is an urgent task to study convolutional neural network artificial
intelligence for stroke diagnosis from medical-images.

The purpose of this paper is to provide an overview of deep learning convolutional neural
networks and image processing approaches for detecting strokes in MRI and CT images.

2 Material and methods

Deep learning was initially coined in 2006 as a new discipline of machine learning research. It
was first described in a similar way to hierarchical learning in [9], and it usually encompassed
a wide range of pattern recognition-related disciplines of study. Deep learning takes into
account a few crucial elements, including non-linear processing in layers or stages, as well
as supervised or unsupervised learning. [10].The input algorithm in nonlinear multilayer
processing of the active layer is the preceding layer. Between the layers, a hierarchy is
formed to sort the value of the data that is regarded helpful. A similar time, supervised
or unsupervised learning is linked to the class target label, with its presence indicating a
supervised system and its absence indicating an unsupervised system.

2.1 Convolutional neural networks

Artificial neural networks have risen to prominence in the processing of unstructured data
in recent years, including pictures, text, audio, and voice. Convolutional neural networks
(CNNs) are giving very good results for such unstructured data. Whenever there is a
topology associated with the data, convolutional neural networks are doing a good job on
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features extraction from given set of data. Architecturally, CNNs are inspired by multilayer
perceptron neural network (MLP-NN). By setting local connectivity constraints between
neurons of neighboring layers, CNNs make use of local spatial correlation. The core element
of CNN is the processing of data through a convolution operation. The convolution of
any signal with another signal creates a third signal that can reveal more information
about the signal than the original signal itself. Convolutional neural networks (CNNs) are
based on image convolution and detect features based on filters that are learned by CNNs
through training. For example, we do not apply any known filters to detect disease or to
remove (Gaussian noise, but using a convolutional neural network to train, the algorithm
learns the image processing filters itself, which may be very different from conventional
image processing filters. For supervised learning, the filters are learned so that the overall
cost function is reduced as much as possible. Typically, the first layer of convolution
learns to detect the presence of stroke, while the second layer can learn to detect more
complex forms that can be formed by the formation of different types of stroke, such as
ischaemic, haemorrhagic, and so on. The third layer and beyond learns much more complex
objects based on those created in the previous layer. One of the fundamental things about
convolutional neural networks is the sparse connectivity that arises from the weight of
sharing, which decreases the number of parameters to learn by a significant amount. The
same filter can learn to detect the same edge in any given part of the image because of
equivariance property, which is an excellent convolution property useful for object detection.

2.2 Convolutional neural network components

A convolutional neural network’s typical components are listed below:

The image’s pixel intensity will be stored in the input layer.. For the red, green, and blue
(RGB) color channels, an input picture with width 64, height 64, and depth 3 would have an
input size of 64x64x3.

The convolution layer takes the pictures from the preceding layers and convolves them
with a specified number of filters to generate output object mappings. The supplied number
of filters equals the number of output object mappings. TensorFlow’s or PyTorch’s CNNs
have largely employed 2D filters up until now, however 3D convolution filters have just been
added.

Theactivation functions for CNN are usually ReLUs. After traveling through the ReLLU
activation layers, the output measurement is the same as the input value. The ReLLU layer
gives the network non-linearity while also providing unsaturated gradients for the positive
network inputs.

In terms of height and breadth, the merging layer will lower the dimensionality of the 2D
activation cards. The depth or number of activation maps is unaffected and remains constant.

Traditional neurons in fully linked layers get distinct sets of weights from preceding layers;
unlike convolution processes, there is no weight sharing between them. Through independent
weights, each neuron in this layer will be linked to all neurons in the previous layer or all
coordinate outputs in the output maps. Class output neurons are fed inputs from finite fully
connected layers for classification.



110 Convolutional deep learning neural network . ..

Al Crof1 Hnomoe TTomHo cThIO
Croit IelHbat - COeIIHEHHE
RELU o0beqUHeHHA e CBA3aHHBIC
i CBEPTKH =
BxomgHoit P cIoH
CIoit J i —

-

BrixonHoii
@ GIoK

Figure 1: Basic block diagram of a convolutional neural network

Figure 1 shows a basic convolutional neural network that uses one convolutional layer, one
ReLU layer and one association layer, followed by a fully connected layer and finally an output
classification layer. The network tries to distinguish images of the brain with a stroke from images of
a healthy brain. The output device can be thought of as a sigmoid activation function because it is
a binary image classification problem. Typically, for most CNN architectures, multiple layer-ReLLU
convolutional layer combinations are stacked one after the other before the completely unified layers.

2.3 Data sets Algorithms that use deep learning of convolutional neural networks are promising,
but they require large training data sets to optimize the performance of large productions. For
research and software development in stroke detection, vast datasets have been created and are
publicly available, here are some of them:

e ISLES - data collection on patients with stroke and related expert segmentations.

e ATLAS Open Data provides open access to proton-proton collision data on the tank for
educational purposes. Developed in collaboration with students and educators, ATLAS Open
Data resources are suitable for high school and college students as well as researchers.

e BraTS, which uses multi-institutional preoperative MRI scanning and focuses on the
segmentation of internally heterogeneous (in appearance, shape and histology) brain tumours,
namely gliomas.

e BioGPS is a free, extensible and customizable gene annotation portal, a complete resource for
studying gene and protein function, with datasets.

e The International Stroke Database is designed to provide the international stroke research
community with access to clinical and research data to accelerate the development and
application of advanced neuroinformatics in clinical settings to improve patient management
and ultimately patient outcomes.

3 Results and discussion

Convolutional neural networks have proven to be a leader in image recognition and segmentation
for large datasets among deep learning methods. Year by year, researchers in the field of brain lesions,
namely stroke, get good results in identifying convolutional neural networks were used to study the
illness in compatibility with various machine learning algorithms. Table 1 below shows the results of
researchers in the field of stroke using convolutional neural networks over the last 4 years and their
results.
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Table 1: Comparative analysis of the use of convolutional neural networks for stroke detection

Link to article Year of Neural Image type Dice or

research network Accuracy

[11] 2020 DCNN MRI 0.86

[12] 2020 CNN CT 0.88

[13] 2020 DCNN MPT 74%

[14] 2020 3DRCNN MRI 0.64

[15] 2020 CNN CT 79%

[16] 2020 CNN 2DMRI 95.33%

[17] 2019 CNN  (LeNet, MRI 96%, 85%

SegNet)

[18] 2019 3DCNN KT 93%

[19] 2018 CNN CT 90%

[20] 2018 CNN CT 88%

[21] 2017 CNN cT 0,89

[22] 2017 3DCNN CT 0.996

[23] 2017 CNN MRI 0.83

Convolutional neural networks applied to 3D and 2D MRI and CT images in combination with
different algorithms and machine learning techniques have been found to give the best results.

4 Conclusion

This article reviewed the application of convolutional deep learning neural networks for the
recognition of brain stroke from MRI and CT images. Neuroimaging has favorably aided in the
diagnosis of brain disease and has also advanced the world of research in medicine. Due to the
development of artificial intelligence, the collaborative use of deep learning techniques, namely CNN
has shown good results in many works of brain scientists. Convolutional neural networks are a new
era in the diagnosis of disease varieties, so it will be a good aid in detecting brain stroke for the
specialist, enabling timely treatment and prolonging the patient’s life.
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DEVELOPMENT OF A DECISION SUPPORT SYSTEM FOR
EVALUATING INVESTMENT PROJECTS TAKING INTO ACCOUNT
MULTI-FACTORITY BASED ON THE METHOD OF HIERARCHY
ANALYSIS AND GAME THEORY

The paper describes the developed software product-the decision support system (DSS) "DSS
Invect 2020"and its module "IT INVESTMENT which can be used both independently and as
part of the DSS "DSS Invect 2020". The DSS is designed to make recommendations to the DSS
during the selection of rational financial strategies by investors. When solving problems in poorly
structured subject areas, the task of choosing rational investor strategies can be explained by
increasing the relevance of the subject model to increase the reliability of proposals developed
with the help of the DSS. The computing core of "DSS Invect 2020"is based on the method of
hierarchy analysis, as well as on the mathematical solution obtained for the first time, which is
based on the tools of bilinear multistep quality games with multiple terminal surfaces. "DSS Invect
2020"allows you to evaluate the attractiveness of investment projects in the field of digitalization of
enterprises. The DSS "DSS Invect 2020"is implemented on a modular basis. The modular paradigm
used during development makes it possible to supplement the DSS with other modules as necessary
to expand the functionality of the DSS.

Key words: decision support system, investment project, software product, module.

T.C. Kapr6aes'?, A.A. Typrombaesa®3*, A. Kepimaxpim®
'Kasaxcran Pecry6imkacs imki icrep munucrpiirinin Makan Ec6onaros aTbiiarsl AIMaTbl aKaIeMIACH,
Kaszaxcran, AiMaTsl K.
2 AJIMaTBI TEeXHOJIOIUSAILIK, yHuBepcuTeri, Kazaxcran, AnMarsl K.
39-Dapabu arsigars Kazak yarTelk yausepenteri, Kazaxcran, AjMaTs! K.
*e-mail: alizal979@Qmail.ru
Uepapxusisiap MeH OHBbIH TEOPUACHIH TAJAAY 94ici Heri3iHje ken (paKTOpJIbl €CKepe OThIPHIII,
WHBECTUIUSJIBIK, »Kobastapbl 6arajiayarsbl IelniM KadbLIayabl KOJaay >Kyiecin a3ipiey

2Kymbicra o3ipsenren 6armapiamaibik oHiM - "DSS Invect 2020"memiMaepai KabbLiaayabl KO-
nay xyieci (IIMMKKZK) »xone omb, "IT INVESTMENT"momyni cunarrasrad, oHbl €3 GeriHie
ge, "DSS Invect 2020"IIIKKZK kypambinga jga nainansanyra 6osmaast. [TTKKZK nnBecropaapibiy,
YTBIMIbI KAPXKBIIBIK cTpaTernsiiapbia Tangay kesimge [HIKT ycoinbicTapbia 2kacayra apHaJiraH.
Harmmrap KypbuLibIMgaarad IOHIIK caJtagapAarbl MOCeIeIepIl MIenTy Ke3iH/1e MHBECTOPIBIH, Y THIMIbI
crparerustiapbia Taggay Miagerin [ITKK2K kemerimen »kacajifaH YCBIHBICTAP/IBIH, CEHIMTIIITH
apTTHIPY YITH MOHIIK MOJIEIbIIH 63eKTITINH apTThIPY apKbLIbl TYCiHaipyTe 60omaabr. "DSS Invect
2020"ecerrrey siApOCHl MEPAPXUSIHBL TaJIIay 9JliciHe, COHail-aKk OipHelie TepMUHAJIBI OeTTepi H6ap
KOII CaThLIbI Caltajbl OMBIHAAP/IBIH KypasJapblHa HEri3/Ie/IPeH aJifalll PeT ajJblHFaH MaTeMaThHKa-
JBIK menmivre Herizgenren. "DSS Invect 2020"kocimopbiHaapabl UMPIAHIBIPY CATACHIHIAFHI WH-
BECTHUIUSIBIK, YKOOATAPIBIH, TAPTHIMIBLILIFBIH Oaraay/ibl icke achIpyra MyMKIiHIiK O6epemi. "DSS
Invect 2020"TITKKZK momyabaik karugar GoibiHIna opbiHaaaran. Jlamy 6apbIChIHIa KO aHbLIa-
Tia Moy bk napagurma [IHKKZK dyukimonangpirea keneitty kazkerrimirine kapait [TTKKZK-
Ji 6acKa MOJIyJIbJIEPMEH TOJIBIKTBIPYFa MYMKIH/IIK Oepe/ii.
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IPOEKTOB C yY€TOM MHOro(pakKTOPHOCTUA HA OCHOBE METOJa aHAJIN3A MEPAPXUU U TEOPUU UTD

B pabore onucanbl pazpaboTaHHBINA IIPOrPAMMHBII MPOJAYKT - CHUCTEMa MHOIJIEPKKU ITPUHSITUS
perennit (CITIIP) "DSS Invect 2020"u ero momyns "IT INVESTMENT KOTOpBIii MOXKET UCIIOTb-
30BaTbhCs KAK caMoCTosITesIbHO, Tak 1 B cocrage CITITP "DSS Invect 2020". CIIIIP npennasnauena
s BbipaboTkn pexomengaruit JIIIP B xome BbIOOpa panmnoHaJbHBIX (PUHAHCOBBIX CTpATErnit
nnBectopamu. [Ipm pemrernnn mpobsieM B ¢abo CTPYKTYPUPOBAHHLIX ITPEIMETHBIX O00IACTIX
3a/1aa BbIOOpA PAIMOHAJBHBIX CTPATErHil WHBECTOPA MOXKET OBITh O0ObSCHEHA ITOBBIIICHIEM
AKTYaJbHOCTHU MPEIMETHON MOJIEJIN JIJisl TOBBIIIEHNs] HAJIEYKHOCTH [IPeJIJIOYKEeHNUIl, pazpaboTaHHbIX
¢ momorpio CIIITP. Berauncaurensnoe gapo "DSS Invect 2020"6a3upyercs na MeToe aHa m3a
uepapxuii, a Tak»Ke Ha BIEPBBIE IIOJIYIYEHHOM MATEMaTHIECKOM PEIIeHHH, KOTOPOe OCHOBAHO Ha
UHCTPYMEHTApUK OUJIMHEHHBIX MHOIOIIATOBBIX WI'D KAYeCTBA C HECKOJbKUMHU TePMUHAJIbHBIMEI
nosepxuoctsimu.  "DSS  Invect 2020"mosBosister peasm30BBIBATH OIEHKY IIPUBJIEKATEIHHOCTH
UHBECTUIIMOHHBIX IPOEKTOB B cepe nudposuzanun npepnpusruii. CIITIP "DSS Invect 2020"BbI-
[IOJIHEHA TI0 MOYJIbHOMY npuHimiy. MomysibHas mapaanrma, UCIoIb3yeMas B XOoie pa3paboTKH,
Jaer BO3MOXKHOCTD JonoJiasiTh CIITIP apyrumu mopyssivu 10 Mepe HeoOXOJAMMOCTH PACIIAPEHMsI
dyukmmonasa CIIIIP.

KuroueBbie cioBa: cucreMa MOJJIEP:KKH TPUHATHS PEIIeHUl, THBECTUITMOHHBIN TPOEKT, IIPO-
TPAMMHBIN TTPOIYKT, MOLY/Ib.

1 Introduction

The problem of effective financial investment in advanced information technologies is one of
the most important in the field of digitalization of industrialized countries. Such investment
projects are usually characterized by a high degree of uncertainty and risk. Many researchers
note that in order to increase the effectiveness and efficiency of evaluating such large
investment projects related to the digitalization of enterprises, it is advisable to use the
potential of various computerized decision support systems (DSS). This is especially true for
the analysis of different variant strategies of investors. That is, the number of options for
investment strategies can be quite large.
The "DSS Invect 2020"program allows you to:

1. balance in accordance with the method of hierarchy analysis, set expert estimates of
the comparison of options in the form of a matrix of paired comparisons. Estimates can
be set not only in numerical form, but also in graphical representation, which makes it
easier for experts to work. The program implements the receipt of final estimates and
the construction of the resulting diagrams;

2. find rational strategies for investors with visualization of calculation data in tabular
and graphical form.
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2 Main material

The use of the hierarchy analysis method in "DSS Invect 2020"allows you to include in the
hierarchy all the knowledge and intuition available to the expert group on the problem under
consideration. This method is simple and gives a good correspondence to intuitive ideas [1].
The first stage in solving the problem of decision-making is the decomposition of the problem
through the definition of its components and the relationships between them (Fig. 1).

# v et e s e - g =

Figure 1: General view of the DSS "DSS Invect 2020"

If the computing resources of the computer are insufficient, for example, the number of
criteria and alternatives exceeds 10, then the DSS issues a corresponding warning, see Fig. 2

Figure 2: DSS alert "DSS Invect 2020"

When working with the DSS "DSS Invect 2020", the expert must fill out the forms
proposed by the system in the interactive mode. After that, the corresponding hierarchies
will be automatically formed for the subsequent evaluation of the investment project, see
Fig. 3

The DSS "DSS Invect 2020" system has a well-developed menu, which makes working
with it very convenient even for an unprepared user.

The "DSS Invect 2020" includes a module that allows you to take into account the
degree of disparity of the compared alternatives when making decisions during the process of
investing in digitalization objects, taking into account the multi-factor nature. Fig. 5 describes



116 Development of a decision support system ...

[(E 3
twrn,
rreeey

=
vy Crpmers
e 2 e o EE
E .I.‘ i .|: f .. ' .-. E[

T o T N

it il il il

Figure 4: The main menu of the DSS "DSS Invect 2020"

in more detail the stages of filling in the matrices by experts in the context of the problem
being solved. Fig. 5 (a) shows all the matrices in the child forms of the application, and the
criteria were set at the last step of the project evaluation. Fig. 5 (b) shows an example of the
criterion matrix already filled in by the expert — "Selection of the investment object".

In the lower part of the form, each of the criteria is automatically calculated and controlled
by such indicators as: Apax (0r Lyax — the eigenvalue of the matrix); VIC (the consistency
index); OC (the consistency ratio).

For clarity, the results can be visualized, for example, in the form of a bar chart, see
Fig. 6.

Fig. 7 shows the resulting matrix for the initial selection stage of the project that can be
selected for investment.

Also, for convenience, you can keep a history of evaluation procedures, which is convenient
when you need to perform several evaluations by different experts or groups of experts. The
rating history file is stored in its own format (see Fig. 8) of the "DSS Invect 2020" project,
so it cannot be opened without the corresponding software. The latter circumstance can be
useful to prevent unauthorized access to the calculation data, for example, by unscrupulous
competitors.

The "IT INVESTMENT" module is described below, which can be used both
independently and as part of the DSS "DSS Invest 2020".
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Figure 5: Examples of matrices filled in by experts
W SearpaLi - =

Figure 6: Bar chart obtained during the selection of strategies for investing in digitalization
objects, taking into account the multi-factor nature

& Koweunan Matpiua - X
| 0333799681137 |0.300820980245 [0.203986947605 [0.089518825061 [0.048930089068 [0.022943496884 | O6tme seca

Tlpoest | 0270283675824 [079389385268 [0.389870197534 [0.305669145798 (0295643891449 (0357207018788 [0303880046416
TTpoekr 2 0245478294759 [0.259128503075 |0.192464619397 0250610756862 (0286946036541 (0213903803465 (0240534508237
Tlpoest 3 0183145816128 [0.151436048505 [0.154785637890 |0.184344998595 [0.133572206334 [0.159588802192 [ 0164962975534
Tpoext 4 0.119362896903 |0.118505112191 [0.097605246451 [0.108502334081 [0.110286617878 [01098366509399 [0.412768522228
Tlpoert 0083972726943 (0075718024252 [0.073713016917 [0.061917089175 [0.044276734697 |0.06312233649 [0.075116306450
TTpoexr 6 0.048186897693 [0.061919582961 |0.046482201326 |0.047436776483 [0.052018563803 [0.044215888269 (0052001257078
Tposxr 7 0.033633739275 [0.030321822372 |0.024300736325 |0.026971094226 [0.060680272770 (0036343200963 (0031542783591
Tpossr § 0.015875952475 [0.023381321354 [0.020778343959 [0.014527804780 [0.016575674528 [0.022252436476 [0.019193600465

Figure 7: The resulting matrix for the initial evaluation of investment projects



118 Development of a decision support system . ..

W Bigmpurre ity ®
L] ¥ " b UslNE + Nowdouiend gac (O] » MPOECTH w @' Mooy NIEETS B

ey mas = Crwopams namsy i M B
J iy A : P Stk T [
B Potoniid crin 200t B E T Swity Wil 1K
inited
Wy
PordLog
S
Windiwz
Koperrenns
MPOEETH
Saflim pptipel
il g
$ SN ]
o oy |41, 3520mm o Bnepena AN Pl
e

Figure 8: File with the history of expert assessments of investment projects

A general view of the form for setting the source data in the "IT INVESTMENT" module

is shown in Fig. 9
The "IT INVESTMENT" DSS module is implemented in the Visual Studio 2019
programming environment.

IT INVESTMENT — *®
Hugectop 1 Hupectop 2

Pecypepr 10000 | 15000
Temm pocta |l D | |2
TMoramene sanomxennoeTn (0.2 |0‘3
Mponermins cxanka 03 | fos
Bosspamaemsie pecypest (0.8 | 0.8
IToctpouts 2D
Hcropus ITocrpours 3D

Figure 9: General view of the "IT INVESTMENT" module

All text fields on the main form are used for setting initial values and coefficients. By
default, an empty field contains 0.

3 Results

The "Build 2D" and "Build 3D" buttons allow you to perform calculations.
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Figure 11: Example of a three-dimensional graph for two calculation points and interpretation
of the solution in the "IT INVESTMENT" module
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The cases when the players’ strategies lead them to the corresponding terminal surfaces
were modeled. On the plane, the abscissa axis is the financial resources of the first investor.
The ordinate axis is the financial resources of the second investor.

In the lower part of the window, Fig. 10, shows the output generated in the "IT
INVESTMENT" module during the search for rational strategies by investors, as well as the
intersection area of the first investor’s preference set. The rational strategy of the investor in
Figure 10 a), b) is shown by a gray-blue line for a 2D chart or a plane for a 3D chart. The
starting point is shown in red. The right part of the visualization form shows a table with
the calculated values of the points that make up the trajectory of the optimal strategy of the
investor.

B oTom cayuse, mepasifi HIPok . CBOKO ONITH CTpATer D . cBOeH 1eH BO BIANMOICHCTRHH, T.8.

NPHEQIHT BTOPOrO HTPOKA K NOTepe (PHHARCOBOTO Pecypea. HeCMOTPA Ha €ro ONTHMATEHOS NpoTHEOIeHCTR S, [1pH 3ToM
BTOpOro HIPOKA B TEMIIE POCTA JATO EMY BOTMOKHOCTE ORABATE TIEPBOMY HTPOKY CepheHoe NpoTHBONefiCTE e,
ey Jawe CBOI BETHUHHY pecypea Ha )POM HPOM BPEMEHH,

Figure 12: Example of a three-dimensional graph for five calculation points and interpretation
of the solution in the "IT INVESTMENT" module

On the central part of the form there is a graph. It can be two-dimensional or three-
dimensional, depending on the user’s choice. The starting point of the graph is always marked
in red. On the right is a table with the coordinates of each point. A text description of the
result obtained during the calculations is placed at the bottom. The "History"button displays
a table containing information about all previous calculations.

During the testing of the model and the "IT INVESTMENT" module, the correctness of
the results was established.

Pesyneratel ﬂ
Touxa HaxoguTCa B 00IACTH MPEANOYTHTENEHOCTH 2-

ro urpoka!

Figure 13: Example of generating the DSS output if the point on the graph is in the preference
area of the 2nd player
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In order to facilitate the work of experts or PLRs, the main form of the "IT
INVESTMENT" module has a "History" button, which allows you to view the history of
evaluation procedures.

DSS "DSS Invect 2020" allows you to collect expert information, and after processing with
the help of integrated modules, present the results in a convenient format, either graphic or
text. In addition, the DSS "DSS Invect 2020" allows you to find the optimal solution not only
on the basis of the traditional and well-proven MAI, but also on the basis of new approaches
based on bilinear quality games. The evaluation of the investment project performed with the
help of "DSS Invect 2020" allows not only to determine the most attractive projects for the
investor from the set of possible ones, but also to analyze and predict investment strategies
more deeply, taking into account the multi-factor approach, using the apparatus of bilinear
differential equations.

4 Conclusion

A software product has been developed — the decision support system "DSS Invect 2020".
The DSS is designed to make recommendations to the DSS during the selection of rational
financial strategies by investors. "DSS Invect 2020" allows you to evaluate the attractiveness
of investment projects in the field of digitalization of enterprises. The "DSS Invect 2020" is
implemented on a modular basis. This makes it possible to supplement the DSS with other
modules. In particular, the DSS module "IT INVESTMENT" has been implemented, which
allows to reduce the discrepancies between forecasting data and the real return on investment
in enterprises in the field of digitalization.
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RECOGNITION OF A PSYCHOEMOTIONAL STATE BASED ON VIDEO
SURVEILLANCE: REVIEW

Recognition of human activity based on video is currently one of the most active areas of
research in the field of computer vision. Various studies show that the effectiveness of recognizing
actions depends on the type of functions performed and how these actions are expressed. At the
same time, determining the psychoemotional state of controlled persons, including students and
schoolchildren, is an urgent socially significant problem. The pace of technology development and
the growing interest of foreign and domestic specialists indicate that automation of the detection
of psychoemotional reactions is an urgent and popular area of research. The main purpose of
this study is to review various literary sources and study methods of image recognition, artificial
intelligence technology as a means of determining the psychoemotional state observed based on
video surveillance. The article discusses modern types of emotional artificial intelligence that allow
a computer to recognize and interpret human emotions and respond to them. The camera reads a
person’s state, and the neural network processes data to detect emotions. The pattern recognition
methods discussed in this article can solve many problems, and you can find a method that matches
the programming language used.

Key words: Computer vision, image processing, cluster analysis, signal processing, neural
network, filtering.
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Beiine nerizinge ajaMHbIH ic-opeKeTiH TaHy Ka3ipri yakbITTa KOMIIBIOTEDJIK KOPY CaJAChIHJIAFbI
3epTTeyNAep/iH eH OesceHi OArBITTAPBIHLIH, Oipi OOMBIT TAOBLIAABI. Op TYPJi 3epTreyaep ic-
OpEKeTTEeP/l TaHYJIBIH THIMJIIIIT MIBIFAPbLIATHIH (DYHKIIUATAP/IBIH TYPiHE KOHE OChI OPEKETTEP/IIH,
KaJiail Kepceriierinine GaityaHbicThl ekeHiH Kopcere . COHBIMEH KaTap OaKbLIayIarbl ajaMiap-
JIBIH, COHBIH INIHJE CTY/IeHTTEeP MeH OKYIIBLIAD/IBIH IICHXOIMOIMOHAIIBI KA JaiibIH aHbIKTAY dJIe-
YMETTIK MaHbI3BI Oap 63eKTi Mocese OO TaObLIa bl TeXHOIOTUSHBIH JIAMY KAPKBIHBI, METEITIK
JKOHE OTaHJIbIK MaMaHJAP/IbIH KbI3BIFYIIBLIBIFBIHBIH aPTYbl IICUXOIMOIMOHAJIBI PEAKITIIaAP/IbI
AHBIKTAY/Ibl aBTOMATTAHJIBIPDY 3€PTTEY/IH ©3eKTi KOHE CYPAHBICKA He OArbIThl €KEHiH KepceTe-
ni. By seprreymin merisri makcaTsl Oeifie 6akbLIay HEriziHAe OGANKAIATHIH TCUXOIMOITMOHAJIHI
2KarJIaii/Ibl aHBIKTay KYPaJibl PETiHe OpTYPJI 9/1e0u JepeKKo3iepre MoJly KoHe Oeifinesep/ii Tany
9JIicTepiH, YKACAH/IBI NHTEJUIEKT TEXHOJOTUSICHIH 3epTTEy OOJbI TabbLIaabl. Makaraga KOMIThIo-
Tepre aJaMHBIH dMOIMSICBIH TaHyTa KoHe TYCIHJipyre »KoHe oJlapra Kayal Oepyre MyMKiHJIK Oe-
peTiH SMOIMOHAIBI KACAHIBl HHTE/ICKTTIH Ka3ipri TypJepi KapacToipblarad. Kamepa amaMHbIH,
JKarIafiblH OKUJIbI, aJ1 HEHPOH/IBIK 2KeJli SMOIUAHBI aHbIKTAY YIIMH JepekTep/i onjeiini. Makasata
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PacniozHaBaHmMe NMCUX03MOIIMOHAJIBHOTO COCTOSIHUS HA OCHOBE BUJIEOHAOJIOZEHUS: 0030D

PacrioznaBanme jeiicTBuil wejioBeKa Ha OCHOBE BHUJIEO B HACTOSIIEE BPEMs ABJIAETCS OIHUM U3
caMbIX AKTHUBHBIX HAIPABJIEHUI MCCIEI0BAHUN B 00JIACTH KOMIIBIOTEPHOTrO 3peHus. PasiudaHbie
MCCJIEJIOBAHUS TOKA3bIBAIOT, YTO 3(P(MEKTUBHOCTH PACIIO3HABAHUS JIEHCTBUIl B 3HAYNTETHLHOI
CTEIIeHN 3aBUCUT OT THIIOB M3BJIEKAEMBIX (DYHKIWI M crocoba BbIpaXKeHHs STHX JieiicTBuil. B
TO Ke BpeMsi OIpeJiesieHre ICUXOIMOIMOHAIBHOTO COCTOSIHUST HAOJIIOJAeMbIX 110 BUJIEO, B TOM
qHucJIe CTYJACHTOB U YYCHUKOB SBJIdACTCA aKTYaJIbHOHN 3aJa4eil, mMeromas COIUAJbHYIO 3HA4U-
MOCTh. TeMIIbl pa3BUTHUsI TEXHOJIOIUI ¥ IOBBIMIEHHBI WHTEpeC 3apyOesKHBIX U OTEeYeCTBEHHBIX
CHEIUAJIUCTOB IIOKA3BbIBAIOT, YTO aBTOMATU3AIMs OIPE/IEJICHUS IICUXOIMOIMOHAIBHBIX peaKIuit
— aKTyaJbHOe M BOCTpebOBaHHOE HalpaBieHue ucciaeaoBanuii. OCHOBHAS IeJIb JAHHOTO HUCCIIe-
JIOBAHMS 3aKJII0YAETCS B 0030pe JINTepaTyphbl W METOJIOB PACIO3HABAHUS 00PA30B, TEXHOJOTUN
HUCKYCCTBEHHOI'O HHTEJIEKTa, KaK CpPeACTBa OIpeAe/IeHNd IICUXOIMOIIMOHAJIBHOIO COCTOSAHUSA
HabJIFO/IAeMbIX Ha OCHOBE B0 HaOJIOeHUil. B craThe paccMaTpuBarOTCs CyIIECTBYIONINE BUJIbI
SMOIMOHAJIBHOI'O MCKYCCTBEHHOI'O MHTEJICKTa, IIO03BOJIAIONIME KOMIBIOTEPY PpPacloO3HaBaTb U
WHTEPIPETUPOBATH YeJIOBeYeCKIe SMOIIMU U pearupoBaTh Ha HuX. KamMepa, CAuThIBAIOT COCTOSTHIE
JeJIOBeKa, a HelpoceTh oOpabaThiBaeT JIaHHBbIE, UTOOBI OIPEIeUTh 3MOINI. PaccMoTpeHHbIe
B CTaTbe METOJMKHU paclo3HaBaHUsi 0Opa30B CIOCOOHBI PeliaTh MIUPOYANIIII CIHEKTD 3a/ad, U
MOXKHO HAWTH HOAXOAAIINN METOJ, II0J UCIOIb3yEMbIil A3bIK IIPOIPAMMUPOBAHU.

Kuarouessbie ciioBa: KomibiorepHoe 3penune, o0paboTka n300parkKeHust, KJIaCTepHbIN aHam3, 00-
paboTKa CHTHAJIOB, HEHPOCETH, (DUILTPAIIHS.

1 Introduction

The task of automatic recognition of a psychoemotional state is interdisciplinary
and constantly attracts researchers of different specialties-mathematicians, programmers,
psychologists, and physiologists. The progress of modern automated control systems, security
systems, emergency notification systems, etc. depends on its solution. The solution of this
problem is of great scientific importance for all areas of basic human research and information
technology. In recent years, interest in the analysis of video surveillance with the use of
artificial intelligence technology, considered as the most convenient objective way to identify
emotions, the emotional state of a person, has clearly increased. first, you need to control the
child’s emotions every second of learning. Recognition of human behavior and generalization
of the image are complex tasks of computer vision.

Tragedies happen at school, so you need to use video surveillance technology to detect
emotions at school. To identify young people who may pose a potential danger, it is not
enough to catch them when they use weapons at school in a critical situation. Thus, it is
impossible to avoid possible harm. Therefore, to influence young people and prevent this
critical situation, it is necessary to identify them in advance.

Let us define the concept of "Emotion". Through emotions, we experience a person’s
attitude to something at a certain moment. An emotion is a higher level of emotional response
than an emotional tone in evolutionary development. This is a reaction of adaptation to a
specific situation, and not a reaction to a specific stimulus |1]. An emotional tone can evoke
emotions, but emotions can arise when evaluating a situation. Differentiated assessment of
emotions in different situations. The emotional tone gives a broader assessment, and the



124 Recognition of a psychoemotional state . ..

emotion more subtly reflects the meaning of a particular situation. This is not only a method
of assessing the upcoming situation, but also a mechanism for early and adequate preparation
through the mobilization of mental and physical energy. Like an emotional tone, it serves
as a mechanism for predicting the significance of a particular situation for a person and
a mechanism for consolidating positive and negative experiences (attempts at positive or
negative reinforcement).

There are two main ways to analyze emotions:

1. Contact method. When a person is put on a device that reads his pulse, the electrical
impulses of the body. These technologies allow you to determine emotions, stress levels.

2. Contactless. Emotion analysis is based on video and audio recordings. The computer
learns facial expressions, gestures, eye movement, voice, and speech.

To train the neural network, they collect a sample of data, manually mark the change in
the emotional state of a person. The program learns patterns and understands which signs
relate to which emotions.

There is a database of images. Such images can be people’s faces, images, different
emotional states, different objects of the three-dimensional world. The task is to search for
the desired image in the database. Moreover, the task can be formulated both for finding
an accurate image, and as close as possible to the specified one. An important task is the
selection of methods and algorithms for image processing that can provide a high-quality
solution to the problem. Processing technologies in this case depend on many parameters:
the size of the database, the size of the image, the image quality, the brightness and contrast
parameters of the images, the presence of the background, the angles of the objects’ location
[1-2].

The purpose of this work is to review the literature and methods of image recognition,
artificial intelligence technology, as a means of determining the psychoemotional state of the
observed based on video observations.

2 Review of literature and methods

Many scientists from near and far abroad are engaged in this task. Russian scientists
Zaboleeva-Zotova A. V., Orlova Yu.A., Fedorov O.S. are engaged in determining the emotional
state of a person by his movements using neural networks. In their work, they wrote
that a review of the developments of Ugobe, Machine Perception, NeuroSky, Vibralmage,
Sound Intelligence, TruMedia, FaceReader, Federal Express, ERIC laboratories, Affective
Computing Research, the Massachusetts Institute of Technology (MIT), the Fraunhofer
Institute, the Universities of Geneva and Tokyo, Microsoft, Apple, Sony shows that now there
is no system that fully implements the analysis of all means of transmitting human emotional
reactions [2|. The authors analyzed the theories of emotions, considered the fundamental
and modern works of scientists. Rosaliev V.L. and Zaboleeva-Zolotova A.V. 7] consider
information about human body movements presented in the bvh format as time series. In
their opinion, to analyze information about body movements, it is necessary to formalize
the activity of human body movements [7]. Activity is expressed in the number of body
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movements of a person: the fewer body movements, and as a result, the fewer changes in the
file channels, the lower the activity value.

In the human body, there are certain vibrations by which you can judge the
psychoemotional state of a person and get information from them. To assess the
psychoemotional state of a person as a form of the mental state of a person, the most
effective methods are those that do not depend on the opinion of the subject. This method
is a vibration imaging system developed by scientists.

The system, according to Nguyen D.K. and Yuzhakov M.M., is designed to register,
analyze, and study the psychological and emotional state of a person, quantify the
emotional level, polygraph, psychophysiological diagnostics, and remote identification of
potential dangers. This system allows you to intuitively and automatically assess the
psychophysiological state of a person based on the vestibular-emotional reflex, using software
visualization of the vibration halo obtained by processing the components of the amplitude-
frequency vibration image.

Belarusian scientists Brilyuk, D.I., Starovoitov, V.V. [8] in the article "Neural network
methods of image recognition" shows the architecture of a multi-layer neural network (MNS)
consisting of sequentially connected layers, where the neuron of each layer relates to all the
neurons of the previous layer by its inputs, and the outputs are connected to the neurons of the
next layer. From this article, we can learn that a neural network with two decision layers can
approximate any multidimensional function with any accuracy. Neural networks that have a
single layer of solutions can form a linear distribution surface, which significantly reduces the
range of problems they solve. A neural network with a nonlinear activation function and two
layers of solutions allows you to create any convex region in the solution space and has three
layers of solutions of any complexity-regions, including non-convex regions. In addition, the
multi-layer neural network does not lose its ability to generalize. According to the author, the
multilayer neural network is prepared using the inverse error distribution algorithm, which is
a method of gradient descent in the weight space to reduce the overall error of the network. In
this case, the error (more precisely, the adjusted weight value) propagates from the input to
the output through the weight of the neuron associated with the opposite. [8]. Also, in their
article [8] Brilyuk D.I, Starovoitov V.V. talk about the use of a multi-layer neural network
for direct classification of images - the input is either the image itself in some form, or a set
of previously extracted key characteristics of the image, the output neuron with maximum
activity indicates belonging to the recognized class (Figure 1).

Rosaliev V. L., Bobkov A. S., Fedorov O. S. [9] in the article "The use of neural networks
and granulation in the construction of an automated system for determining the emotional
reaction of a person", developed an approach to delineating the human body. To increase
the effectiveness of identifying the emotional state of a person, information about the body
is divided into two zones: upper and lower. The upper zone contains the nodes of the body
related to the arms, head, neck, and back. The lower zone includes nodes related to the
legs and pelvis [9]. According to the authors, the initially recognized motion is fed to the
input of the data preprocessing subsystem. Here, the data is filtered, and data blocks are
allocated that describe the static and dynamic zones of the body. After the data preprocessing
subsystem, the separated blocks are processed separately by the corresponding subsystems:
the analysis of poses and body movements. The information obtained after the analysis is
combined and a common result is formed in the results comparison subsystem. Then the data
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Figure 1: Multi-layer neural network for image classification. The neuron with the highest
activity (here the first one) indicates that it belongs to the recognized class.

is supplemented with expert knowledge, which is stored in databases of characteristic poses
and body movements and is sent to the user.

Gorokhovatsky V. A. [5] in the article "Studying the properties of clustering methods in
relation to sets of characteristic features of images" , he proposed recognition methods based
on the transformation of the space of structural features by clustering and applying the cluster
characteristics of the base of reference images. The advantages, according to the authors of
structural methods in image analysis, are the representation of visual objects in the form of a
set of independent structural elements, which allows the recognition process to make effective
decisions on subsets of elements and provide the necessary resistance to interference in the
analyzed image. Gorokhovatsky V. A. believes that the cluster transformation of the space
of structural features reduces the amount of computational costs, and hundreds of times
improves the speed of recognition while maintaining the desired efficiency.

The problem of aggression, including children’s aggression, has long attracted the
attention of psychologists. One of the oldest psychological theories of aggressiveness —
psychoanalytic-explains aggression as one of the types of natural instincts in a person who,
during socialization, finds acceptable channels for exit and ways of expression in society. In
this case, the increased aggressiveness of the child is explained by the insufficient strength of
the "I", which controls the behavior, as well as the insufficient development of psychological
mechanisms for using aggressive energy "for peaceful purposes" . Increases the aggressiveness
of the child’s acquired knowledge of himself as "unmanageable" , "angry", "brawler" , etc.
Until now, the psychoanalytic interpretation of aggressiveness remains one of the most
popular.

3 Recognition of emotions by actions

The system for monitoring the psychoemotional state of a person (Vibralmage) is designed
to detect aggressive and potentially dangerous people, using contactless remote scanning
to ensure security at airports, schools, and other protected facilities [1]. The system allows



Y.N. Amirgaliyev, I.N. Bukenova 127

you to automatically calculate and visually evaluate the psychoemotional state of a person
using software processing of a television signal and its conversion into a vibration image. The
psychoemotional state of a person is characterized based on patented algorithms for analyzing
the vestibular-emotional reflex and macro-movements. The Natal project from Microsoft. The
software provides full 3-dimensional recognition of body movements, facial expressions, and
voice. Natal can recognize emotions by voice and face.

In the literature [10|, many methods of classifying human actions by visual observation
have been proposed. The recognition of human actions based on video surveillance data can
be viewed from different angles. Two-dimensional analysis of the recognition of actions when
a person interacts with a computer requires a good exposure of the human body to obtain
video. The proposed methods, according to Omar Elharrouss et al. [10], can be divided
into three categories: motion-based methods, appearance-based methods, and space-time-
based methods. Motion-based methods consist of calculating parametric and general optical
fluxes before comparing the results with motion patterns. For appearance-based methods, the
motion history of the images is extracted for comparison with the active shape models. In
spatiotemporal approaches, spatiotemporal characteristics with learning outcomes are used
in the spatiotemporal domain.

Dasari R, Chen CW [11] classified human actions by tracking the trajectories of the
human body CDVS. El-Masry et al. in their work [12| begin by selecting areas (patches) in
a video that can be described as actions.They then generate blocks containing the detected
movements, and each of these blocks is assigned a discrimination score. To recognize actions,
the authors applied a clustering method to each block to identify different actions.

In [3], Tejero-de-Pablos et al. propose a new video generalization method that uses player
actions as a hint to determine the main points of the original video. The deep neural network
approach is used to isolate two types of action-related functions and to classify video segments
into interesting and uninteresting parts. The proposed method is applicable to any sports
in which games consist of a sequence of actions. Elharrouss O et al. [4] proposed a video
summation method based on motion detection. Sensor noise (capture and digitization noise)
and changes in scene illumination are the biggest limitations of background subtraction
methods. To solve these problems, this paper presents an approach based on a combination
of background subtraction and structure-texture-noise decomposition.

In the article Kaminski L, Mackowiak S, Domanski M (2017) [6], a new method for
recognizing human activity is presented. The proposed solution uses a single stationary
camera to detect common human actions, such as: waving hands, walking, running, etc.
Unlike other methods that use different types of characteristic point descriptors to describe
human postures, the proposed solution uses a CDVS descriptor that is part of the MPEG-7
standard. This allows you to efficiently compute a compact handle in the camera.

In an article by authors Xu C, He J, and Zhang X (2017) [18], the authors believe that
recognizing human movement-related actions using wearable sensors could potentially enable
the use of various useful everyday applications. So far, most studies consider this as a separate
problem of mathematical classification without considering the physical nature of human
movements. Consequently, they suffer from data dependencies and face a dimensionality
problem and a mismatch problem, and their models never become readable. Wang L, Huynh
DQ, Koniusz P (2019) [19] in their paper analyze and compare 10 recent Kinect-based
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algorithms for both cross-action recognition and cross-action recognition using six control
data sets.

El-Henawy et al. [13] proposed a method for recognizing human actions using fast HOG3D
and Smith-Waterman partial matching of the shape of each frame. First, the foreground of
the video subsequence is extracted from the input stream. The keyframes of the current
subsequence are then mixed before extracting the contour of the resulting frame. To classify
the HOG3D functions, the author uses a nonlinear SVM decision tree. For video surveillance
systems, the human body is in some cases incomplete, which is a problem for recognizing
human actions [10]. This method recognizes multiple actions of multiple actors.

JIN CB et al [14] in their paper presented a sub-action descriptor for detailed action
detection. The auxiliary action descriptor consists of three levels: pose, movement, and
gesture level. The three levels give three categories of sub-actions for a single action aimed at
solving the problem of representation. The proposed action detection model simultaneously
localizes and recognizes the actions of multiple people in video surveillance using time-based
appearance functions with multiple CNNs.

Another paper by AKULA A et al [15] demonstrates the use of IR cameras in the AAL
region and discusses their effectiveness in recognizing human actions (HAR). Special attention
is paid to one of the most responsible actions — falling. In the work, a set of IR image data
was generated, consisting of 6 classes of actions - walking, standing, sitting on a chair, sitting
on a chair with a table in front, falling on a table in front and falling / lying on the ground.
To achieve reliable recognition of actions, the authors developed a controlled convolutional
neural network (CNN) architecture.

4 Results and their comparison

If we consider using these methods to detect and recognize multiple human actions, we can
compare the accuracy of the results of these methods. In this case, for comparison, I took
the three methods described in [14,15,16].

The degree of accuracy for modern methods related to recognizing multiple human actions
that use the same category of representation datasets:

Methods Accuracy %

Jin CB and drl. 2017 [14] 83. 5% ICVL

Akula A et al. 2018 [15] 87.44% (infrared video)
CS-HOG-TD map [13] 97.5%

Bloisi DD et al. [16] presented the results of the multimodal background modeling
method, which allows us to create a reliable initial background model, even without a clear
framework. They used background subtraction as a method of detecting moving objects in
image sequences.

In Elharrouss O et al [17], the authors presented a result on block background initialization
using the sum of absolute differences (SAD), as well as simulations using block entropy
estimation with low computational costs, which makes them suitable for an embedded
platform. The author’s method is effective for background generation and detection of moving
objects.

To consolidate the visualized results, I used various metrics:
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— total number of erroneous pixels (OKOP);

— signal-to-noise ratio (SSSH);

— multilevel structural similarity index (MISS);

— color image quality indicator (PKCI).

These indicators for the methods [13, 16, 17| are presented in Table 1.

Table 1: Performance results of the compared background modeling methods

Meron OKOP SSSH MISS PKCI

[16] IMBS-MT 9.8507 22.7278 0.9090 34.0028
[17] SAD 2.5313 27.7099 0.9892 39.6381
[13] HOG 1.1586 36.3866 0.9964 43.2006

5 Conclusion and discussion

The proposed methods suffer from some limitations, especially in the case of occlusion and
very crowded scenes. Indeed, it is quite difficult to detect and recognize multiple human bodies
in a crowded environment. One solution to overcome these limitations is to apply some pre-
processing and learning process to deal with various occlusions and crowded scenarios. Also,
it’s worth mentioning that, to the best of our knowledge, there are no publicly available
datasets for detecting people in very busy scenes that could be used in the training process.

Neural networks allow you to develop and modify the image recognition system due to the
possibility of combining and interconnecting different networks. The effectiveness of cluster
recognition significantly depends on the formed system of clusters in the application database
of classes set by standards. The transition to the vector-cluster view significantly increases
the speed of recognition by simplifying processing [5].

Life is rapidly being informatized, and the introduction of systems for monitoring
psychoemotionality by video order transmitted over 3G networks or via the Internet (i.e.,
without significant delays and in good quality) will allow the introduction of systems that
can monitor the life of society, revealing aggression, anger [1].

The results of the action recognition may be affected by changes in the lighting. Detecting
any lighting changes in the scene can be useful to improve the video captured before the action
is recognized. The proposed methods for detecting changes in illumination allow you to apply
an improvement in video quality only if there is any change.

Building a complex recognition system requires a preliminary analysis of all available
information about the objects being studied. The variety and complexity of the tasks of
recognizing the psychoemotional state do not make it possible to implement one universal
approach to the solution. Thus, existing image recognition techniques are able to solve a
wide range of tasks, and depending on the limiting factors (development budget, speed and
accuracy of image recognition), you can find a suitable method for the programming language
used.
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REQUIREMENTS FOR SYMMETRIC BLOCK ENCRYPTION
ALGORITHMS DEVELOPED FOR SOFTWARE AND HARDWARE
IMPLEMENTATION

The hardware and software cryptographic information protection facility is one of the most
important components of comprehensive information security in information and communication
systems and computer networks. This article outlines and systematizes the basic requirements
for modern cryptographic information protection facilities (CIPFs), and describes the stages of
developing a symmetric block encryption algorithm. Based on the basic requirements for CIPFs,
criteria for evaluating the developed cryptographic encryption algorithms were determined. The
possibilities and necessary limitations of the types of cryptographic transformations (primitives) in
the software and hardware implementation of the developed symmetric block encryption algorithm
are considered and defined. On the basis of the developed encryption algorithm, SDTB Granit plans
to implement a model of a hardware-software complex for off-line (linear) data encryption, taking
into account all the listed requirements and characteristics. The article presents a new version of the
"ALO1" encryption algorithm, which is guided by the basic requirements for creating symmetric
block ciphers.

Key words: symmetric block algorithm, cryptographic information protection facility, software,
hardware-software, and hardware implementation of encryption algorithms, cryptographic
primitives.

H.A. Kanasiosa, K.C. Cakan®™, A. Xaymen, O.T. CyJeiimenon
KP BFM 'K AknaparTbiK »KoHe ecernTeyill TeXHOJIOrusIap MHCTUTYThI, Kasakcran, AMaThl K.
*e-mail: kairat _sks@mail.ru
BarjgapaamMaibIiK-anmapaTThIK, iCKe achbIpy YIIiH 93ipJIeHETIH CUMMETPUSIJIBIK OJIOKTBHIK,
mmdpiiay aaropuTMaepine KOMbLIATHIH TaJlanTap

AKnaparThiK-KOMMYHUKAIUSIIBIK, YKyie/epl MeH KOMIIbIOTEDJIK KeJiijep/e akiaparTThik, Kayil-
Ci3JIriH KeIeH/ i Typ/ie KAaMTaMachl3 eTy/e MaHbI3/bl KypaMaac OeJiKTIiH O6ipi O0JIBIT aKIapaTThl
KpunTorpadusiIbIK, KOPFay/IblH Oaf1apaaMaJibiK-allapaTThiK, KypaJapbl caHaaa bl byt eHOekTe
aKnaparTThl KpUNTOrpadusIbK TypFblia Kopray/biH 3amanayn kKypasiapbina (AKKK) koiibura-
THIH HEri3T1 Tajanrap OasiHIaraH *KoHe XKyeJeHIipiieH, CUMMEeTPUSLIBIK, OJIOKTHIK, i pJiay aJi-
ropuTmin 93ipsey kezengiepi kepcerinred. AKKK-ra KoWbLIATBIH HETi3TM1 TaIanTapblH eCKepe OThI-
poin, o3ipienerin Kpunrorpadusiblk Mudpiay ajJropuTMmiaepin Oarajiay KpUTEPUaepi TaJkbl-
JIaHFaH. O31pJIEHETIH CHMMETPHUSIIBI OJIOKTHIK MM PIIay aJrOPUTMIH Oar apaaMaIblK-almapaTThIK,
icke achIpy/ia KPUNTOrPaQUsIBIK, TYPJIEHIIPYIep/IiH (IPUMUTHBTED/IIH) TYPJEPiHiH epeKInesTiK-
Tepi, MYMKIHJIIKTEDPI MEH KAXKETTI IeKTey/Iepi KapacThIPbLIbIII, HAKTHIIAHIHI.

OsipJenin karkan mudpiaay agropurmi "I'panut" AKTB 6aszacbinga kepceriaren rajamrap
MEH curaTTamMasIap/bl eCKepe OTBIPBII, JepeKTep il ajIblH aja (KesuiiK) mudpiiayra apHaaran
OargapaaMasIblK-allapaTThK, KEIeH Kacall IIbiFapy Kocuapianyga. CuMMeTpusiaibl GJI0KTHI
mudpIap KacayIblH, HEeTi3ri TaJIanTapblii ecKepe OTLIPHII, MakaJIansd Makaaasa "TALO1" mudp-
Jlay aJrOPUTMIHIH *KaHa HYCKACBI KODCETIIreH.

Tyiiin ce3zmep: cuMMeTPUIBI OJOKTHIK aJTOPUTMI, aKIapATThl KPUMTOTPADUIBIK KOPTay/IbIH
KypaJiapbl, OargapiaMalblK, Oarjgap/iaMaJjbl-allapaTThiK KOHE allllapaTThIK iCKe acChIPY/IbIH,
mudpiIay aaropuTMIepi, KpUITOrPADHUSIIBIK, TPUMUATHBTED.
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TpebGoBanust K CHMMETPUYHBIM OJIOYHBIM AJITOPUTMaM HIN(POBaHUsI, pa3padbaThIBAEMbIM JIJIs
IIpOorpaMMHO-aNNapaTHO! pean3arun

[IporpamMmMuoO-ammapaTHOe CPEICTBO KPUITOTPADUTECKON 3aNThl NHMOPMAIUN SIBJISTETCS OJTHIM
13 BaXKHEHIIIX COCTABJISIONINX KOMILIEKCHOTO obecriedeHus nHMOPMAIMOHHONH 6€30I1acHOCTH B UH-
bOKOMMYHUKAIMOHHBIX CUCTEMAX M KOMITBIOTEPHBIX CETsX. B JaHHO# CTAaThe M3JI0XKEHBI U CH-
CTEMaTU3UPOBAHLI OCHOBHBIE TPEOOBAHMS K COBPEMEHHBIM CPEJICTBAM KPUITOTPaphUIECKO 3aIu-
o1 uadopmarmu (CK3U), npuseensr sraibl pa3paboTKu CUMMETPUIHOTO GJIOUHOTO AJrOpUTMAa
mudposanus. Mexons n3 ocHOBHBIX TpeboBanuil, nperbsasisembix K CK3U, onpenenens Kpure-
pUU OIEHKHU Pa3padaThIBAEMbIX KPUITOIpadUIeCKUX aJIrOPUTMOB IudpoBanus. PaccMoTpensbl i
OTIPE/IETIEHBI BOZMOYKHOCTH M HEOOXOIMMBIE OTPAHNTIEHUS BUI0B KPUITOTPpaMDUTIECKIX Tpeodbpa3o-
BaHWil (IPUMUTHBOB) IIPH IIPOIPAMMHO-ANIAPATHON PEATH3AII Pa3pabaTbiBAeMOr0 CAMMETPUY-
Horo 6;10uHOTO anropuTMa mudposanus. Ha ocHoBe pa3pabaTbiBaeMOro aaropurMa mudpoBaHust
B CKTB "TI'panut" mianupyercst peajn30BaTh MOJEIb MPOrPAMMHO-AIIIAPATHOIO KOMILIEKCa ISt
pPEeIBAPUTENHHOrO (JIMHEHHOTO) i pOBaHUsl JJAHHBIX C yIETOM BCEX IIEPEIUCIEHHBIX TPEOOBAHMI
7 XapaKTepucTuK. B craThbe mpejcTraBieHa HoBasi Bepcus ajroputMma mudposannsa "ALO1" yun-
TBIBAIOIAsl BCE OCHOBHBIC TPEOOBAHUSA, MPEIbABIISIEMbIC IPA CO3MAHIUA CUMMETPUIHBIX OJIOUHBIX

mudpoB.
KitroueBbie cjoBa: CUMMETPUIHBIH OJTOTHBIN AJITOPUTM, CPEJICTBO KPUTITOTPAMDUTECKON 3aIMUThI

nHbOpMAIUU, IPOrpaMMHasi, TPOrPAMMHO-alIapaTHAsl W AIllIApATHAS PeAJU3alii AJTOPUTMOB
mudpoBanust, KPUITOTPADUIECKIE TTPIUMUTHABDI.

1 Introduction

Today cryptography is a relatively new research area at the intersection of mathematics
and computer science and is related to information security. Its role and application to
ensure confidentiality and integrity when processing information in modern information and
telecommunication systems have become an integral part of the life of modern society [1-3].

To ensure the inaccessibility of the semantic part of confidential data, three types of
encryption are used: hardware, hardware-software, and software encryptions. The main
differences between them, in addition to their cost and maintenance costs, are the encryption
methods and the level of data security. In practice, these three criteria are decisive when
choosing the type of encryption for users. Currently, the most affordable of them are
considered to be software following by hardware-software, and the most expensive are
hardware cryptographic information protection facilities (CIPFs). Although the cost of
hardware CIPFs is significantly higher than the cost of the other CIPFs, the difference in
monetary terms is incomparable with a significant increase in the level of data security.
The advantage of hardware CIPFs is the guaranteed invariability of the algorithm itself,
whereas, with software or hardware-software implementation, the encryption algorithm can
be deliberately changed. Also, a hardware encryptor, through technical protection aimed
at increasing the security of technological data, excludes any interference in the encryption
process.

Hardware CIPFs have the ability to load encryption keys into the cryptoprocessor,
bypassing the PC’s RAM, while in software CIPFs the cryptographic keys are stored in
the PC’s RAM. Based on hardware CIPFs, it is possible to implement control and restriction
of access to a PC. Also, hardware encryption takes the load off the PC’s central processor [3-
5]. Therefore, it is relevant to develop and implement an encryption algorithm in the form of
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a hardware-software complex for off-line encryption. Off-line encryption includes a procedure
for preliminary cryptographic transformation of the transmitted information, after which the
method of its transmission is determined. This method of ensuring the confidentiality of
information is used in the case of an e-mail when information is encrypted in advance and
then transmitted through established communication channels.

2 Materials and methods

2.1 Determination of basic requirements for cryptographic information protection
facilities

The use of cryptographic systems to ensure data security is determined by technological
capabilities, depending on the conditions and scope of the tasks being solved. This often
leads to a revision (tightening) of requirements for cryptographic strength, flexibility, and
performance of encryption, as well as cost acceptability for hardware implementation. New
areas of information security, in particular the development of modern types of encryption in
the USA (NIST competition), Europe (NESSIE competition), and other developed countries,
show the recognition of the scientific and technological value and the growing role of
encryption. When developing ciphers, the use of new cryptographic primitives is promising
for technological applications. The cryptographic primitives traditionally used in the building
symmetric block cryptographic systems are substitutions and permutations, arithmetic and
algebraic transformations, and also other additional operations that well implement data
diffusion.

2.1.1 Principles and stages of development of a symmetric block encryption
algorithm

At present, along with asymmetric systems, symmetric block encryption algorithms are
considered to be one of the main cryptographic means of ensuring the necessary level
of secrecy when storing, processing, and transmitting information in modern information
and communication systems. When developing this type of ciphers, the following general
requirements are imposed, such as in [6-8]:

1. Providing the required level of cryptographic strength;

2. Simplicity, availability, and cost of software, hardware-software, or hardware
implementation.

3. Providing high performance and flexibility in software, software-hardware, or hardware
implementation;

However, the above requirements are rather controversial and contradictory, since
increasing the cryptographic strength requires additional rounds of encryption, and this,
as a rule, affects the decrease in the encryption speed. Nevertheless, international algorithms
such as DES, AES [9], NESSIE [10-12], CryptRec [13], and others indicate the possibility of
achieving the most suitable indicators for practical application.

In practice, the length of a message encrypted with a symmetric block algorithm is
significantly larger than the length of the encryption key (the entropy of messages exceeds
the entropy of the key). In this case, practical criteria of strength are considered, that is,
the inadmissibility of the successful implementation of a crypto attack on algorithms in
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the conditions of modern computing potential (taking into account the upcoming optimistic
development of computer technology and nanotechnology) in a certain period of time.

As known, the strength of an algorithm depends on the complexity of the implementation
of a crypto attack on a symmetric block algorithm. Proceeding from this, as its indicators,
as a rule, the following are used [6]:

1. Time complexity is the mathematical expectation of time (guaranteed security time)
required to carry out a cryptographic attack using available and expected in the short term
computing means;

2. Space complexity is the dependence of the amount of memory occupied on the size of
the input data when performing cryptographic analysis of the algorithm;

3. The minimum number of encrypted and corresponding plaintexts (the minimum number
of pairs) required to implement the attack.

The primary assessment of cryptographic strength is made in relation to known brute-
force attacks, such as complete key enumeration, dictionary attacks, and others. Provided
that the required level of strength to such types of attacks is ensured, an assessment of
strength to analytical attacks and statistical methods of cryptanalysis is carried out.

For modern symmetric block encryption algorithms, it is proposed to apply the following
conclusions as a criterion for evaluating cryptographic strength to analytical attacks [8]:

1. The total number of cipher/plaintext pairs required to perform a cryptanalysis attack
exceeds the number of all possible cipher /plaintext pairs;

2. The complexity of a brute force attack should be less than the complexity of any other
analytical attack.

To assess the complexity of an analytical attack according to the second criterion - the
complexity of a brute-force attack - the following quantitative indicators are considered:

- Time criterion is the required minimum number of encryption operations (actions) for
the implementation of an analytical attack (no fewer than with a complete key enumeration);

- The minimum memory size required to store intermediate and additional results during
an analytical attack (not fewer than when implementing a dictionary attack on a full cipher).

A cipher is protected from a cryptanalysis attack if the above brute force attack indicators
are lower than the cryptanalysis attack complexity.

Thus, when designing modern symmetric block encryption algorithms, the following basic
requirements should be taken into account:

1. Cryptographic strength against brute-force attacks (by the minimum memory size
required to store intermediate and additional results and by the time criterion);

2. Lack of ways to find and solve a system of algebraic (Boolean) equations describing the
relationship between the plaintext, ciphertext, and encryption key;

3. Practical inaccessibility of implementing well-known analytical crypto attacks on the
algorithm or their high computational complexity;

4. Availability of the optimal "margin of cryptographic strength" of the algorithm, taking
into consideration the dynamics of innovative technological development of the industry;

5. The cryptographic strength of a simplified version of the algorithm, where some
operations of the basic version were replaced or simplified by more elementary ones;

6. Statistical properties of the output ciphertext (cryptographic bitstream, cryptograms)
should be close to the properties of a truly random sequence.
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Considering the above, during the design and analysis of block symmetric algorithms, it
is proposed to take into account the following approaches [6]:

- "Conservative design". This means that you should only use repeatedly verified, that is,
reliable, designs, cryptographic primitives, and methods that provide guaranteed security;

- Strength against all known cryptanalysis attacks;

- Accessible and simple structure and design principles of the algorithm;

- Formation of the optimal "security margin" of the algorithm, the possibility of further
secure use of the algorithm, given the emergence of potential cryptanalytic attacks and/or
the development of computer technology;

- Protecting against all known vulnerabilities of the algorithm;

- The lack of a set of "bad" keys;

- The prevalence of strength over the performance of computer technology;

- Ensuring high performance close to the best world indicators.

When designing hardware-software and hardware CIPFs, it is also necessary to take into
account the possibility of technical attacks based on changes in the temperature regime
of the device, the appearance of ionizing radiation, measuring the consumed currents, side
electromagnetic radiation, etc.

2.1.2 Design steps for block ciphers

The block cipher development process includes the following steps [8]:

1. Determination of the application area. At this step, the class of the cryptosystem is
pre-selected, then the necessary list of requirements for its main initial parameters is drawn
up.

2. Selection of key length. Currently, the actual key length is at least 128 bits, but in
lightweight cryptography, a key with a length of 64 bits can be used, where timing is of
particular interest.

3. Key generation scheme, consisting of a key installation system and a key management
system. The key setting system includes algorithms and methods of generation, as well as
a key verification rule. In turn, the key management system determines the further use, the
order of transfer, storage, change, copying, and recovery, as well as the guaranteed destruction
of keys.

4. Selection of basic cryptographic primitives and development of a cryptographic scheme.
Clarification of the main approaches in the development of the algorithm, types and
classes of symmetric block cryptosystems, the cost of their hardware, and hardware-software
implementations. Optimal timing parameters are determined.

5. Assessment of technological resources for software, hardware-software, and hardware
implementation of the encryption algorithm. Development work on encryptors and their
software designs.

6. Estimation of the encryption speed. Various approaches are evaluated to obtain the
required encryption speed for software, hardware-software, and hardware implementations.
If the estimates derived at steps 5 and 6 do not correspond to the values obtained at step 1,
then, taking into account the results obtained at the current step, it is proposed to return to
step 4.
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7. Evaluation of the cryptographic strength of the cipher using cryptanalysis and other
methods.

8. Changing the algorithm with due account for the intermediate cryptanalysis of the
cipher. Considering the results obtained at step 7, the main nodes of the cryptosystem are
optimized to increase the efficiency of countering various types of crypto attacks. Until an
acceptable degree of strength is obtained, this step can be repeated several times.

9. Conducting a basic, more detailed analysis of the cipher. If significant weaknesses are
found, it is necessary to repeat step 8, if it is impossible to obtain a positive result, return to
step 4.

10. At this step, the development of the encryption algorithm code or its implementation
on the FPGA is carried out. The encrypted data is checked using statistical tests and
special experiments to verify the completeness and reliability of the theoretical analysis.
It is recommended to use well-known sets of statistical tests. All these tests are considered
within the framework of mathematical statistics.

2.2 Requirements for symmetric block encryption algorithms developed for software
and hardware implementation

The wuse of CIPFs is regulated by various normative and normative-methodological
documents. The applied CIPFs should perform the following main functions:

- Key generation and key information management;

- Encryption of information in accordance with the standard ST RK 1073-2007;

- Identification and authentication of user connection and access to work (use of additional
means of protection of CIPFs, such as tokens, iButton, etc.)

The developed symmetric block encryption algorithm, first of all, must comply with
the standard ST RK 1073-2007 "Cryptographic information protection facilities. General
technical requirements".

Given the experience gained during the previous R&D, it is advisable to use symmetric
block ciphers previously developed in the information security laboratory, such as Qamal,
EM, ALO1, and others [14-17|, which have been comprehensively studied and repeatedly
tested against generally accepted requirements for symmetric block encryption algorithms.

The preliminary structure of the developed algorithm includes a variant of a substitution-
permutation network (SP-network). This network uses an iterative transformation consisting
of a substitution layer (nonlinear elements), a linear (mixing) layer, and a key adding layer.
This design, due to the transformation of the entire data block at each iteration, provides a
much faster mixing of the input vector in comparison with the Feistel network [18-19].

a) Building substitution boxes (nonlinear transformation nodes)

The use of pseudo-randomly generated lookup tables (S-boxes), selected according to
the criteria of resistance to various cryptanalysis methods and the degree of nonlinearity of
Boolean equations describing transformations, is considered relevant. These tables do not
have an explicit mathematical structure inherent in known ciphers, allowing to reveal any
algebraic dependencies between input, key, and output. This approach provides resistance to
algebraic attacks.

To reduce the possibility of building and the probability of finding the correct solution to
a system of algebraic equations, it is practiced to apply several substitutions at once.
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When forming S-boxes of the developed cipher, the following basic requirements are
imposed |5, 6]:

- Pseudo-random generation (ensuring a low probability of obtaining strict mathematical
relationships between input and output data);

- Minimization of the maximum value of the probability of passing the difference through
the substitution;

- Minimization of the maximum value of the probability of linear approximation of a
substitution;

- Non-linear substitution order.

Next, consider the cryptographic primitives used in the design of the algorithm.

b) Linear transformation block

Currently, a comprehensively studied MDS transform is used as a linear transformation
unit to obtain the best diffusion characteristics. It is recommended to use a 64-bit MDS code,
which provides the best "avalanche effect" after the second round of encryption, which gives
the best performance.

¢) Subkey generation scheme

At this stage, it is necessary to exclude as much as possible the following disadvantages
of known encryption algorithms:

- The ability to fully or partially recover the master key based on a known one or more
subkeys;

- A fairly simple mathematical link connecting the subkeys. This flaw may allow for a
"related-key attack";

- Acceptance of the master key itself as the first subkey;

- Using a design other than the round function in the generation circuit;

- Lack of the "avalanche effect" property on the subkeys, i.e. low effect of changes to the
master key or subkey on other subkeys;

- differences in the computational complexity of generating subkeys for encryption and
decryption.

Requirements key generating schemes of the developed algorithm:

- There should be a non-linear relationship between each bit of a subkey and the master
key. In other words, there should be an "avalanche effect" when a change in one input bit of
the master key should lead to changes in about 50

- High resistance - the ability to resist cryptanalysis methods and all known types of
crypto attacks;

- Lack of a class of weak keys that make the round key generation scheme vulnerable to
some attacks aimed at detecting any weaknesses in cryptographic properties;

- Recovery of a master key based on one or several subkeys should require high
computational complexity;

- The simplicity of the software, hardware-software, and hardware implementation through
the use of cyclic transformation;

- The computational complexity of generating subkeys should not exceed the
computational complexity of the encryption algorithm itself;

- Generation of subkeys should be carried out in any direction of encryption.

Summing up, based on the results of the analysis of the requirements for encryption
algorithms given in Section 1, for the designed encryption algorithm, the following conclusions
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and requirements can be formulated:

- The encryption algorithm should be symmetric and block based;

- The algorithm should provide a high level of cryptographic strength;

- The algorithm should be efficiently modified for all security levels and meet the relevant
requirements as much as possible;

- The strength of the algorithm should not be based on the unavailability of the algorithm,
i.e. the algorithm should be publicly available;

- The algorithm should provide for implementation on different platforms. It should be
possible to effectively implement it in software on modern universal microprocessors and
work on integrated microcontrollers and other small and medium-sized processors while
maintaining the optimal ratio between size, cost, and performance;

- The algorithm should be easily adapted on specially designed encryption equipment,
and its implementation in the form of a CIPF should be energy-efficient;

- The algorithm should be simple and easy to write program code to prevent errors that
allow engineering analysis;

- The algorithm should use simple and low-resource operations that are effective on
microcontrollers and microprocessors (XOR, addition, substitution boxes, cyclic shift);

- The algorithm should not have a set of "weak" keys, which facilitates its cryptanalysis,
i.e. accept any random string of a certain length as the master key.

3 Results and discussions

The conditions and requirements for any symmetric block cipher algorithms are listed
above. Let’s take a look at a new encryption algorithm that has been designed with these
requirements in mind.

The encryption algorithm ALO3 is one of the modifications of the symmetric block
encryption algorithm ALO1 [8 - 9]. The developed algorithm uses blocks and keys with a
length of 128 bits. The structure of the cipher is a variant of a substitution-permutation
network (SP-network), and encryption is performed in R1=24 rounds. The encryption process
includes key addition using the exclusive or (XOR) operation, substitution S-boxes, and the
bitwise shift operation (Figure 1).

Each round of the encryption process consists of 3 transformations, called Step-1, Step-2,
and Step-3, and ends with the addition of the round keys modulo 2 with the results obtained.

In the Step-1 transformation, an input block of 16 bytes (128 bits) is divided into 4
subblocks equal to 4 bytes (32 bits): aJ, a?, a3, a3, aj, al, a3, a3, a2, a?, a3, a3, a3, a3, a3, a3 where
the superscript represents the subblock number and the subscript represents the byte number
in the subblock. The internal transformation of subblocks is performed as follows: 1st and 2nd
bytes, 2nd and 3rd bytes, and 3rd and 4th bytes are summed modulo 2 and form new 1st, 2nd,
and 3rd bytes, respectively. Further, the new 1st byte, after passing through the nonlinear
transformation using the first S-box, is added modulo 2 to the 4th byte and produces a
new 4th byte. The same transformation is performed for the remaining 3 subblocks, that is
b =al @al, b, =Si(b7)@al,i=0,1,27=0123.

Thus, all the results of the addition operation pass through the substitution S-box S;.

¢l = Si(b]),i=0,1,2,3;j = 0,1,2,3.
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Figure 1: Scheme of the encryption algorithm ALO3

Step-2. In each subblock, a concatenation operation is performed over its 4 bytes, followed by
a left cyclic shift by a predetermined number of bits L7 (L7 = 1, 3,5, 3 bits) for each subblock,
respectively:

alldlleld=(qldldld) <L, j=0123

The Step-3 transformation is carried out similarly to Step-1, except that the operations
are performed not on adjacent bytes, but on neighboring subblocks. The corresponding values
of the 1st and 2nd subblocks, the 2nd and 3rd subblocks, and the 3rd and 4th subblocks are
summed modulo 2 and give the new values of the 1st, 2nd, and 3rd subblocks. The new values
of the 4th subblock are determined as follows: the newly obtained values of the 1st subblock
after the second S-box transformation are summed modulo 2 with the corresponding values
of the 4th subblock:

& =cdod™ d=8d)®ci=01,237=01,2.
Thus, all the obtained values of the 4 subblocks pass through the substitution S-box S5.
el = So(d),i=0,1,2,3;7=0,1,2,3.

Each i-th round of encryption ends by adding modulo 2 values ef to the round key K;.
S1(256) = {98,233, 16, 142, 0,40, 127, 30, 25, 76, 169, 130, 19, 72, 58,93, 77, 235, 148, 162,
196, 150, 38, 232, 82,152, 177,164,211, 101, 188, 245, 165, 145,115, 13,121, 9, 234, 214, 180,
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117,26, 138, 147, 247, 33, 189, 183, 179, 32, 255, 161, 2, 172, 83, 218, 167, 21, 95, 201, 199, 80,
28, 157,96, 109, 60, 74, 190, 113, 137, 85, 205, 84, 143, 66, 62, 206, 146, 181, 55, 12, 59, 31, 91,
90,24, 14,191, 51, 159, 228, 65, 248, 244, 231, 135,194, 129, 213, 114, 79, 111, 184, 102, 122,
207,208, 163, 134, 128, 151, 100, 254, 227, 20, 29, 223, 118, 220, 176, 230, 197, 212, 48, 89, 222,
52,202, 1,106, 105, 175, 149, 224, 210, 39, 170, 68, 41, 61, 8, 168, 192, 5, 249, 182, 241, 54, 78,
45,174,215, 246,99, 171, 6, 63, 140, 132, 4, 187, 160, 64, 186, 226, 86, 11, 110, 250, 112, 203, 67,
124,216, 35, 57, 155, 119, 158, 166, 87, 73, 120, 75, 252, 103, 56, 217, 97, 47, 42, 251, 50, 221, 242,
240, 116, 88, 156, 34, 123, 141, 198, 18, 10, 44, 236, 193, 71,239, 7, 125, 154, 53, 136, 23, 219, 229,
3,238,69, 107, 43, 185, 36, 108, 126, 92, 15, 253, 37, 46, 104, 237, 131, 81, 94, 139, 209, 225, 144,
49,27,200, 133,70, 173,17, 204, 22, 153,243,178, 195};

S9(256) = {168,176, 8,107,204, 99, 10, 223, 243, 160, 118, 180, 146, 179, 230, 30, 59, 244, 212,
219,105,120, 92, 201, 163, 152,193, 101, 36, 56, 26, 161, 44, 254, 166, 88, 83, 123, 178, 188, 84, 15,
31,97,190, 224, 48,220, 29, 213, 129, 35, 76, 183, 124,198, 17, 137, 229, 240, 78, 3,67, 5, 109, 226,
132, 227,222,169, 234, 66, 95, 39, 214, 111, 86, 187, 32, 162, 194, 139, 81, 207, 141, 127, 40, 100,
126,114, 46,74, 153, 155,47,16, 211,175, 196, 165, 182, 38, 140, 37, 98, 80, 149, 199, 75, 195, 209,
27,251,102,202, 77,237, 54,242, 250, 60, 128,121, 6, 131, 151, 115,116, 0,173,112, 154, 117, 90,
231,68,113,192,63, 110, 12, 241, 20,73, 119, 238, 216, 135, 13,171, 94, 125, 156,91, 189, 14, 69,
43,138,11,133,185,148,157,1,247,58, 174,158, 239, 130, 205, 57, 64, 235, 24, 21, 19, 61, 218, 51,
50,104, 34, 22,253, 72,45, 164, 236, 108, 184, 206, 215, 53, 28, 143, 203, 23, 167, 2, 25,79, 89, 9,
49,134, 87,225,106, 150,41, 62, 52,70, 197, 255, 252, 18,103, 144, 7,217,221, 71, 159, 181, 200,
249,210, 245,142, 145,93, 147,233, 172,42, 208, 65, 177,82, 33, 248,136, 191, 186, 122, 232, 246,
96, 228,170,4, 55, 85}.

The algorithm for generating round keys. An algorithm for generating round keys
from the master key K(ko, ki, ks, ..., ki5) with a length of 16 bytes is considered. We will
use the master key K as the round key Kj. The total number of round keys (excluding Kj)
is the same as the number of rounds Rsy. The values of the round key Ky(ko, k1, k2, ..., k15)
are written as a 4x4 square matrix A:

ko ki ko ks Qoo  Ap1 Qo2 Qo3

_ ky ko ke Ky _ | @0 a1 ai2 13
A - - )

ks ko ki kn G20 A21 Q22 23

k1o kis ks ks a3p az1 asz ass

The algorithm for generating round keys, schematically shown in Figure 2, consists of
Stage-1, Stage-2, and Stage-3 transformations, which are described below. Stage-1
transformation

At this stage of the transformation, which consists of two steps, from a given matrix A,
we will obtain a new matrix A of the same size.

Step 1. The intermediate values ¢;; of the matrix A are determined from left to right,
from top to bottom by adding modulo 2 all four elements of the ith row and three elements
of the jth column, except for the ¢;; itself.

Step 2. At this step, the obtained value c¢;; passes through the substitution S-box and is
written to the same place as the new value of the matrix A.
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Figure 2: Scheme of the algorithm generating round keys

The Stage-1 transformation, consisting of the 1st and 2nd steps, can be written as:

3 3
mij =D Z ik D (@ Z akj);
k=0 k=0

aij = S1(myj);i=0,..,3,7=0,..,3;

where ¢;; is the intermediate value of the matrix A, S is the substitution using the S-box 5.
Stage-2 transformation

This transformation consists of only one operation. The elements of matrix
A, obtained in Stage-1, are written in the form of a one-dimensional array
(Goo, aop1, @p2, 03, A10, @11, A12, A13, 420, 421, A22, 423, A30, 431, A32, G33)- Further, all elements
of the array are treated as bytes and are concatenated using the concatenation operator:
Qoo || Qo1 || o2 || o3 || @10 || a1 || 12 || 13 || 20 || 21 || 22 || 23 || a30 || a3 || 32 || a33.

Next, a cyclic left shift is performed by 1 bit. The obtained 16-byte result is taken as the
new values of the 4x4 matrix A whose elements are located from left to right, from top to
bottom.

Stage-3 transformation
This transformation is similar to the Stage-1 transformation. Here, too, the matrix
Aundergoes a two-step transformation. The only difference is that the elements of the matrix
are selected from right to left, from bottom to top. After transforming Stage-3, we get a new
matrix A of the same size. We write this transformation, consisting of the 1st and 2nd steps,
similar to the previous one:

3 3
mi; = D Z a;r D (EB Z akj);
k=0 k=0
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where ¢;; is the intermediate value of the matrix A, S is the substitution using the S-box
Sy. Finally, the result of one round is the values obtained after the Stage-3 transformation.
The Stage-1, Stage-26 and Stage-3 transformations are repeated Ry = 8 times, and then the
resulting 16-byte value is added to the previous round key K;_jmodulo2(XOR) and finally
we get the next round key K;, where ¢ =1,..., R;.

We have modified the ALO1 symmetric encryption algorithm. The structure of the
algorithm uses XOR operations and substitution S-boxes. In one round of encryption, only 56
operations are performed, therefore the complete algorithm is performed in 1,344 operations.
Thus, with an effective software implementation, the encryption rate of this algorithm will
be close to or even exceed the encryption rate of other known algorithms.

One of the tasks of the research work is to create a hardware prototype of the encryption
algorithm developed in the LIS and adapted for this purpose. The creation of such a device
is possible at the Special Design and Technology Bureau (SDTB) Granit LLP. The SDTB is
engaged in the development and production of radar stations and single-board minicomputers.
It has developed a device that is designed to emulate the operating mode of the CIPF. On its
basis, SKTB Granit, within the framework of this project, plans to implement a software and
hardware complex for preliminary encryption of information with the characteristics required
for the project. The developed encryption algorithm will be implemented on a device that is a
single-board minicomputer for CIPFs. Taking into account the peculiarities of the operation
of the file encryption software, the device will be made in a truncated hardware configuration
without connecting a keyboard and monitor.

4 Conclusion

The paper provides an overview of the basic requirements for modern CIPFs, studies
the stages of developing a symmetric block encryption algorithm, systematizes the basic
requirements for the developed cryptographic information security facilities, on the basis of
which criteria for evaluating the developed cryptographic information protection systems are
determined. The technical task for the creation of a software and hardware complex that
implements the developed encryption algorithm has been clarified and agreed upon.

The research being carried out is new. The development and study of the encryption
algorithm designed to ensure the protection of information, including classified information
constituting a state secret, by the cryptographic transformation of data presented in the
form of files, its implementation in the form of a hardware-software complex is aimed at the
creation and development of domestic cryptographic means to ensure information security.

In addition, this article presents a new structure of the symmetric block cipher algorithm,
its key generation algorithm that meets the basic requirements and recommendations of block
cipher algorithms. Currently, work is underway to analyze the cryptographic strength of the
algorithm using statistical and algebraic approaches.
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Today, the introduction of analytical systems into the university management circuit has become
a necessary and priority task of higher educational institutions. It was led by the desire of the
university management to understand the nature of data to improve the quality of educational
services and decision-making. This article discusses the analysis of information systems, comparison
of business intelligence platforms, and approaches to designing information and analytical system

within the university as one of the key elements of the university’s information infrastructure.
The presented work describes the data architecture of the corporate information systems of al-

Farabi Kazakh National University, designing and implementing an information and analytical
system at the university and on the Microsoft Power BI cloud business analysis platform.
This system integrates all the disparate data of the university’s corporate information systems
and transactional data sources. Furthermore, the logic of data extraction, transformation,
implementation of visual reporting in Power BI, and the model of role-based access to them are
also described.
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Byrinri ramma yausepcuTerTi 6acKapy KOHTYDBIHA AHATUTUKAJIBIK KyHeaep/Ii eHrisy Korapbl OKy
OPBIH/IAPBIHBIH, KaXKeTTi »KoHe 0achiM MiHJeTi OOJIbIT TabbLIa ibl. byan yHuUBepCHUTET OACHIbLIbI-
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nHGPAKYPBIILIMBIHBIH, HETI3T1 9JIeMEHTTEpiHiH 6ipi peTiHae yHUBEpCHTET iMmiHIeri aKmapaTThIK-

AHAJUTUKAJILIK 2KYHeHi xKKo0aJay Tociiaepi KapacThIPLLIaIbL.
Ycemaburan KymbicTa Kazak yITTBIK YHIBEPCUTETIHIH, KOPIIOPATUBTIK aKIIapaTTHIK YKYyHeaepiHiH,
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Ceroinst BHEJPEHNE AHAJUTHICCKAX CUCTEM B KOHTYD VIPABJICHUS YHUBEPCUTETOM CTAJO HEOO-
XOJIMMOW W TIPUOPHUTETHON 3ajiadeil BBICHINX y4ueOHBIX 3aBejiennii. K sroMy mpuseso kejanue
PYKOBOJCTBa yHUBEPCUTETa IIOHUMATh IIPUPO/Y JAHHBIX, C IEJIBIO COBEPIIEHCTBOBAHUS KadeCcTBa
00pa30BaTENbHBIX YCIAYT W MPUHATHS perernit. B mannoit cratbe paccMaTpuBaeTcs aHan3 WH-
dopMaIMOHHBIX CUCTEM, CpaBHEHHE IIATGOPM OM3HEC-aHAJUTUKHA U IOJIXO/bI IPOEKTHPOBAHUS
nHGOPMATMOHHO-AHAJTUTHIECKON CUCTEMBI BHYTPH YHUBEPCUTETA, KAK OJNH U3 KJIIOUEBLIX 3JI€-

MEHTOB HHMOPMAIMOHHOH nHdpacTpyKTypsl BY 3a.
B mpecrasientoit pabore ommcana apXUTEKTypa JAHHBIX KOPIOPATUBHBIX HH(POPMAITNOHHBIX CH-

crem Kazaxckoro Harmonamproro yausepcurera nm. ajib-Papabu, mMoaxo 1 IpOEKTHPOBAHUS U Pe-
ajmzanuy nHOOPMAIMOHHO-aHAJIUTHYECKO cucreMmbl B BY3e, Ha obyaunoil miardopme GusHec-
anasm3a Microsoft Power Bl. Jannasi cucrema nHTErpupyeT Bce pa3po3HEHHbIE JTaHHBIE KOPIOPa-
TUBHBIX THPOPMAIIMOHHBIX CHCTEM YHUBEPCUTETA N TPAH3AKITMOHHBIX NCTOTHUKOB JTAHHBIX. TaKke
U3JI02KeHa JIOTMKa U3BJICUCHNUS, IPe0OPa30BaHNs TAHHBIX, peaan3alys (hOpPMbl BU3yaJIbHOM OTYeT-
moctu B Power Bl u mozens posreBoro poctyma K HUM.

KiroueBble cioBa: pannble, HHOOPMAIMOHHO-aHAIUTHIECKAS CHCTEMa, BU3YaIM3allns, yIpaB-
JIEHUE JAHHBIMU, YHUBEPCUTET.

1 Introduction

The manager needs to operate with all data flows in the information space of the organization
to make managerial decisions. Sources of data for information flows of space are corporate
information systems, each of which automates key business processes and, often, does not
have consolidated data. There is a need for a qualitative improvement of information and
analytical support in educational institutions, including educational processes at all levels.

The complex task of managing a university, according to the authors, is to improve the
quality of the scientific and educational process, which requires a systematic and timely
analysis of comprehensive and reliable information about the state of the university’s
activities for decision-making. The solution to this problem is possible by introducing modern
information technologies into the management process of the university and constantly
improving them. Therefore, higher educational institutions are constantly looking for
effective ways to manage scientific and educa-tional activities (GCD) in connection with
the university’s information infrastructure being developed.

Information infrastructure is a set of solutions of its own and local developments and
forms the information space of the university. The information and analytical system (IAS)
is a modern, highly effective tool to support the adoption of strategic, tactical, and operational
management decisions based on the visual and prompt provision of the entire necessary set of
data to users respon-sible for analyzing the state of affairs and making management decisions.
The main purpose of the IAS is the dynamic presentation and multidimensional analysis of
historical and current data, trend analysis, modeling, and forecasting of the results of various
management decisions.

The purpose of developing an TAS in the contour of a corporate information system (CIS)
on the example of the al-Farabi Kazakh National University: to create an aggregating system
for extracting data from various sources of CIS, transforming them, and uploading them
to storage in order to build an operational and intelligent data analysis for their effective
perception by consumers. For the implementation of TAS, methods and models were used,
such as programming technologies, design of information systems, database theory, statistics,
data mining.
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The complexity of information and analytical systems affects the entire management
vertical of the university: corporate reporting, financial and economic planning, and strategic
planning. An information-analytical system is a platform in which databases (MS SQL,
MySQL, etc.) of disparate information systems of an organization’s information infrastructure
and transactional data sources are integrated. This data integration accumulates at the cloud
storage layer. The cloud architecture of the platform allows you to connect various intelligent
data mining services like Microsoft Azure Learning, Analysis Services, and Google Analytics
for the building purpose. Using a systematic approach and applying methods and models of
economic and mathematical modeling and data mining, it is possible to build visualization
services and predictive analytics. With the Power Bl service, you can securely publish reports
to your organization and set up automatic data refresh to keep all users up to date. The
implementation of the TAS will help in the implementation of such tasks at the university
as increasing the efficiency of university management and the processes of scientific and
educational activities (GCD); improving the quality of educa-tion; assistance in the tasks of
improving the qualifications of teaching staff and the effective use of pedagogical potential;
identifying the reasons for academic failure; assessment of the effectiveness of educational
and methodological complexes; control of the organization of the educational process.

2 Literature review

The analysis of Business Intelligence (BI) systems made it possible to conclude that the
Microsoft Power BI platform is the most optimal for the education system since it quickly
analyzes a large amount of data. It also allows you to visualize the results of processing an
array of data with the ability to personalize; supports the possibility of joint work with data
by placing data on an LDAP server; provides secure publication of dashboards and view them
from any device with Internet access. In addition, a real-time reporting system enables group
work with data and automatic data synchronization for all users.

Power BI is an online service developed by Microsoft for BI, which is a modern, highly
effective tool for supporting the adoption of strategic, tactical, and operational management
decisions based on the visual and prompt provision of the entire necessary set of data to users
responsible for analyzing the state of the organization’s activities and making management
decisions [3|. Power BI allows you to create adhoc analytic reporting forms that are tailored to
the needs of different categories of users and customized visualizations. There is also a mobile
Power BI application available on various operating systems for continuous monitoring of the
state of affairs and instant response to emergencies. It is also worth noting that Gartner
has recognized Microsoft as a leader for fourteen years in a row in the Analysis and BI
Platforms nomination in the Gartner Magic Quadrant for 2021 [4]. The implementation of
an information and analytical system needs an environment that allows combining data from
disparate systems, significantly reducing labor costs for preparing reports and improving the
quality of information for strategic decision-making. This function was taken over by BI
systems developed on the basis of cloud platforms, which are designed to receive operational
information in real-time for making strategic decisions [1]. The following platforms are
distinguished for processing and analyzing data and presenting them in the form of reports:
Microsoft BI; Oracle BI; SAP Business Objects; QlikView; Qlik Sense; etc. Table 1 compares
the functionality of Qlik, Tableau, and Power BI.
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Table 1: Comparison of Quik, Tableau and Power Bl functionality.

Qlick

Tableau

Power BI

Qlik is a paid software

Tableau is also a $70

There are three versions

g:? that costs $30 per user | per user/month paid | of Power BI: Basic (free),
5 per month, with different | software, with different | Pro ($9.99 per user), and
E:; offers  for  corporate | offers  for  corporate | Premium ($20 per user
g clients. You can also get | clients. You can also | and $4,995 per capacity
a free trial period for | get a free trial period | (i.e., all employees in the
using the program. For | for using the program. | organization)). Complete
self-study, there is a free | For self-study, there are | documentation of the
introductory course on | training videos on their | product’s features and
their official website. official website. There is | functions is published
an adapta-tion of reports | on the official website.
for different forms of | There is an adaptation
presentation (you can | of reports for different
download and print in | presentation forms (you
.pdf format). can download and print
in .pdf, .pptx formats,
export tables/reports to
Excel, CSV files).
Qlik  has its data | Tableau allows  you | Power BI fully
— processor, which allows | to combine several | implements internal
= you to use “unprepared” | tables, get rid of empty | ETL, which allows you
data and transform it | or unwanted values, | to import, transform,
during loading. add calculated fields | and download data.
(amounts, number, and
average).
o b Qlik creates keys between | In Tableau, by default, | In Power BI,
Z o | tables based on common | the link is also built | relationships between
2 2 | field names. The Data by fields with the same | tables are built by
s t% Model Viewer gives a | names, but this can also | default by fields with the
% = complete understanding | be edited in the section | same names; you can also
s of the loaded tables and | “Editing links.” edit, de-lete, or create
the relationship structure new relationships in the
between them. “Data Model” section.
B In Qlik, the wuser | Tableau automatically | With Power BI Desktop,
E = | initiall 3 list | determines which | you can access SSAS
2 3 mitially  sees a S y
= Z |of all loaded fields, | fields are dimensions | multidimensional
%gb can distribute all the | and indicators in all | models, com-monly
% e fields into dimensions | loaded tables (string in | referred to as SSAS MD..
% ¥ | and indicators using | dimensions, numeric in
the Master Items | indicators).

functionality.
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will be performed, you
cannot bind a filter to a
particular object.

to  configure Actions
on each sheet, which
will select the necessary
values upon activation.

Both  platforms have | Tableau offers a broader | Power BI has many
; a set of beautiful | variety of out-of-the- | visualization libraries
i charts. Qlik also allows | box visualizations such | ranging from map
g' you to extend your | as box-and-whiskers, | points to nested graphs,
= visualization capabilities | Bullet-graphs, Gantt | histograms, and more.
a using extensions (ready- | charts. FEach chart is | There is also a store
made extensions can | separated into a separate | of visual elements with
be found on the Qlik | object, which makes it | modified  visualization
Branch resource or using | easier for the user to | elements. It should be
open standards such as | change the presentation | noted that the wuser
HTMLS5. of the diagram (just a | can create his visual
table, a table-heatmap, | element and  publish
a chart with one axis, | it in this store after
a chart with two axes, | receiving approval from
etc.). the creators.
In Qlik, to fall into the | There is no Dill-down | In  Power BI, you
g lower level, it is necessary | function in  Tableau. | navigated through
E to select one (and only | Instead, hierarchies are | data levels using up and
% one) value of the upper | created, the wuser, by | down arrows. Moreover,
= level, after which the | clicking on “+”7 or “” | a single arrow shows a
diagram is rebuilt in | can collapse/expand the | transition to one level,
the context of the new | object, that is, work on | and a double arrow -
dimension. the principle of a pivot | to the lowest level of
table. hierarchies.
In Qlik, the selection | In Tableau, the opposite | Power BI makes it easy
g of a wvalue on one|is true. The choice is | to  combine  queries,
;’; tab / specific object | made locally - that is, | create groups and data
=4 will be wvalid for the | only to a specific object. | selections into a new or
3 entire document - on | To transfer the selection | existing table.
all tabs; the selection | between sheets, you need

9OURAJ[OI
ryR(]

Qlik has a configurable
auto-update for datasets.

Tableau implements
configurable auto-update
of datasets.

There is a configurable
auto-update of datasets
in the cloud version of
Power BI web according
to the established
schedule by configuring
the gateway.
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Qlik allows | Tableau  allows  you | Power BI can apply
g g customization of access | to  customize  access | confidentiality labels to
g‘ i by individual data, | to specific reports, | Power BI data using
= § users, sheets, streams, | delineation of  rights | Microsoft — Information
5 = and applications. for actions in responses | Protection and customize
= (viewing, edit-ing, | roles, functionality,
updating, etc.). and access levels for
workspaces, analytic
reports, and datasets.
. Qlik can import data | In Tableau, data loading | Power BI is integrated
% from Data Warehouses, | is implemented by | with  other  products
%ij Relational Data-bases, | connecting  to  Data | from Microsoft (Office
= Files, SAAS, SAP, etc. | Stores, Databases, files, | 365, etc.), with R and
= etc. Python.
It is possible to connect
almost any data source
(streaming data, cloud
services, Excel work-
books, SQL  Server
databases, MySQL, MS
Asure, and other third-
party applications) and
combine them. Power
BI has a simple API for
integrating into its own
applications.
A Supports multiple | Work in Tableau is | Power BI is easy to use
S platforms (web and | carried out in the web | and has an intuitive
S mobile). version. interface. Supports
?D- multiple platforms (web,
5 desktop, and mobile).

3 Materials and methods

Today, at al-Farabi Kazakh National University (further - KazNU), the information
infrastructure uses such information systems as self-developed systems (IS “UNIVER” - a
system for automating the educational process, IS “Science” - a system of accounting for
research activities, system of indicative planning and rating based on IS “UNIVER” [5]);
electronic document management system “Directum”; accounting and personnel accounting
systems (“1C: Enterprise 8.27); time tracking system “Perco 2.0”; the system of statistical
reporting of the contact center “VoIlPTime Contact Center.” [6] These information systems
were integrated with the cloud platform Power BI to build an IAS within the KIS KazNU

(fig. 1).
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The work of the information and analytical system (IAS) is based on the application
of knowledge about the organization of business processes of the university, methods, and
models of working with data, data analysis and monitoring, data interpretation, so that IAS
users have the opportunity to offer objective solutions to emerging issues, and make more
objective management solutions.

Data source Dat-a collection and Data integration Data storage Analytical system Cloud Access subsystem
systems delivery subsystem subsystem subsystem
:
Views
| | Requests
IS «Science» Cubes

IS «1C»

EDMS
«Directum:s

Static reporting
Indicative indicators
Analytics
(operational,

| | intellectual)

ACS ePercow

[ sae ]
[ corecams |

Excel Table

Subsystem of information and analytical system administration

Module development
Development of views, queries and data cubes
Monitoring Meonitering
Initializing processes Process initiation
_ Conflgur._atlon and process.lng . _Logglng . Software Engineer
Analytical Implementation of the regulations for Configuration and processing
the release of reports Recording information security events ] . .
. . L . System Administrator
Saving generated reports Managing antivirus protection
Control of the data receipt regulations User Account Management
User statistics Granting users access rights to the system
Fixing events of the changed configuration of subsystems
Logging user access

Figure 1: The architecture of IAS CIS of KazNU

The analysis of the statistical reporting of the corporate information system of KazNU
showed that there are various categories of indicators at the university that are used
in the formation of the reporting system. In this regard, the logic of the formation of
analytical data was proposed, which easily inherits the hierarchical organization of data at the
university (primary data, operational data, statistical indicators, statistical reports, indicative
indicators, strategic indicators) and is easily programmed to build analytical indicators [5].

For the university leadership, there are clear benefits from the development and
implementation of IAS in the university management loop, as a function: prompt response,
operational monitoring, control of the University development strategy, reduction of labor
costs for routine operations of automation of the university’s statistical reporting. The result
of using TAS tools is regulatory analytical reports focused on the needs of users of vari-ous
categories, tools for interactive analysis of information, and rapid construction of reports by
non-programmers using familiar concepts of the subject area.
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4 The architecture and data for IAS

IAS implementation includes several essential stages: deployment of Microsoft SQL Server
DBMS on a dedicated server/computer; building a data warehouse that receives information
from various sources; Importing data into the Power BI business intelligence platform
construction and visualization of reports; publishing a report to Power BI; installation of
a gateway and automatic updates |7].

For the implementation of analytical reporting, it is necessary to provide for an
appropriate data architecture of the University’s CIS (fig. 2), which should consist of a data
warchouse (DD), a data lake (OD), and a data mart (serving layer) [8,9].

Data Warehouse is a system that collects data from various database sources within
the university, developed and designed to prepare reports and business analysis to support
management decisions. HD represents detailed data, aggregated data, and metadata
(technical and business metadata).

Data Lake is a repository that stores a vast amount of raw data in its original form (RAW
format). In the data lake: each unit of data has value now or in the future; data is stored
for as long as needed; data is transformed when the need arises; data is interpreted following
research goals. The data lake has a flat architecture.

Data lakes include structured data from relational databases (rows and columns), semi-
structured data (CSV, log files, XML, JSON), unstructured data (emails, documents, pdf),
and even binary data (video, audio, image files). The model of the data lake operation
involves unloading data from a data source, preparing data, transforming and analyzing
data, publishing data in data marts, and consuming data in the required reporting forms.

When working with the objects of the data architecture of the corporate information
system of the university, the important processes are data reception, data storage, data
quality, data audit, data exploration, data discovery [10].

Data sources of ML, and CD KIS KazNU are:

- educational process management systems (data and log files of the IPK “UNIVER” and
IS “Moodle”);

- accounting systems (IS Science, 1C: Enterprise 8.2, Perco, online telephony systems);

- electronic document management systems and electronic archives: EDMS “Directum”;

- local documents: file storage IPK “UNIVER” and IS “Science”;

- external sources: excel files.

Fig. 2 shows the standard data architecture of KIS KazNU, represented by the following
levels:

- level of data resources: DB IS, corporate IS, users, data of log files;

- ETL level: level of extraction, transformation, and loading of data;

- data level: o CD: cloud, which integrates data from the CIS database; o data marts:
grouped thematic dataset; o OD: cloud, into which the data of log files, video, audio data are
uploaded:

- the level of analytics - visual forms of statistical and analytical reporting (for educational,
scientific, social, administrative, financial, etc.);

- access level for data mining: access at the level of analytical engineers and software
engineers.
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The collection of data into the university’s information systems is carried out both in
manual and automatic modes. IS “UNIVER” collects all categories of data on the educational
process of the university: students, teachers, educational process.

Data resources ETL
e - Data warehouse Data marts Bl analytics
T
> Learning activities
Corporative 1S
- = > R&D activities

O0Oa

Users g ﬁ > cs

Financial activities

A
Others

Y

m
|:| %%D@ﬂg@

v
Data Lake

Web/Data logs | Develops

Y

)
Others Q -

Data analytics

I

Figure 2: The standard architecture of CIS of KazNU

The following types of data are collected for students: personal data, citizenship, country,
region of residence, faculty, specialty, department (ru/kz), stage of the study, language of
instruction, course of study, a form of study (grant / paid), data on the results of UNT, etc.

On the educational process with the student: ID-group, the full name of the curator-
adviser, name of the discipline by semester, the full name of the teacher of the discipline by
semester, class schedule: semester, date, time, place, links to the online lesson; exam schedule:
date, time, place, ID-admission to the exam, the format of the final exam, full name of those
checking the student’s examination data; discipline attendance data.

According to the student’s progress: marks for foreign discipline controls, marks for MID-
TERM by discipline, results of final exams in the discipline, GPA, the presence of arrears,
data on retaking exams, data on non-attendance at the exam, the fact of violations during
exams, etc.

According to the student’s interaction with e-learning systems: the number of downloads
of educational materials, the number of views and downloads of video recordings of online
lectures, the number of visits online classes, the number of page views, etc.

According to the behavior of the student in the IPC “UNIVER”: the number of visits to
the system, the length of stay in the system, data on the visited web pages of the system,
the most visited service/page, viewing the progress journal, viewing information about the
teaching staff, the number of views/downloads of training materials, electronic resources, for
a certain period, loading of completed tasks, data on passing tests and exams (duration of
writing answers, grade, results of anti-plagiarism checks (in the case of a written exam)).
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Personal data on the teaching staff of the university is extracted from the accounting
and personnel accounting system “1C: Enterprise”, which is the primary source of data on
university employees: personal data, citizenship, country, region of residence, address, work
experience, the start date of employment, date of adoption, date dismissals, data on breaks (if
any), diploma specialty, position, rate, academic degree, academic title, types of allowances,
faculty, department.

Educational data on the teaching staff of the university in the IPK “UNIVER”: Name of
the discipline, credits, language of instruction, specialty, semester, midterm points for the
discipline, MIDTERM scores for the discipline, exam scores for the discipline, data based on
the results of the questionnaire (teacher through the eyes of students, teacher through the
eyes of colleagues, the quality of educational materials in the context of the semester, date),
data on the loaded educational and methodological complexes of disciplines (name, type of
EMCD, download date, update frequency, amount of material, data on the correspondence
of the material to the discipline), ID-students in the discipline, schedule disciplines, data on
the log of visits (date, discipline, date of entry of data on attendance, points for the lesson).

Ranking indicators for the teaching staff of the university in the IPK “UNIVER™: name,
department of the employee, units, directions, year, indicators, code, name, result of the
indicative indicator of this employee, questionnaire plan, fact of questionnaires, monitoring
plan, goal achievement index.

The IS “Science” collects data on the research activities of the teaching staff and students of
the university. Including scientific articles, publications, and books: author, title, the language
of publication, year of publication, title, and rating of the scientific publication, type of
publication, number of pages.

The data collection into the Perco time attendance system occurs automatically from the
1C: Enterprise IS name, faculty, department, division, identification code, student training
period, and information received from devices (turnstiles) using Perco software: arrival time,
departure time, date.

For storage in CD, OD, and display in the Data Showcase, it is necessary to carry out
preprocessing procedures, which are carried out using SQL queries.

The primary processing procedures in the SQL query language are queries to retrieve
data from the primary source of the data table; stored procedures for processing trigger
operations for dynamic reports; presentation of data obtained from primary sources and
stored procedures for obtaining visual reports in which related data from different databases
are synchronized.

5 The program realization of TAS

After collecting data, the process of extracting, transforming, and loading data is carried out
to generate analytical reports on all types of university activities.

Data for analytical research is retrieved by Power BI business intelligence software by
connecting to the TAS data warehouse. After the data is retrieved, the relationship between
the tables is configured, if necessary.

At the data transformation stage, the following operations are performed: the
transformation of the data structure; aggregation of data; translation of values; combining
data from multiple sources; changing the data type; creation of metrics; other.
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The extracted and transformed data is a source of information for generating analytical
re-ports in visual and tabular forms.

In addition to importing and transforming data, an equally important stage of work in
Power BI is building analytical reports. Visualization allows you to compare data visually,
make convenient accents on essential things and carry out a lot of research in different sections.

When building an interactive reporting form (data mart), you need to understand the
answers to basic questions: why is this report?, for whom is this report?, what data can be
visualized in this report 7.

Power BI offers an extensive range of visualization elements, allowing you to build reports
of almost any complexity. In addition to the basic well-known histograms and graphs, there
are a wide variety of charts (essential and funnel-shaped, waterfall and indicator, combined
and bubble, and others), matrices, maps (base and cartograms), slices, plane trees, as well
as images and simple cards with one number. The importance of a large number of elements
in the analysis of learning activities cannot be overestimated.

An example of the report visualization is shown in fig. 3. The developed visual
representations of the university’s statistical reporting represent more than half of all forms
of the university’s statistical automation system IS “Univer 2.0”.
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Figure 3: The visualization of reports on the educational activity of KazNU

The analytical report generated in the business intelligence software is loaded into the
cloud version of the software, with the ability to configure access to reading and editing the
report.

By the role-based policy of the KIS KazNU, the following roles of the IAS are provided,
such as system administrator that has full rights to fully manage data, services, and system
settings, users of CIS systems, such as dean, deputy dean, teacher, curator-adviser, DAV
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specialist, CSO employee, accountant, management. Students have rights with a limited scope
of data visibility ac-cording to their role in the university’s organizational structure.

Analytical engineers and Software Engineer have full rights to work with data at the
data warehouse level, data lake, without the right to delete. The system administrator has
full rights to configure and manage the DBMS, data warehouse, and data lake by system
parameters.

IAS users, such as the rector, vice-rectors, department directors, deans, deputy deans, CSO
employees, heads of structural divisions, have the right to view analytical reports following
their type of activity in the organizational structure of the university.

Access to information systems and the information and analytical system can be provided
temporarily and permanently.

The data from the TAS are used for generating statistical reports on the educational,
scientific, social, administrative, and financial activities of the university; data analysis and
visualization; identifying patterns in data using data mining methods; predicting student
performance; providing feedback to support the work of teaching staff; providing guidance
to students; identifying unwanted student behavior; optimization and modernization of the
educational content of the training course; statistical analysis to investigate the nature of the
data.

6 Results and discussion

Information and analytical system have been developed, which is integrated into the outline
of the corporate information system of KazNU; instructions have been developed for
programmers to create a system.

In the context of the digital transformation of the university, the development of
digitalization processes, it is necessary to introduce a culture of data management: collection,
analysis, communication, identification of bottlenecks, understanding, application, tools,
management strategy, focus on results. This will allow you to assess the value of IT
technologies and ensure effective decision-making. However, there is a problem here - data
management is still under development in many institutions.

Therefore, it is necessary to start with simple tasks and make efforts to build the entire
data management model of the educational process, automate the visual presentation of
statistical reporting, and bring it into an analytical presentation.

Thus, at the Kazakh National University, work is underway to develop a data management
strategy based on methods for determining how data is collected, stored, processed and
used for various tasks of the development of the education system and decision-making,
which makes it possible to build an information and analytical system that integrates and
accumulates disparate corporate data.

Information systems provide an analysis of an educational organization’s scientific and
educational activities in the main areas of development, which are formalized as the quality
of educational services, research potential, innovation orientation, information, and technical
and technological infrastructure.
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7 Conclusion

This article discusses an approach to the design and implementation of TAS on the cloud-
based business analysis platform Microsoft Power BI, which integrates all the disparate data of
corporate information systems of the university and transactional data sources. The analysis
of data types used as a data source for analytical reporting is carried out, the architecture
of the IAS is presented, the logic of data extraction and transformation is described, the
role-based access model is presented, and the form of visual reporting is presented.

The approach used by the authors in the article to apply research with data in the
education system on the example of the Kazakh National University named after al-Farabi
can be scaled to any organization that has a corporate information system, consisting of
its own and local developments of information systems and who want to conduct a deeper
analysis of the organization’s activities to make the right strategic decisions.

The economic effect of the introduction of such a system is early identification of “bottle-
necks” in the organization of the education system, prompt decision-making; in a systematic
and complex analysis of the main business processes of the organization of education, through
building a data map and visualizing all statistical reports, using data mining algorithms,
thereby contributing to the digital transformation of the main business processes of the
education system.
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MATHEMATICAL MODEL OF THE EPIDEMIC PROPAGATION WITH LIMITED TIME
SPENT IN EXPOSED AND INFECTED COMPARTMENTS

A discrete nonlinear mathematical model of the epidemic development is proposed. It involves
dividing the population into eight compartments (susceptible, exposed, asymptomatic, easily
sick, hospitalized, critically ill, recovered and deceased). At the same time, the time spent in
compartments of exposed and all forms of patients is considered limited. Thus, any person who
has been in contact with an infected person, after a while, either gets sick or does not, leaving
the exposed compartment, and any patient, over time, for sure, either goes to the group of more
severe patients, dies or recovers. This deterministic model is presented in a discrete form and
simulates the quantitative change of various groups by day during the spread of the epidemic.
It is a transformation of the SEIR model. The article also presents a numerical analysis of the
proposed model. The development of the COVID epidemic in Kazakhstan is considered as an
example. At the end, forecasts are given based on preliminary data from the first months of
quarantine. Various parameters of the model when starting numerical experiments were found
based on computational experiments. At the same time, for a given deterministic one, the effect
of wavelike changes in the number of infected is observed.

Key words: epidemic, mathematical model, COVID.
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SDQIIMAEMUNAHBIH JAMYBIHBIH KOHTAKT 2KOHE >KYKTBIPFAH
TOIITAPOJA INEKTEVJII YAKBIT BOJIATBIH MATEMATUKAJIBIK MOJEJIT

OMUIEMUAIBIK, JAMY/IbIH JIUCKPETTI €MeC ChI3BIKTHIK MAaTEeMATUKAJIBIK MOJel yebHbLran. O xa-
JIBIKTBI Ceri3 TonKa 6oyl KaMTuibl (ce3iMTall, »KaHacHaJbl, ACUMIITOMATUKAJBIK, YKEHIT aypy,
aypyxaHara TYCKeH, ayblp HAYKAC, alibIKKaH 2KoHe KaiiTbic 6osran). COHBIMEH KaTap, HAyKACTap-
JIBIH, 6apJIbIK, (hopMasiapbiH/Ia YKoHe OailJIaHbIC TYPJIepiH/e OTKI3IreH yaKbIT MIEKTEYl OOJIBIIT Ca-
Hasa bl OchLiaiiina, Ke3-KeJareH ajlaM *KYKThIpFaH aJlaMMeH OailyianbicTa 60oFaHHaH KeiliH, 6ipa3
VaKbITTaH KeiliH Hemece aybIpajibl, HeMece DailIaHbIC TOOBIHAH TIBIKIANIBI YKOHE Ke3-KeJITeH T1a-
[IHEHT YVaKLIT ©Te Kejie HEFYPJLIM aybIp TMAIMEeHTTEep TOOBbIHA 0apajibl, KAWTHIC 0OJAIbI HEMece
KaJIIbIHA KeJie/ll. ByJs1 JleTepMUHUPJIEHTeH MOJIEb JIMCKPETT] Typ/ie YCHIHBLITAH KOHe SITHIeMUsi-
HBIH, TapaJIybl Ke3iHIe op TYPJI TOITAPBIH CAH/IBIK, 3repyin nMmuranusiiaiasl. Byn SEIR momesnin
KaHapTy. Makasajga yChIHBIIFAH MOJEJb/IH CaHJIbIK TaJjlaybl jia KeaTipiaren. Kazakcranjaars
COVID smuieMusichbIHBIH, JJaMybI MbICAJI PeTiHje KapacTbipbliaibl. COHBIH/IA, KAPDAHTUHHIH, aJiFa-
KBl alJTapbIHIAFhl AJIJIBIH-aJ1a MOJIIMETTep HeriziHie OosrkaMap »Kacaaaibl. Ecentik Toxipube-
JIep Heri3iHJie CaHJIBIK, SKCIEPUMEHTTEP/I DacTaraH Ke3Jie MOJEJbIIH op TYPJi ImapamMeTpJiepi Ta-
OBLIIBI, OJT TApAMETPJIEP HEeTi3iHeH dop ypJii TOTap apachlHia aJIaMIap aaMacy/Ibl, HAYKACTAPIbIH,
aypy KYKTBIPY KBLIIAMIBIKTAPBIH cunarTaiiapl. ConbiMeH 6ipre, GepireH JIeTepMUHUPJICHTEH
VIITiH, *KYKTBIPFaHIap CAHBIHBIH TOJKBLIH TOPi3/i e3repyinin ocepi Oaitka an.

Tyiiiun ce3zep: snmaeMust, MATeMATHKAIBIK Mojeas, COVID.
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MATEMATNYECKAA MOJAEJIb PASBUTUA IINIAEMUN C
OI'PAHNYEHHBIM BPEMEHEM IIPEBBIBAHUW A B I'PVIITIAX
KOHTAKTHBIX I THOUTINPOBAHHBIX

[Ipesyraraercst nucKpeTHas HeJIMHETHAST MaTeMaTUIecKasi MOfleJib pa3purusi stmpemun. OHa mpe/i-
nojiaraer pasOMeHue TOMyJISIN Ha BOCEMb TP (BOCHPUUMYIHUBBIE, KOHTAKTHbBIE, OECCHMITOM-
HbIE, JIETKO OOJIbHBIE, NOCHUTAIM3UPOBAHHBIC, KPUTHYECKUE OOJIbHBIE, BBI3JIOPOBEBINNE U YMEpD-
mme). [Ipu 9TOM Bpemst npeObIBaHMST B IPyNIax KOHTAKTHBIX U BCEX (HDOPM GOJBHBIX CINTAETCS
orpaHmvyeHHbIM. TakuMm 06pazoM, 10001 YesOBeK, OBIBIINII B KOHTAKTE C 3apaykKeHHBIM, Yepes
HEKOTOPOe BpeMs 00 3a00/1eBaeT, OO0 HeT, TOKHIasl TPYIITY KOHTAKTHDLIX, & JI000i 60/IHHON cO
BpEMEHEM HaBEPH:HAKA, JIN00 MEPEXOANT B I'PYIILY OO0Jiee THAKeIblil OOIBHBIX, yMUPAET WU BBI3J0-
pasyimBaer. JlaHHAs JeTEPMUHUCTHYECKAs] MOJIEJIb IIPEJCTaBIeHa B JUCKPETHOM BUJIE W MOJIEIUPY-
€T KOJIMIECTBEHHOE U3MEHEHNE PA3TMTHBIX TPYIII IO JHAM BO BPEMs PACTIPOCTPAHEHUST ST IEMUMN.
Omna siByisiercst mogepuu3zarueit SEIR mozesnu. Tak ke B cTarbe mpe/icTaBiieH IPOBEJICHHBII YNC/IeH-
HBII aHAJIN3 TIPEJIOKEHHON MOJIe . B KadecTBe mpuMepa pacCMaTPUBACTCS PA3BUTHE STTHICMUN
COVID B Kasaxcrane. B konie marorcsi mporfosbl, HOJyYeHHBbIE Ha OCHOBE IIPEIBAPUTEbHBIX
JIAHHBIX [IEPBBIX MECAIEB KapaHTHHA. Pa3IumaHble mapaMeTpbl MOJIETN MPU 3AIyCKAX TUCICHHBIX
9KCIIEPUMEHTOB HAXO/MJINCh HA OCHOBE BBIUMCIUTEIHHBIX IKCIIEPUMEHTOB. [Ipn sTOoM mis maHHOM
JIETEPMUHUPOBAHHON HAOII0MaeTCsT 3DHEKT BOTHOOOPA3HBIX U3MEHEHUN KOJIMIECTBA MHMOUITUPO-
BaHHBIX.

KirroueBsbie ciioBa: snmjeMus, MareMarndeckas mozenb, COVID.

1 Introduction

Modern mathematical models of epidemiology originate from the SIR model developed by
W. Kermak and A. Mackendrick about a hundred years ago [1]. It involves dividing the entire
population under consideration into susceptible, infected and recovered compartments. The
mathematical model of the process is a system of differential or difference equations describing
the change in the size of each of the indicated population groups. Its simplest modifications
are the SIRD model, which adds a compartment of deceased (deceased) [2] and the SIS model
of a disease to which immunity is not produced [3]. We also note the SIRS model, in which
the recovered lose their immunity over time [4].

The disadvantage of the described models is the lack of an incubation period, i.e. the
assumption that a person who had contact with a sick person immediately falls ill. As a
result, the SEIR model was proposed, to which the exposed compartment was added, see,
for example, [5]. Thus, in the process of infection, a person susceptible to the disease first
becomes exposed and only then becomes infected.

2 Literature review

The overwhelming majority of mathematical models of the development of the epidemic
that are currently used are modifications of the SEIR model. In particular, the SEIS model
differs from it only in that immunity is not produced [6]. The SEIRD model additionally
includes a group of deceased [7,8], the MSEIR model additionally includes a group of people
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who are maternally derived immunity [9, 10|, and the SEIRHCD model includes a group
of hospitalized and critical patients. [8,11]. In a number of cases, models with a variable
frequency of contacts are also considered [12|, which take into account the spread of the
epidemic over a certain territory and are described by partial differential equations [13],
models that take into account vaccination [14], as well as stochastic models in which the
transition from one group to another is a random event [3]|. A significant number of models
are also given in monographs [15-19| devoted to mathematical models of epidemiology.

In these models, one significant circumstance is not taken into account, namely, the limited
stay in a compartment of exposed and different groups of patients. In particular, any person
who has been in contact with a patient, after some time, will probably either get sick or not
get sick, which means that he will certainly leave the exposed compartment. Anyone sick after
some time will probably either recover or die, i.e. will definitely leave the group of infected.

In this paper, we propose a discrete dynamic model of the development of the epidemic,
which assumes the division of the entire population into eight groups and considers the
limited stay in groups of contact and various forms of patients. Based on this model, some
calculations are made on the spread of the COVID-19 epidemic in Kazakhstan.

3 Method: Description of the model

A certain isolated population under the conditions of an epidemic is considered. The entire
population is divided into the following compartments:

S: susceptible (healthy, but potentially sick);

E: exposed (healthy, in contact with sick);

A: asymptomatic (infected, asymptomatic);

I: easily sick (mild patients undergoing treatment at home);
H': hospitalized (seriously ill, hospitalized);

C" critically il (patients in critical condition);

R: recovered (recovered, who have no signs of illness);

D: deceased.

Further through Sy, Fj etc. denotes, respectively, the number of susceptible, exposed, etc.
at time k. In this case k is understood as the k-th day from the moment of the start of the
study. We do not take into account the natural fertility and mortality of the population, i.e.
we consider the sum NN of all the above mentioned compartments of the population constant.

As with the SEIR models, it is assumed that the susceptible person becomes infected
by going through the exposed compartment stage. At the same time, only asymptomatic
and easily sick people are sources of infection. In addition, it is assumed that all who have
recovered are immunized, i.e. are not susceptible to disease.

When building a model, the following intergroup transitions are taken into account:

e es: the exposed person may not get sick and become susceptible again;
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e ca: the exposed person may become asymptomatic;
e ¢i: the exposed person can become easily sick;

e ch: the exposed person may become hospitalized;

e qr: asymptomatic can become recovered;

e ae: asymptomatic can become easily sick;

e 7h: easily sick patient can be hospitalized;

e ic: easily sick patient can become critically ill;

e ir: easily sick patient can become recovered;

e hc: the hospitalized person may become critically ill;
e hr: a hospitalized person can recover;

e cr: the critically ill can recover;

e cd: critically ill patient may die;

e se: susceptible can become exposed.

Moreover, let’s indicate the proportions of exposed (e), passing over time into compartments
of susceptible (s), asymptomatic patients (a), etc. des, deq etc. All these quantities lie between
zero and one, and the obvious equalities 0.5 + 0cq + de; + den = 1, etc. are fulfilled, i.e. any
exposed will either not get sick at all, or get sick in one form or another.

The fundamental difference between the proposed model and the known ones is the
assumption about the limited presence of a person in compartments of exposed and any form
of patients. Further we indicate etc. the time (number of days) of being in the compartment
of exposed (e), asymptomatic (a), etc. as n., n,, and indicate the number of exposed on j-th
day since contact, the number of asymptomatic j-th day since the start of the disease, etc.
at time k as ei, ai, etc. Moreover, the following obvious equalities hold:

Ne Na n; np Ne
Ek:ZBi, Ak:ZCL?{, ]k:ZZi, Hk:Zhi, Ck:ZC]]“’ (1)
Jj=1 Jj=1 Jj=1 J=1

j=1

the number of exposed Ej at the moment of time £ is the sum of the number of exposed of
the first day, the second day, ..., n. day at this moment of time, etc.

Note that the exposed of the j-th (previous) day at the previous moment of time becomes
exposed of the (j + 1)-th (subsequent) day at the subsequent moment of time, i.e.

epti=el, j=1,....,n.— L. (2)

Following equalities have a similar meaning

J+1 _ g PR ot S .
aiy=ay, j=1,...,n,—1; i =14, j=1,...,m; — 1; (3)
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Mti=hl, j=1....om—-1 g =c,j=1..,n.—1; (4)

In accordance with the assumptions made earlier, the number of susceptible at the next
moment in time is equal to the number of susceptible at the previous moment of time minus
newly exposed at this moment of time plus the number of uninfected exposed of the last day
at the previous moment in time:

Sk+1 = Sk — 6]1€+1 + 565626. (5)

The number of exposed at the next moment in time is equal to the number of exposed at
the previous moment in time plus the number of new exposed at this moment in time minus
the number of exposed on the last day at the previous moment in time, i.e. who have left the
exposed compartment at the moment:

Ey1 = Ep + 611€+1 — et (6)

Similarly, we have the following equalities

Ak+1 = Ak + (l]i._,'_l — CLZG. (7)
Ly = Iy + gy — 03" (8)
Hypy = Hy + by — him. (9)
Cri1=Cr + C]1€+1 — CZC. (10)

Further, the number of recovered at the next time point is equal to the number of recovered
at the previous point in time plus all recovered patients of the last day of illness at this point
in time:

Rk+1 = Rk + 6@7"0'2{1 + 57,7“ZZZ + 5hrh2h + 5CTCZC' (]‘1)

Finally, the number of deaths at the next time point is the sum of the number of deaths at
the previous time point and the number of new deaths, i.e. critically ill of the last day of
illness at this point in time who died:

Dk+1 = Dk + (SCdC + ke, (12)

It remains to indicate the formulas for calculating the number of exposed and various
patients on the first day at the next moment in time. In particular, the number of exposed
on the first day, i.e. newly exposed at a later point in time is determined by the formula

1 Sk
eri1 = (Badr + Bifk)ﬁv (13)
where (,, (B~ positive constants characterizing the infectivity of asymptomatic and easily
sick. The number of asymptomatic first day, i.e. newly ill at the next time point is equal to
the number of those who left the exposed compartment at the previous time point who fell
ill in an asymptomatic form, i.e.

a/]{:_,’_l - 650,626- (14)
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The number of easily sick on the first day, i.e. newly ill at the next time point is equal to the
number of those who left the exposed and asymptomatic compartments at the previous time
point and fell ill in a mild form, i.e.

z',lgﬂ = 0ci€p + 0gia).". (15)
The following formulas have a similar meaning
h,lﬁ_l = 5eh€Z€ + 5zhlzl (16)

Cha1 = Onchye + Siciy. (17)

Relations (1) — (17) with the corresponding initial conditions constitute a mathematical
model of the considered process.

4 Results and Analysis

As an example, we consider one variant of the COVID epidemic forecasting in Kazakhstan for
the period from August 1, 2020. The model parameters were selected partly on the basis of
official data from the Ministry of Health of the Republic of Kazakhstan, partly on the basis
of expert assessments of epidemiologists. The following figures show graphs of the change
over time in the total number of all cases, recovered and deaths, as well as daily increases in
these characteristics.

16000000
14000000
12000000
10000000
8000000
6000000
4000000

2000000
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Figure 1: The total number of cases, recovered and deaths.

The obtained results of the numerical analysis are of a preliminary nature, since the
information used to determine the parameters of the model is insufficiently complete and
not accurate enough. Nevertheless, the established qualitative results indicate the sufficient
effectiveness of the proposed model. In particular, we see that initially the epidemic develops
exponentially. Then its growth slows down, reaches its maximum, declines and in the end the
epidemic ends. It is characteristic that the development of the epidemic is not monotonous,
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Figure 2: Daily increase in the total number of cases, recovered and deaths.

but wavy, which is consistent with the known data on the development of the epidemic both
in Kazakhstan and in other countries. In addition, it was found that the introduction of a
stricter quarantine, which is associated with a decrease in infection rates 3, and 5; leads to
a shift in the time of the peak of the epidemic. Thus, the resulting model, subject to its
more accurate identification, can be used for long-term forecasting of the development of
epidemics.

5 Discussion and conclusion

The results of numerical analysis confirm the viability of the proposed model. In particular,
comparing the results obtained with the actual development of COVID-19 in Kazakhstan
in late summer and autumn 2020, a relatively high forecast accuracy can be noted. An
important circumstance is the wave-like development of the epidemic obtained as a result of
model calculations, which is not typical for most of the currently used mathematical models
of epidemiology.

The model can be refined by taking into account the random nature of its individual
parameters. This applies primarily to the time spent in the compartments. In addition, we
can remove the restriction on the isolation of the population, considering the course of the
epidemic in the system of regions, we can take into account the possibility of virus mutation,
the emergence of a vaccine, the spread of the epidemic over a certain territory, etc.
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A BRIEF OVERVIEW OF MODERN RESEARCH OF THE PROCESSES
DYNAMICS IN UNSTEADY WATER FLOWS USING THE SHALLOW
WATER EQUATION

In hydrodynamics (hydraulics), there are numerous approaches to solving the problem of water flow
dynamics control in river beds and channels, while the results of each methods differ, and estimates
of their reliability do not always exist. The shallow water equation (or Saint-Venant’s equations in
one-dimensional form) is often used by hydraulic engineers in their practice. Its apparent simplicity
and ability to describe well enough the behavior of rivers and flows make it a useful tool for many
applications, such as the regulation of navigable rivers and irrigation networks in agriculture. The
main direction of research in the field of numeric problems described by Saint-Venant equations is
the development of numerical methods of computation implemented on super-powerful computers.
Development of numerical models of surface water dynamics in the shallow water approximation
is actively advancing during the recent years.

The article is devoted to a review of mathematical studies of the dynamics of processes in unsteady
water flows using differential equations, as well as an assessment of these approaches from the point
of view of the model’s reflection of real processes.

The work is aimed at analyzing different approaches to modeling the dynamics of processes in non-
stationary water flows. The objectives of the study include the analysis of scientific publications
with different approaches to modeling the shallow water equation, taking into account factors,
parameters, and modeling methods.

Key words: Saint-Venant equations, dynamics of unsteady river currents, numerical methods, a
system of hyperbolic differential equations, high-performance computing.
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! AGait arpimmarer Kasax yiITTBIK IeiarorukaJiblk, yausepeuteri, Kazakcram, AJMaTo K.
2 AKapaTTEIK JKOHE eCenTeyilll TeXHOJOTHIAp HHCTUTYTH, Kazakcran, AlIMaTsl K.
*e-mail: a.janars@gmail.com
Tas3 cy TeHaeyiH KOJIIaHA OTBIPBII, TYPAKCHI3 Cy aFbIHAAPBIH/IAFbI IIPOHECTEPIiH,
AMHAMUKACHI TyPajbl Ka3ipri 3aMaHFbI 3epTTeyJiepre KbICKAIA [IOJLY

Imaposmnamukana (TUapaBInKana) ©3eH apHATApbl MEH apHAJIAPIATHI CY aFbIHBIHBIH, JMHAMUAKA-
CBIH 0acKapy MOCEJIECIH MIENIYIiH KOITereH TIciaaepi 6ap, op o/micTiH HOTHKeEPi 9p TYpJIi KoHE
oJIap/IpIH, CeHIMILTITIH Garanay opaaiibiv Gona Gepmeiini. Tass cy renmeyin (memece Cen-Beman
TeHJieyIepin Gip esmeMiai Typie) TMIPOTEXHUKTED o3 Toxkipubecinie xkui Kosganajabl. OHBIH
AflKbIH KAPaAMaWbIMJIBIILIFGI MEH ©3€HJIep MEH AarbIHIAP/bIH MIiHEe3-KYJIKBIH KAKCHl CHIIATTAY
KablseTi OHbI KONTereH KOChIMITIAIap YIMiH Haiiaabl KypaJra aflHaIbIPa/Ibl, MbICAJIbI, O3€HIEP/I1
TachIMAJIIay KOHE aybLl IapYalllbLIBIFBIHIAFEI cyapy Kesijepin perrey. Cen-Benan remnje-
ynepimen cunartaarad CaHIbIK, €CerTep CANAChIHIArbl 3ePTTEYJIEPiH Herisri 6arbIThl aybIp
KOMIIBIOTEpJIEP/IE KY3ere AaCBIPBLIATHIH CAHJBIK ecelnTey 9JICTepiH Kacay OOJIBbIT TabbLIAIbI.
Comurpl KBIIIAPBl Tasi3 CyFa KaKbIHJIAFaHIa Kep YCTI CYyJTapbIHbIH JIUHAMUKACHIHBIH, CAHIBIK,
MOJIEJIBJIEPIH 2Kacay OesICeH Il TYp/ie JTaMbIIl KeJesi.

(© 2021 Al-Farabi Kazakh National University
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Makanaga muddepeHIIaIIbK TeHAeyIepAl KOIJaHa OTBIPBII, CTAIMOHADJIBIK €MeC Cy arbIH-
JIAPBIHJIAFBl IIPOIECTEP/IIH, JIMHAMUKACHIH MaTeMaTHKAJbIK 3epTTeyJepre IIOJIy, COHbIMEH KaTap
HAKTHI IIPOIIECTED MOEJIH/IE MIAFBIIBICY TYPFBICBIHAH OCBI TOCLIep i Oaraiay KapacThIPLIIFaH.
ZKyMBIC CTAIMOHADJIBIK €MeC Cy AFbIHJIAPBIHJATLI [IPOIECTEP/IiH JUHAMIKACHIH MOJC/IBICYIIiH,
OPTYPJIi ToClIIepin Tanmayra 6areITTaara. 3epTTey MiHgeTTepine pakTopIapabl, mapaMeTpIepIi
2KOHE MOJIEJIB/ICY DJIICTEPiH eCKepe OTBIPBIN, Tasd3 Cy TEHJIEYIH MOJCbICY/IH OpPTYPJI Tocliaepi
0ap FHUTBIMU KAPUSLTAHBIMIAPII TAIAY Kipesi.

Tyitia cesnep: Cen-Benan reneynepi, TypakThl eMeC 63€H arbICTaPLIHBIH, JUHAMAKACDI, CAHIBIK,
ojticrep, runepbosaibiK JIuddepeHIrallIbiK TeHIeyIep Kyiieci, >Korapbl OHIMJII ecerreysep
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!'Kasaxckuit Harmponanbnbrii negarorndeckuii ynusepeurer uM. Abas, Kazaxcran, . Aimaro
2WncruryT WHGOPMAIMOHHBIX W BBIMHCIUTELHLIX TeXHOIOrHIE,

Kasaxcran, r. Ayimars
*e-mail: a.janars@gmail.com
Kparkuii 0630p COBpeMEHHBIX UCCJIEN0BAHUN JUHAMUKYU IIPOLECCOB B HEYyCTAHOBUBIIIMXCS
TEeYEeHUsTX BOJIbI C IIOMOIIBI0O yPABHEHUSI MEJIKOI BOJIbI

B rmaposunamuke (THUADABIMKE) COCYIMIECTBYIOT MHOTOYHCJIEHHBIE MOJIXO/BI K PEMIEHUIO MPO-
OJ1eMbl yIIpaBJIEHUS JMHAMUKON BOJHBIX MMOTOKOB B PYCJIaX PEK M KAHAJOB, IPUYEM PE3YIbTATHI
II0 PA3JIMYHBIM MeTOJIaM pa3jIndaloTCsd, & OIEHKHM WX JIOCTOBEPHOCTH HE BCerja CYyIIeCTBY-
10T. YpapHenme Meskoii Bogwpl (mmm ypasuenmst Cen-Bewmanma B ofHOMepHOi ¢opme) wacTo
WCITOJIb3YEeTCsl WHYKEHEP-TUJIPOTEXHUKAMHU B CBoeil mpakTuke. VX KaxKymasicss MpoCToTa W UX
CIIOCOOHOCTH JIOCTATOYUHO XOPOIIO OMUCHLIBATEH MOBEJEHNE PEK W BOJOTOKOB JIETAIOT UX TIOJE3HBIM
UHCTPYMEHTOM JIJII MHOTI'HMX HPUJIOXKEHUIl, TAKUX KaK, HAIIPUMED, PEryJIupOBaHUE CYJIOXO/IHBIX
PEK M UPPHUTAINOHHDLIX CeTell B CeThCKOM X03sdiicTBe. OCHOBHBIM HAMTPABICHUEM HCC/IETOBAHUIT B
objacTu pacdera 3aja4, onucanubix ypasuerusaymu Cen-Benana, saBisiercs pa3paboTKa YHCIEHHBIX
METOJIOB pacteTa, pPeajn3yeMbIX C IIOMOIIBIO MCIOJIb30BAHUSI CBEPXMOITHBIX BBIUUCINTEIbHBIX
KOMIBIOTEPOB. PazpaboTku YncjeHHbIX MOJIesiell JIMTHAMUKH TTOBEPXHOCTHBIX BOJI B TPUOJIMKEHIT
MeJIKOH BO/BI, aKTUBHO Pa3BUBAIOTCS B IIOCJIEIHUE T'OJbl YCUINSAMU HCCJegoBaTe s el.

Crarbs TIOCBAIIEHA K 0030py MATEMATHIECKUX MCCJIEIOBAHNN JIUHAMUKHI POIECCOB B HEYCTAHO-
BUBIIIAXCST TE€YEHUSIX BOJIBI C IMOMOIIBIO JTidbdepeHITna bHbIX YPABHEHUN, a TaKyKe OIEeHKe ITUX
IIOZIXO/IOB C TOYKM 3PEHNS OTParKeHUsI MOJEJIbIO PeasIbHBIX IIPOIECCOB.

Ilenpro wuccieloBaHUs SIBJISIETCST AHAJN3 PA3JIMIHBIX IOJIXOJIOB K MOJICJIMPOBAHUIO JTTHAMIKI
IIPOIIECCOB B HEYCTAHOBUBIIUXCHA TedeHUdAX BOJbl. K 3a1adam mcciesoBaHUS OTHOCUTCH AHAJIU3
HAYYHBIX IYOJUKAII ¢ Pa3JIUIHBIMU TOJIXOJJAMU K MOJICJIMPOBAHUIO YPABHEHUS MEJIKON BOJIbI
yITEeHHBIX (DAKTOPOB, MAPAMETPOB U METO/IOB MOJCTUPOBAHUSI.

Kirouesnbie cioBa: Ypasuenus Cen-Benana, munamMuKa HEyCTAHOBUBIHUXCS TEUCHWH PEKH, TUC-
JIEHHBIE METOJIbI, CHCTeMa runepbomdeckux JuddepeHnnaabHbIX YPaBHEHUH, BBICOKOIIPOU3BO/IN-
TEJIbHbIC BHIYUCJICHUS.

1 Introduction

Shallow water equations are widely used to model water flow in rivers or lakes. The equations
of shallow water, the Saint-Venant equation was proposed in 1871 and the numerical solution
of problems for these equations is an urgent problem in computational mathematics. The
flows under the surface of the fluid are described by the Saint-Venant equations, which are
a system of hyperbolic partial differential equations. This problem includes such important
tasks as the problem of floods on rivers, the problem of daily and weekly regulation of
productivity, and problems of the outflowing wave upon a dam break. For practical purposes,
it is very important to have more accurate methods for solving this problem. Many problems
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require methods for calculating the flow of water taking into account various physical factors.
For example, floods in the coastal zone by storm surge, flooding in rivers, the study of the
interfluve problem. Application of the shallow water equation makes it possible to simplify
the algorithm, as well as optimize the use of computational resources, which are considered
to be a very important factor in solving applied problems and developing software systems.

2 Material and methods

2.1 The formulation of the problem

Two-dimensional Saint-Venant equations are used to control surface flow. These equations
are derived from the continuity and momentum equations by depth averaging. The main
assumptions used in the derivation of two-dimensional Saint-Venant equations are the
distribution of hydrostatic pressure and a small channel slope. The defining equations for
the surface flow are obtained as follows:

oh N 0 (huy) N 0 (huy)

ot Ox dy =9 (1)
2 4 gh?
Ohus) o (et + 1) L)y 98 (2)
ot Ox oy * ox’
Olhuy) | O(husy) | ’ <hur2 ’ %> = hf, — 22 (3)
ot o By My I,

Here h(z,y,t) is the height of the liquid level above the bottom profile S(z,y), u, and w,
are velocity components, g is gravity, f, and f, are external force components. For flows over
a flat surface in the absence of external forces, the system of equations (1) — (3) is called the
Saint-Venant equations.

There are a huge number of different methods for solving the shallow Saint-Venant
equation. Among them, one can single out such methods as the method of difference schemes,
the finite element method, the finite volume method, and others. Until now, the development
of new approximation methods for solving such problems continues. This is due to the
relevance of the tasks being considered. The main difficulty here consists in obtaining a
stable difference solution to the problem. Such problems require special quality requirements
for the numerical methods used.

In this paper, we give a brief overview of modern research on the properties of unsteady
flows in open flows described by the system of Saint-Venant equations.

3 Literature review

In [1], an implicit difference grid scheme was developed for solving one-dimensional equations
of unsteady motion in open rivers, which allows calculations with a large time step. This
was especially important for the calculation of floods in large rivers when the duration of
the computation process took a long time. The compiled program was widely used at the
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State Hydrological Institute of the USSR for numerical experiments and calculations of real
objects. However, there is no description of the algorithm and no substantiation of the finite
difference method itself.

In [2], a new and simpler mathematical statement of the problem of the wave motion along
a dry channel was proposed. In this work, it is assumed that the Saint-Venant equations are
valid for the entire flow region, and the boundary conditions at the wavefront are obtained by
equating the front propagation speed and the flow velocity near the wave head. A difference
scheme is also proposed, which allows to make calculations of unsteady motion in complex
channel systems.

In [3], a method was developed for calculating the motion of discontinuous waves in non-
prismatic channels with allowance for friction. The numerical method of calculation was based
on the representation of Saint-Venant’s equations in the so-called form of conservation laws
and the use of a difference scheme with recalculation (on the motion of a discontinuous wave
without isolating a discontinuity). To calculate the propagation of the discontinuous wave
with the separation of the discontinuity, a movable grid was used, which is constructed in
the course of the calculation. The application of this method showed satisfactory agreement
with the experimental results.

Since 1970, grid methods have begun to appear for numerically solving Saint-Venant’s
equations. The disadvantage of the method was that the calculation required a large amount
of computer time, although the computers of that time worked much slower than modern
computers.

The work [4] is devoted to the problem of exponential stability of the solution of nonlinear
Saint-Venant equations in differential form. The paper considers the general case when the
system includes both arbitrary friction and a slope that changes in space, which leads to
non-uniform steady states. An explicit quadratic Lyapunov function is constructed and local
exponential stability is proved.

The monograph [5] is devoted to studying mixed problems for one-dimensional hyperbolic
systems in canonical form. Lyapunov stability has been established in various functional
spaces, in particular, numerous practical models have been considered. The issues of numerical
solutions of mixed problems are not considered.

In [6], a discrete Lyapunov function was constructed for the telegraph equation, and its
decrease was proved. The use of this approach for the San Venant equation is associated with
difficulties that require additional research.

For hyperbolic equations with dissipative boundary conditions the exponential stability
of the solution is established by the Lyapunov function method in [7].

In [8], algebraic conditions for the exponential stability of the solution of mixed problems
of the linear Saint-Venant equations were obtained. The issue of the numerical solution is not
considered.

For one-dimensional quasilinear hyperbolic systems, the problems with dissipative
boundary conditions that guarantee the exponential stability of classical solutions are
considered in [9]. There is no research on numerical calculations.

In [10], using the Volterra transform of the second kind and the invertible Fredholm
transform, optimal control problems for general linear hyperbolic Qsystems are investigated.

We note that the papers [4], [5], [7]- [10] study questions related to the theoretical aspects
of the solvability and stability of mixed problems for hyperbolic systems and do not consider
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the issues of constructing numerical solutions and the stability of difference schemes. In the
numerical calculation of mixed problems for hyperbolic systems, the reason for the above is
that the dimension of the system of linear algebraic equations increases with the size of the
considered region. This leads to an unreasonably large volume of computations and requires
the involvement of high-performance computing technology.

In [11], the authors propose a class of difference schemes for hyperbolic systems of
equations that have several notation forms. The stability of the proposed difference schemes
is investigated using the energy integrals technique. However, their application for the study
of exponential stability is a rather difficult task.

The work [12] is devoted to the study of initial-boundary value problems for a class
of quasilinear hyperbolic systems. An a priori estimate is obtained for the solution of the
problem by the method of the integral of energy. The issues of the numerical solution and its
stability are not studied.

In [13], a linear initial-boundary value problem of the dynamics of fluid-saturated porous
media, described by three elastic parameters in a reversible hydrodynamic approximation,
was numerically solved. The adequacy of the computational model remains open.

The book [14] is devoted to methods for solving high-order algebraic systems arising from
the application of the grid method to problems of mathematical physics. Along with the
iterative methods, which are most widely used in computational practice for solving these
problems, direct methods are also presented.

Much progress has been made in the study of general properties and patterns of modeling
shallow water in systems with open channels and reservoirs. However, the study of specific
hydrological objects is important. Modelling river systems and reservoirs seem to be the most
difficult. As positive examples of constructing multidimensional models for this kind of object,
let us point out the lower course of the river Bureya beyond the Bureyskaya hydroelectric
power station [15], as well as others.

Formally, Saint-Venant’s equations are valid for the case when the height of the liquid
level is much less than the characteristic dimensions of the problem, and the bottom shape
is a sufficiently smooth function. The problem with a discontinuous bottom profile is being
intensively studied in the framework of the Saint-Venant approximation. The construction
of analytical solutions for such problems is rather laborious even for plane one-dimensional
flows, and there is extensive literature on these issues [16]- [17]. In [18], the author constructed
analytical solutions of the Saint-Venant equations for five characteristic problems of the decay
of a discontinuity over a step and bottom step. Analytical solutions are used both to assess
situations that arise in several practical cases and to test numerical algorithms aimed at
calculating such flows. Such currents include, in particular, currents on the thresholds of
sluices, currents when sluice gates are destroyed or when overflowing through the crest of a
dam, currents in narrow sea straits with a complex bottom shape, and some other problems.

Difficulties in the numerical simulation of such flows are caused by the appearance of
a complex configuration of discontinuities in the solution, caused both by the nonlinearity
of the equations themselves and by the discontinuous profile of the underlying surface. In
[19], methods are proposed to overcome these problems by isolating the discontinuity line
associated with the position of the boundary of a step or step and modifying the system of
Saint Venant equations. Using this approach makes the numerical algorithm more accurate,
but deprives it of homogeneity. The latter is not always convenient when calculating practical
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problems. Another way to solve this problem is to use two-layer shallow water equations |20].
The construction of a homogeneous numerical algorithm for solving problems with bottom
discontinuities also seems to be relevant.

In [21], based on the laws of conservation of momentum and mass of a liquid, a derivation
of the hypothetical equations of Saint-Venant from the Navier-Stokes equations is given.
When deriving the Saint-Venant equations, the authors used assumptions (the length of the
watercourse is much greater than its depth and width, the channel is elongated in a straight
line, the bottom slope is small, etc.).

In [22], a central-upwind difference scheme was proposed using the two-dimensional central
approach developed in [23]. The simplest semi-discrete schemes in the center upstream were
obtained in [24]- [26].

In the monograph [27], effective algorithms for the numerical solution of shallow water
equations are presented, of which, first of all, it is necessary to single out the method of decay
of an arbitrary discontinuity taking into account the discontinuous bottom, which ensures
the existence and uniqueness of the solution for any initial data, as well as an algorithm
for the equations of viscous shallow water and non-negative "algorithm for equations in the
diffusion approximation. Thoroughly performed testing demonstrates the high accuracy and
reliability of the proposed methods.

In 28], explicit schemes of the Lax-Wendroff and McCormack type of the second order of
approximation were used for the numerical solution of the shallow water equations.

A numerical algorithm for solving problems of regulated shallow water equations on
unstructured grids is described in [29]. In the above equations of shallow water, a small
value of 7 is introduced, which is called the regularization parameter or temporal smoothing
and has the dimension of time. The terms with the coefficient 7 are the regulating additives to
the shallow water equations. The algorithm was tested and it was shown that the constructed
solution is in good agreement with the calculation results by known numerical methods.

In [30], [31], @ new numerical method for solving the shallow water equation was proposed
and tested, based on the smoothing of the classical equations over some small time intervals.
This procedure leads to the appearance of regulatory additives that ensure the stability of the
numerical solution of the problem in a wide range of Froude numbers. This makes it possible
to use the non-difference grid approximation and apply the flow form of equations without
linearizing the original equations, which ensures strict observance of the laws of conservation
of mass and momentum in the absence of external forces. This algorithm is universal for
solving a wide class of problems; it allows us to calculate flows with moving areas of a dry
bottom. Moreover, it is easy to parallelize and generalize to unstructured mesh design.

For the numerical solution of the shallow water equation, the regularization method, that
is, the averaging of the equations over a certain short time interval was used in [32].

In [33], the long-range transport of impurities along the length of the Novosibirsk reservoir
is investigated. The computational algorithm is constructed using a different scheme of
increased accuracy for modeling the long-range transport of an impurity. It should be taken
into account that a formal increase in the order of approximation of the advective terms of the
equations leads to oscillating numerical solutions in the aeas of sharp changes in gradients.
This led to the development of numerical algorithms adaptive to the solution, which ensure
the preservation of the monotonicity of the numerical solution and a high order of numerical
schemes.
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In [34], using the Lax-Wendroff scheme as an example, it is shown that the main reason
for the reduction inaccuracy to the first order and below in T'VD schemes in the calculation is
that monotonicity in them is achieved by using various minimax procedures, which reduce the
smoothness of the difference operators of flows. It is shown theoretically and numerically that
the Lax-Wendroff scheme, in contrast to its TVD modifications, approximates the e-Hugoniot
conditions with the second-order at the fronts of non-stationary shock waves. At the same
time, the Lax-Wendroff scheme reduces the order of convergence to the first one in the vicinity
of the gradient catastrophe point, in which the discontinuous wave is formed. This decrease
in convergence happens because this scheme, in contrast to compact schemes with artificial
viscosities of a higher order of divergence, has only the first order of weak approximation on
discontinuous solutions. In [35], 2D models of the Saint-Venant equation are considered and
devoted to surface flows to study the behavior of flood waves. Open channel water runoff in
drains and rivers is considered taking into account the fact that such streams are a source
of flash floods. To predict and simulate flood behavior, a mathematical model is established
with initial and boundary conditions using Saint-Venant 2D PDEs. The corresponding model
is then discretized using an explicit finite difference method and implemented in MATLAB.
For testing and implementation, a simple rectangular flow channel is considered.

4 Results and discussion

The first computer algorithms are associated with the processing of techniques and methods
used in manual calculations. The method of explicit difference schemes and the method
of characteristics require too much computation, especially when modeling river flows in
channels with a complex form for calculations, which makes them ineffective. We should note
that the shortcomings in the computations of riverbeds with complex shapes were associated
with significant difficulties and led to an unjustifiably large amount of calculations.

The transition to the study of unsteady currents in rivers in the presence of discontinuities
(discontinuous waves) naturally brings about new difficulties. Therefore, the first works in
this direction were associated with several very serious simplifying assumptions.

Despite the successes achieved in this area, several problems remain unresolved here,
and little attention is paid to some areas of research. Thus, in essence, there are no reliable
methods for calculating the movement of the flood flow when the water leaves the floodplain.
Methods for calculating the propagation of discontinuous waves in channels with a complex
outline, especially natural ones, need further improvement.

However, the simulation results are useful for understanding and predicting flood behavior
at various locations in the flow channel at specific time intervals and can be useful in early
warning systems for floods. It is also suggested that combining an underground flow with a
surface flow may provide an even better approximation for flood circulation.

5 Conclusion

It can be said that the problem of unsteady movement in open channels has been and is
being given great attention, as evidenced by several reports and scientific works. But, the
theory of unsteady flows in eroded channels is being developed relatively poorly. The issues
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of exponential stability of numerical solutions to the shallow water equation, etc., have not
been investigated.

In conclusion, we note that this review does not claim to be complete and deals mainly

with the computational aspects of various problems for the Saint-Venant equation.
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