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B. O. Derbissaly
Institute of Mathematics and Mathematical Modeling, Almaty, Kazakhstan
e-mail: derbissaly@math.kz

ON GREEN’S FUNCTION OF SECOND DARBOUX PROBLEM
FOR HYPERBOLIC EQUATION

A definition and justify a method for constructing the Green’s function of the second Darboux
problem for a two-dimensional linear hyperbolic equation of the second order in a characteristic
triangle is given. In contrast to the (well-developed) theory of the Green’s function for self-
adjoint elliptic problems, this theory has not yet been developed. And for the case of asymmetric
boundary value problems such studies have not been carried out. It is shown that the Green’s
function for a hyperbolic equation of the general form can be constructed using the Riemann-
Green function for some auxiliary hyperbolic equation. The notion of the Green’s function is
more completely developed for Sturm-Liouville problems for an ordinary differential equation,
for Dirichlet boundary value problems for Poisson equation, for initial boundary value problems
for a heat equation. For many particular cases, the Greens’ function has been constructed
explicitly. However, many more problems require their consideration. In this paper, the problem
of constructing the Green’s function of the second Darboux problem for a hyperbolic equation
was investigated. The Green’s function for the hyperbolic problems differs significantly from the

Green’s function of problems for equations of elliptic and parabolic types.
Key words: Hyperbolic equation, initial-boundary value problem, second Darboux problem,

boundary condition, Green function, a characteristic triangle, Riemann—Green function.

B. O. Hepbicammr
Maremarnka »KoHe MaTeMATHKAJIBIK MOJEJAeY HHCTUTYTHI , Asmars! K., Kasakcran
e-mail: derbissaly@math.kz
TUITEPBOJIAJIBIK TEH/IEY YIIIIH EKIHIIII TAPBY
ECEBIHIH I'PUH ®YHKINACHI

CumarTaMaJIbIK, YITOYPBITa KAPACTBIPBIIATHIH EKIHIM PEeTTi €Ki OJIMeMIl ChI3BIKTHIK, TUIepho-
JIAJIBIK, TeHyIey yinin ['puH GyHKIUSCHH Kypy dJicTeMeci aHbIKTAIIbI YKoHe Herizmesi. O3-e3ine
TYHIHIEC SJUIMITHKANBIK, ecenTep yIiH ['puH QyHKIUSCHIHBIH (KAKCHI JAMBIFAH) TEOPUSCHIHAH
aflbIPMAIIBLIBIFBI, CUIATTAMAJIBIK, MIEKAPAJIbIK ecernTep VIIiH Oyl Teopus oJi KeTiK o3ipJieH-
Gerenjiirise. AJl CUMMETDUSIJIBIK, €MeC IIeKapaJsblK ecenTep YKarJalblHaa MYHJail 3eprreysep
Kypriziniveren. 2Kasmbl Typjieri runepbosiaibiK, TeHaeyre apHajaral 'puH QyHKIUSCHIH Keihip
(apHaiibl YKOJMEH KYDBLIFAH) KOMEKIN TUIepOosiaibik TeHgey yinin Puvan-I'pun dyHKIMsICHIH
KOJIJTaHa, OTBIPBINT KYypyra OOMATBIHIBITLI KOpceTiami. ['puil pyHKIUICHIHBIH TOJTBIFHIPAK, TYKbI-
peIMIaMachl  Kapanaitbim auddepennmaibik Tedgey yiria [rypsm-Jluysuiab ecernrepi yimis,
ITyaccon Temmeyi yrmin Jlupuxite meTki ecemnrepi I, *KbLTyOTKI3TIMTIK TeH eyl YImn 6acTankbl
IeKkapaJbIK, ecernrep YiimiH Kacarad. Kerreren jiepbec karjaitnapaa ['pua OyHKIUSCH ailKbIH
Typie KypbuiraH. Ajaiina, 6acka J1a KelTereH ecernrep oJiap/bl KApacThIPY/Ibl Tajaall erefi. By
MakaJsiaJia rurepoostasibik TeH ey yinina ekinmn Japoy ecebinin ['pun dyHKIUACHIH Kypy Maceseci
seprresai. ['mnepbosablK ecenTep VINH KypbLaran ['puH QyHKIUSCH SJUIMNTHKAIBIK, JKOHE
mapabosIasIbIK, ecenTep VIMH Kypbltran ['puH byHKIINICHIHAH afTapIbIKTal epeKIneTeHe .

Tyitin ce3nep: ['unepboranbik TeHEY, OacTanKbI-eKapaJIblk, ecerl, exinmm apby ecebi, meka-
pasbik apT, ['pun GyHKINICH, XapaKTEePpUCTUKAIBIK YITOypoIrt, Puman—I"pun QyHKITHACDH.

© 2022 Al-Farabi Kazakh National University
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B. O. Hepbucasbt
MHcTuTyT MaTeMaTHKH 1 MATEMATHIeCKOro MojlenpoBanusi, . Amvarsl, Kasaxcran
e-mail: derbissaly@math.kz
O ®YHKIINU IT'PUHA BTOPOM 3AJJAYN JAPBY
AJ1d TUTTEPBOJINMYECKOTI'O YPABHEHU €1

Jlano omnpejesenne n 00OCHOBaHA METOAWKA ITOCTPOeHUs (DYHKIMEN ['puHa I BTOPOI 3amadn
Hapby [isi IBYMEPHOTO JIMHEIHHOTO TUIepO0JInIecKOro YPABHEHNsS BTOPOI'O MOPSIIKA, PACCMAaTPH-
BAEMOTO B XapaKTEPUCTUIECKOM TPEYTOJNbHUKE. B oTimame oT (Xopomo paspaboTaHHOl) Teopun
dyukuun 'puHa I CAMOCONPSIZKEHHBIX SJUTUIITHYECKUX 3a/ad, [JIs XapaKTePUCTUIECKUX
IPAHUYHBIX 3aJ[a9 9Ta TEOPHSs eIle He MMOAPOOHO paspaboraHa. A Jjis cilydasi HECUMMETPUIECKUX
IPAHUYHBIX 33J1a9 TAKUX HCCJEI0BaHUNl He mpoBoamiock. ITokazano, uro dyukims ['puna s
runepOOoIMIeCKOro ypaBHEHUST 00IIEro BU/Ia MOXKET ObITH MOCTPOEHA C UCIOIb30BAHIEM (DY HKITIIT
Pumana-I'puna i HeKOTOpOro (CHenuasbHBIM 00pasoM  IOCTPOEHHOIO) BCIOMOIATEILHOIO
runepbosimaeckoro ypasHenus. Haunbosiee mosmmo mongarue dyukiun ['pura paspabortano s
samad [rypma-/InyBusaasa mj1st OOBIKHOBEHHOTO AudhepeHImaaIbHOTO YPABHEHN, 1T KPAEBBIX
samaq Jlupuxie jys ypaBaenust [lyaccona, /it Ha9aabHO-KPAEBbIX 384 [IJIsl yDABHEHUs TEILIO-
nposogHocTH. JIj1sT MHOTHX YacTHBIX ciaydaeB (GyHKIug ['pruHa ObLIa MTOCTPOEHA B SBHOM BHJIE.
OgHako, emie MHOTHE 3aja9u TPEeOYIOT CBOErO PacCMOTpeHus. B HACTOsIEll cTaThe UCCIeI0BaHa
3ajada 0 mocrpoennn yHkuum ['puHa st Bropoit 3agaunm JlapOy st rurepOoIImIecKoro
ypasuenusa. Oyuknus ['puna 1y runepOOIMIecKuX 33184 CYIECTBEHHO OTINYAaeTCs 0T QyHKINT
I'puna 3ama9 Jyis ypaBHEHUN JUIMITHIECKOTO U apabo/IMIecKoro THIIa.

KiroueBnle cioBa: 'muepbosmdeckoe ypaBHenue, HadabHO-KpaeBas 3ajada, Bropas 3ajada
HapOy, rpanudHoe yciaoBue, GyHKIHA ['puHa, XapaKTepUCTHICCKUN TPEYTOJbHUK, DYHKIMA Pu-
mana—['puna.

1 Introduction
In S C R” let us consider some a linear differential equation

Lu(x) = f(x), x € S, (1)
with homogeneous boundary conditions

Qu(x) =0, x € S. (2)

If a solution of this problem exists, is unique and can be represented in the integral form

u(z) = / Gole,9) f(y)dy. (3)

then the kernel of this integral operator (3), that is, the function Gg(z,y), is called the
Green’s function of problem (1), (2).
It is also said that the Green’s function for each fixed y € S satisfies the equation

LGq(z,y) = d(x —y), z €5, (4)

and the boundary conditions (2). Here §(x — y) is the Dirac delta function. Equation (4)
should be understood in the sense of generalized functions.
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It is known that if the operator of problem (1), (2) has eigenfunctions {u(z)};2, forming
the Riesz basis in Ly(S), then the solution of the problem can be represented as

o0

u(z) = i%%wmw, 5)

k=1

where (-, -)1,(s) is a scalar product in Ly(5), A, are eigenvalues of the operator, {vi(x)}32, is
a biorthogonal system to {uy(x)}?2,. Formula (5) is called the spectral representation of the
solution or the spectral representation of the inverse operator.

Representing the scalar product as an integral, we obtain the integral representation (3)
of the solution of the problem, where

Galry) =Y 3-us(w)on(y) ()
k=1 "k

is the Green’s function of problem (1), (2). In the case when problem (1), (2) is self-adjoint,

the system of its eigenfunctions forms an orthogonal basis. Therefore, we can choose vy(x) =

ur(z). In this case, it is easy to see from (6) that the Green’s function is the symmetric

function: Go(z,y) = Go(y, ).

For series of characteristic problems for a wave equation and a wave equation with
potential (despite the fact that these problems are solved by the method of separation
of variables) all eigenvalues and eigenfunctions are constructed in the works of T. Sh.
Kal'menov [1], [2] and M. A. Sadybekov [3]- [5]. Therefore, for these problems the Green’s
function can be constructed in the form of series (6). Although the presence of the Green’s
function is guaranteed for any self-adjoint problem, and it can be constructed in the form
of series (6), the use of infinite series for constructing a solution of the problem is not very
convenient. Therefore, the construction of the Green’s function in the form of finite sums is
actual.

We are interested in the integral representation of Green’s function of the second Darboux
problem for a general hyperbolic equation of the second order, since all the properties of
Green’s function of this problem come from the integral representation of Green’s function.

The main difference between this paper and others, that in contrast to the previous works
of other authors ( [6]- [15] and others), we conduct the investigation and construction of the
Green’s function without the assumption of its symmetry. Also, unlike other authors, in this
paper we will give a definition of the Green’s function and a method for constructing it for
the case of general coefficients.

2 Formulation of the problem

Let Q ={(§,n): 0<E&<1, £ <n<1}. The following hyperbolic equation is considered in
Q:
0%u ou ou
b — = Q
a€8n+a(£,n)a + (f,n)an +e€nu=f(&n), (&n) €, (7)

with the initial condition

(ug —uy)(§,€) =v(§), 0<E<T, (8)
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and the boundary condition

u(0,§) =7(£), 0<¢< 1. (9)
We will assume that a, b, a¢, by, ¢, f € C (ﬁ), v,7 € C'([0,1]) and

a(§,§) =0(§,€), 0<¢< 1 (10)

In [16] it was shown that equality (10) we can always get.
Also, we assume

ag(§,€) =0,(£,6), 0<E< L. (11)

3 Green’s function of the problem (7)-(9)

Definition 1 Green’s function of the problem (1)-(3) let us call the function G(&,n;&1,m),
which for every fized (&1,m) € Q, satisfies the homogeneous equation

L(§,77)G<§777a 517771> = 07 (5777) € QJ at{ 7& 517 n 7& M, 1 7é 517 €7£ ;s (12)

and the next boundary conditions
(G~ G)(6:E6m) =0.0<E< L, (Erm) € (13)

G(07£;£17771) = 07 0 S g S 17 (£17771> € Q? (14)

and on the above characteristic lines, the following conditions must be met: the values of the
derivatives of the Green function in directions parallel to these characteristics must coincide
in adjacent regions; i.e.,

aG(Sl + 07 Uk Elv 771)

+ a(€17 77)G(§1 + 07 3 517 771)

on
_0G(& —80;777;51,771) Fal&,nGE — 0, Em), at n# i, 14 & (15)
9G(m +§7;n; um) a(ni,n)G(m +0,m;&,m)
_ 9G(m —;)7,777; M) | MG — 0.m Erm), atn £ 14 € (16)
dG(¢, ma+§0; §um) b(E, )G m + 0 €0, 1)
_ aG(g,ma—go;&,m) FB(Em)G(Em — 0:E,m), at € £ & € £ (17)

8G<£) €1 + 07 gl; 771)
73

+ b(ga gl)G(€7 51 + 07 £17 771)
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— aG(ga 51 — 07 517 771)
73
and the "corner condition”

G(& —0,m —0;&,m) —G(&+0,m —0;61,m)

+G(& +0,m +0;&,m) — G(&G —0,m 4+ 0;&,m) = 1. (19)
must be satisfied as the regions meet at (£,1) = (&1, m)-

+0(8,61)G(E, & — 0;&,m) at § # & § # mi; (18)

4 Existence and uniqueness of the Green’s function of the problem (7)-(9)

TA
93 Q5 Qﬁ
™
2 Q2

it |

\ | »

»
51 m 4

Figure 1: Splitting the domain €.

Theorem 1 The function G(§,m;&,m) that satisfies the conditions (12)-(19) exists and is
unique.

Proof. To show that a function G(&,n;&,m:1), which satisfies the conditions (12)-(19)
exists and unique, we divide the domain € into several subdomains (see Figure (1)) and
consider the following problems sequentially. Let (£1,7;) be an arbitrary point of the domain
Q.

In the domain ; = {(&,n) : 0 < £ < &,&€ < n < &} we consider the problem

G(0,&&,m) =0,0<¢ <&, (&,m) € Q. (22)

The problem (20)-(22) is a second Darboux problem and has a unique solution

G 6,m) =0, (§,n) € Q. (23)
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In the domain Qs = {(&,1) : 0 < & < &,& < n < n} let us consider the problem

G(O>§§€17771) = 07 51 S g S M, (é-lynl) S Q2~
From (23) we have the next equality

8G<£) €1 + 07 gly 771)
23

+0(£,6)G( 6 +0:6,m) =0, 0<E <&,

Integrating (26) by & we have

13
G(&& +0;6,m) = exp (—/0 B<t7€1)dt> Ci(&,m), 0 <E<&.

Substituting £ = 0 in (27), using condition (14) we have that C1(&1,71) = 0 and

G(§7£1 +07€177]1) - Oa 0< € < 51-

The problem (24),(25),(28) is a Goursat problem and has a unique solution

G(&vn;él)nl) = 07 (5777) S QZ-

(27)

(28)

(29)

Therefore from (29) in the domain Q3 = {(§,7) : 0 < & < &, m < n < 1}, we get the problem

LG =0, (£,1) € Qs;

G(0,&&6,m) =0, m <E< 1, (&,m) € Qs

GG(f,ma—ZO;&,m) +b(&m) - G(Em +0;&,m) =0, 0 <€ <&
Integrating (32) by & we have

3
G(&m +0;&,m) = exp <—/0 b(t, 771)dt> Co(&,m), 0 <€ <&

Substituting £ = 0 in (33), using condition (14) we have that Cy(&1,1m1) = 0 and

G(£7n1 +07£17771) - 07 0 S f S 51-

Therefore, the problem (30),(31),(34) is a Goursat problem and has a unique solution

G(fﬂ?;flﬂh) = 07 (6777) € QS'

In the domain Q4 = {(§,n) : 0 <& <&, <n <} we get the problem
LG =0, (&n) € Qu;

(Ge = Gy)(&,6:6,m) =0, 6 <E<m.

(30)
(31)

(32)

(33)

(34)

(35)

(36)

(37)
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From (29) we have

aG(é-l + 0) Uk glv 771)

877 + a(£17n)G(€1 + 0777;517771) = 07 51 S n S M- (38)

Integrating (38) by n we get

G(& +0,m;6,m) = exp (— /na(él,t)dt) Cs(&1,m), & < <. (39)

&1
Substituting 7 = & in (39), using condition (14) we have that C3(&;,7;) = 0 and
GG +0,m:8.m) =0, & <np<m. (40)

This problem (36),(37),(40) is a second Darboux problem and has a unique solution

G(faﬁ;flﬂh) = 07 (5777) € Q4' (41)

Therefore, from (35), (41) in the domain Q5 = {(&,n) : & < & < m,m < n < 1} our
problem is a Goursat problem

LenG =0, (§n) € Qs; (42)
6G<£1 +§77777;§17771) + a(&’n)G(& + 077];51’771) — 07 m < n < 1; (43)
8G<5’m;§0;&’m) (& )€+ 03 61,m) = 0, & <€ < s (44)
G(& +0,m +0;6,m) = 1. (45)

The problem (41)-(45) has a unique solution, and it is easy to see that its solution coincides
with the Riemann-Green function, that is,

G(&n&,m) = R(Em:&,m), (§,n) € Qs. (46)

Therefore from (46) in the domain Qg = {(&,n) :m < £ < 1,6 < n < 1} we get the
problem

L(EW)G =0, (57”) € QG; (47)
(Ge = Gp)(&,6&,m) =0, m <E< 1 "
0G(m +0,7m; &,

(m 8nﬁ &1,m) +0(m, )G (1 + 0,1; &, m)

OR(m,n; &1,
= (i 67777 §1,m) +b(n,n) R, m;6,m), m <n <& (19)

The problem (47)-(49) is a second Darboux problem and has a unique solution.
Thus, we have shown that for any (£1,71) € Q and (§,7) € Q the Green’s function that
satisfies the conditions (12)-(19) exists and unique. The theorem is proved.
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5 Construction of the Green’s function of the problem (7)-(9)

As can be seen from the proof of Theorem (1), the Green’s function G(&,7;&;,m1) = 0 in the
domains 4, Qs, O3, 4. And in the domain Q5 it coincides with the Riemann function (46).

Let us find a representation of the Green’s function in the domain €. To construct the
Green’s functions, we will continue the coefficients of equation (47) in Qf = {({,n) : m <
£ <1, m; <n <&} such a way that the following conditions

_ alg, ’ (5777) S Qﬁy
A= {b( O, (Em e
_Jogm), (€m) € Q,
Blem) = {am,@, (&.m) € %,
_ C(ﬁ)ﬁ)’ (5777) € Qﬁ;
cem= {cm §). (&m) e

are met. Actually, show that coefficients of (47) have the following symmetry:

From (50) we have

a(n.). <n,£>ea6,:{b<§,n>, € e g
o(&n), (n,§) €, a(n,§), (&) € %, o

If we have chosen (£,7) from g, then (1, &) will be from €.
From (4) and (5) we get

A6, €) = B(&,6), Ae(&,€) = By(&,6), m <& <1,

If the coefficients a,b,aeb,,c € C(ﬁ) then in virtue of (50) coefficients

A(faﬁ)? B(f?ﬁ)? 0(6777) in the domain Q\(/i = Qﬁ U Qg = {(5777) Ui < 5 < 17 m < n < 1}
have the following smoothness

A, §) = {

A, B, A¢, B, C € C (). (51)

Let (&1,71) be an arbitrary point of the domain Q. In order to construct the Green function
in the domain (g, consider the problem:
82G1 8G1 8G1 -~
A —+B —+4+C Gy =0 Qs; 52
IG1(m +0,m;&,m)
on
aR(’h» ; glv 771)

= an + (1, ) R(n,m; &1,m), m < n <& (53)

+ b(771, U)Gl(nl + 07 Uk 61) 771)
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OG1(&,m1 + 05 &1, m1)
/3

_ aR(ﬁagléghnl) +a(§,n1)R(§,771;§17771)7 m < &< & (54)

The problem (52)-(54) is a Goursat problem. Its solution exists and unique. We are interested
in the representation of the function Gy(&,n; &1, m).

+ a(§> 7]1>G1(§7 Ui + 07 517 7]1)

Lemma 1 If the function Gi(§,m;&1,m) is the solution to the problem (52)-(54), then for
any (§,m) € Q6 we have G1(§,n; &, m) = G1(n, & &, m).

To show that the function G1(n,&;&,m) satisfies the equation (52), in (52) replace § =
n2, N = &2, (M2, &) € Qf and after using the symmetry conditions of coefficients, we get that
G1(n,&; &1, m) satisfies the equation (52).

Also doing the substitution of & = 7, in (53) and using the symmetry conditions of
coefficients, we get the condition (54). Similarly, by replacing n = & in (54) and using the
symmetry conditions of coefficients, we get the condition (53).

Thus, we have shown that the function G1(n,&; &1, m) is also a solution to the problem
(52)-(54). Since the solution to problem (52)-(54) is unique, then

Gl(fﬂ?? 517771) = Gl(nvf;glﬂ’h% (5777> € 66-

Solution of the problem (52)-(54) we search in the following form

Gi(&,m;6,m) = R(Em; &0,m) + 9(&,m;E0,m), (€,1) € Q.

Then we get the following problem

d%g dg g — Qs

aean T A g + BE MG+ CEmg =0, (&) € Qs; (55)
69(771,577;751,771) + (1, mg(n,m;&,m) =0, m < n < & (56)
89(577gé€17771) + a(§7771)g(57771;§17771) =0, ;1 <&, (57)

It is easy to see that the solution to the problem (55)-(57) has the form

g(&,m&m) = R(n, &6,m), (€,m) € Q.

Lemma 2 Let (§,n) be an arbitrary point of the domain ). By internal variables (&1,m) the
Green’s function of the problem (7)-(9) has the following properties:

Lfél,m)G(Sﬂ?;flﬂh) = 07 (617771) € Q, at 51 7& 57 51 7é 7, T 7é E? (58)
(Ge, — G )(&m;&,6) + (a—0)(6,6)G(6,m:6,&6) =0, 0 <& < 1; (59)

G(&n;0,m) =0, 0<m <1 (60)
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IG(&,m; & —0,m)

o —a(&,m)GEnmE—0,m) =0, atm #n, m #&; (61)
TEIED =D )Gl mirn = 0) =0, at & £ & (©2
0GEm =0 e, ) Glem e —0)

06
- SAEBELEED 6, 9616 w61 +0); (63)
+G(EmE+0,n+0) —G(EnE—0,n+0)=1; (64)
GEm&E—0)—G(EnEE+0)—G(En€—0,8) =0. (65)

Properties (58)-(65) are easy to get out of the construction of the Green’s function of
problem (7)-(9). Under these conditions (58)-(65) it is possible to uniquely restore the Green’s
function of problem (7)-(9).

Using properties (58)-(65) we can use it to write the integral representation of the solution
to problem (7)-(9). To do this, we consider the following integral

// G (€. €0om) f (Ex.m)dErdy
Q(Sn)

52u au au
-/ /ﬂw Glemenm) (3515’?71 e ”) A (66)

Applying Green’s theorem in a plane [17] and using the conditions (8), (9) properties of
Green’s function (58)-(65), from (66) we get the following representation of the solution to
problem (7)-(9) in the domain Q) = Q5 U Q:

(G(E10,€ +0) = G(€,7:0,€ = 0)) 7(€) + 5G& .0, — O)r ()

N | —

u(&,n) =

1 1
+§/0 G(&ﬁé flﬂh)”(fl)dfl +//Q(£n) G(§777;£17771)f(§17nl)dgldﬁl-

6 Conclusion

In this paper, an integral representation of the Green function for a general second-order
hyperbolic equation for the second Darboux problem is constructed, since all the properties
of the Green function of this problem follow from the integral representation of the Green
function. It is shown that the main difference between this work and other previous works
by other authors, we conduct research and build a function Green’s solution of this problem
without using the symmetry conditions of the lower coefficients. In addition, unlike other
authors, it is in the article that we will give a definition of the Green function and a method
for constructing it for cases of general coefficients.
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BLOW UP OF SOLUTION FOR A NONLINEAR VISCOELASTIC
PROBLEM WITH INTERNAL DAMPING AND LOGARITHMIC SOURCE
TERM

This paper is concerned with blow up of weak solutions of the following nonlinear viscoelastic
problem with internal damping and logarithmic source term

t
|ws |Puse + M(||u||2)(—Au) — Aug + / g(t — s)Au(s)ds + us = u\u|’;{2 In |u\’f_-‘,
0

with Dirichlet boundary initial conditions in a bounded domain €2 C R"™. In the physical point
of view, this is a type of problems that usually arises in viscoelasticity. It has been considered
with power source term first by Dafermos [3], in 1970, where the general decay was discussed. We
establish conditions of p, p and the relaxation function g, for that the solutions blow up in finite
time for positive and nonpositive initial energy. We extend the result in [15] where is considered
M = 1 and external force type |u|P~2u in it. Further we estate and sketch the proof of a result
of local existence of weak solution that is used in the proof of the theorem on blow up. The idea
underlying the proof of local existence of solution is based on Faedo-Galerkin method combined
with the Banach fixed point method.

Key words: Nonlinear Viscoelastic Equation, Logarithmic Source, Blow Up, Local existence.
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Imki memndepsik >koHe jorapudM/IiK KO3/1 ChI3BIKTHI €MeC TYTKBIP CEepIIiM/i ecen HMIEHIIMiHIH
KHAPaybl

By xxympic 2 C R™ mexkrenren obJibicta 6acTankpl xkone Jlupuxiie mapTbiMeH KOHbLIFAH TYTKbID-
cepmiMIi imKi AeMIIip ik KoHe JorapudM/IiK ChI3BIKTHI eMec MyTenepi bap

t
|us |Puse + M(Hu||2)(—Au) — Auy + /0 g(ts)Au(s)ds + ur = u|u|§’;2 In \u|]f?

(© 2022 Al-Farabi Kazakh National University
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ecebiHiH, dJICI3 TIeniM/epiHiH KupayblH 3epTTeyre apHaarad. QU3nKaJIbIK TYPFbIJIAH ajraHa, Oy
oJleTTe TYTKBIP CepIiMIIIIKTe naiijia 6oaTbiH Mocesenepis 6ip Typi. OHbI KyaT Ke3i TepMuHIMEH
asramn per 1970 xbuibt Jadepmoc [3] Kapacrbipibl, OH@ KaJlbl bLABIPAY Tajkblianrad. MyH-
Jla OH 2KoHe Tepic 6acTalnKbl SHEPIHsl YVIH MEMMICP/IiH aKbIPJIbl YAKbITTa KIPAybl TYPAJIbL P, P
JKOHE ¢ pesakcanmst (DyHKIUSICBIHA mapTTap aabiHasl . Hormkeni [15] ymin ne keHe#TTiK, MyHIA
M = 1 aJbIH/BI XKOHE OFAH CBIPTKBI KYIITiH TYpi |u\p_2u. Biz kupay Teopemachin jrosesaeyinie
KOJIJTAHBLIATHIH OJICI3 JIOKAJIIK IIeMTMHIH MeniMIre gosestin kearipemis. Jlokasik mnremrim-
HiH OOJIybIH JipJtesieitTin nujes Paepo-lanepkun ojicine Herizgearen xkKoHne BanaxToi, OexiTiaren
HyKTe 9icimen OipikTipiaremn.

Tyitin cesmep: TyTKBIpCEPIIMII CBI3BIKTHI €MeC TEHJIEY, JOTapPUMMIIK KO3, MIENIMHIH KHPAYHI,
JIOKAJIIIK Gap Ooury.

7K. ®eppeiipal, M. Hlaxpysu?, Cebacroso Kopueitpo?, Januen B. Poua’
L@enepanbubiii yausepcurer @irymunence, 1. Bonsra-Pegonna-P.Jx., Bpazuus
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Pa3zpyiienue penieHusi HEJIMHEMHON BA3KOYIPYTOil 33/1a4M C BHYTPEHHUM 3aTyXaHUEM U
JorapupMUYIECKIM UCTOYHUKOM

OTa CTaTbsl MOCBAINIEHA PA3PYIIEHUIO CJIAOBIX PEIIeHU CJICIYIONIINX HeJIMHEHHDBIX BA3KOYIPYTast
3a/1a9a C BHYTPEHHNM JeMII(UPOBAHAEM U JIOrapuMUIECKAM HCXOTHBIM UJIEHOM

t
[ |Puge + M(||ul|?)(—Au) — Aug + /0 g(ts)Au(s)ds + ur = u|u|§’{2 In [ul%

¢ TPAHUIHBIMEU HAYAIbLHBIMI ycaoBuamu Jlupuxie B orpannmdennoii obmactu 2 C R"™. C dbusnuqe-
CKOW TOYKM 3PEHUsI 9TO THUII TPOOJIEM, KOTOPBIE OOBIYHO BO3HUKAIOT B BI3KOYIPYroCTU. Briepsbie
OH ObLJI PACCMOTPEH ¢ TePMUHOM mcrouHuKa sHeprun ladepmocom [3] B 1970 rosy, rie obCyxk-
JIAJICsT OOIIHIA pacIiaj SHEPrur. YCTAHABIMBAIOTCS YCJIOBUSI P, p M (DYHKIMU PEJAKCAIINN ¢, [IPH
KOTODBIX PelleHrs] Pa3pyIIATC 38 KOHEYHOE BPeMsl IIPU [OJIOKUTEIBHON U HeroJI0KUTe TbHON
HavyasbHON sHeprun. Mbl pacupocrpansem pesyiabrar Ha [15], rae pacemarpusaercs M = 1 u B
HeM BHenmHAs cua Tuna |u|P~2u. asee Mbl chopMy MpyeM 1 HabpocaeM JI0Ka3aTelbCTBO Pe3yilb-
TaTa JIOKAJBHOIO CYIMIECTBOBAHUS CIa0Or0 PEIIEHHs, UCIOIB3YEMOr0 B JIOKA3ATEILCTBE TEOPEMbI
o pazpyienun. Ues, jexaiias B OCHOBE JOKA3aTeILCTBA JIOKAJIHHOTO CYNIECTBOBAHUS PEIeHUs,
ocHOBaHa Ha covyeranuu Merojua Pasno-lajiepkuHa ¢ METOJOM HEIOBUXKHOI TOUKN GaHaxa.
Kuarouessbie caoBa: Hesmneiinoe ypaBHeHue BI3KOYIPYTOCTH, JOTapUMOMUIECKIA HCTOYHUK, Pa3-
pyIlleHre, JIOKAJIbHOE CYIIeCTBOBAHUE.

1 Introduction

In elasticity the existing theory accounts for materials which have a capacity to store
mechanical energy with no dissipation (of the energy). On the other hand, a Newtonian
viscous fluid in a nonhydrostatic stress state has a capacity for dissipating energy without
storing it. Materials which are outside the scope of these two theories would be those for which
some, but not all, of the work done to deform them, can be recovered. Such materials possess
a capacity of storage and dissipation of mechanical energy. This is the case of viscoelastic
materials.

Viscoelastic materials are those for which the behavior combines liquid-like and solid-like
characteristics. Viscoelasticity is important in areas such as biomechanics; power industry
or heavy construction; Synthetic polymers; Wood; Human tissue, cartilage; Metals at high
temperature; Concrete.
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Polymers, for instance, are viscoelastic materials since they exhibit an intermediate
position between viscous liquids and elastic solids. The formulation of Boltzmann’s
superposition principle leads to a memory term involving a relaxation function of exponential
type. But, it has been observed that relaxation functions of some viscoelastic materials are
not necessarily of this type. See [13,14]. In this work, we are concerned with the following
initial boundary value problem:

gl + M(||ul|?)(—Au) — Aug + [ g(t — s)Au(s)ds + u,

= wfulf *Injull in Qx(0,00)

u=0 on 02 x|0,00) (1)
u(z,0) =up(r) in Q

u(z,0) =wuy(z) in Q.

\

where 2 C R™ (n > 1) is a bounded domain with a smooth boundary 092, p > 2, p > 0 and
k > 0 are constants and g : R™ — R* and M : [0,00) — R are C' functions, respectively,
left to be defined later.

As mentioned in [9], the logarithmic nonlinearity appears in several branches of physics
such as inflationary cosmology, nuclear physics, optics, and geophysics. With all this specific
underlying meaning in physics, the global-in-time well-posedness of solution to the problem of
evolution equation with such logarithmic-type nonlinearity captures lots of attention. See [9]
for the references related to each branch listed above.

The dispersive term Auwuy arises in the study of extensional vibrations of thin rods, see
Love [7], via the model

Ut — AU — Autt = f

and was studied by one of the authors in [11]. The function M (A) in (1) has its motivation
in the mathematical description of vibration of an elastic stretched string, modeled by the
equation

Uy — ]\4(/Q |Vu|2dx) Au =0,

which for M(\) > mg > 0 was studied in [2,4,5,10,12].
Concerning blow-up results, Messaoudi [8] considered the equation

t
uy — Au + / g(t — 8)Au(s)ds + aus|u ™% = blu|""?u
0

and proved that any weak solution with negative initial energy blows up in finite time if
r<mand [~ g(s)ds < 2. Also, Liu [6] studied the equation

r—2+
t
uy — Au + / g(t — 8)Au(s)ds — wAu; + puy = |u|"u
0

where he proved that the solution with nonpositive initial energy as well as positive initial
energy blows up in finite time.
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Our blow up result is motivated by the viscoelastic wave equation with delay considered
by [15]

t
[ug|Pug Au — Augy + / g(t — 8)Au(s)ds + pus(z,t) + pouy (v, t — 7) = blulPu.
0

We implemented the technique employed in it, in order to extend his/her problem to the case
of logarithmic source term and M variable.

This work is divided as follows. The section 2 presents the notation and results underlying
the methods used in this paper. In section 3 is stated and proved a result of blow up for locally
defined solutions.

2 Preliminaries and assumptions

For simplicity of notations hereafter we denote by | - | the Lebesgue Space L?*(2)-norm,
|- = [, IV(-)|zndz the Sobolev space Hj(Q2)-norm, || ||, :== || - |lzr) and |- |z and | -
for absolute value of a real number and the norm of a vetor in R", respectively.

R

Lemma 1 There exists C' > 0 such that
el < € (Nl + el
for any u € HY(Q) and 2 < s <.

We start setting some hypotheses for the problem (1). Firstly, we shall assume that

2
O<p§—2 ifn>3 orp>0ifn=1,2, (2)
n_

2<p< ifn>3, orp>2ifn=1,2. (3)

2(n—1)
2

Secondly, we assume:
(H.1) M € C(]0,00),R) is such that M(X) > mg, VA € [0, 00), where mg > 0.
(H.2) g : R" — R* is a Lebesgue integrable and absolutely continuous function such that

1 —/ g(s)ds =:1>0.
0
(H.3) There exist positive constants & and & verifying
—&9(t) < g'(t) < —&g(t) for almost all ¢ > 0.

We will need the very useful relation

/0 ot — 7)(Vu(r), Vuy(t))dr — %(g’ o Vu)(t) — %(g o Vu)'(t)

.4 {% ( / tg@ds) wu(t>|2} oDV @)
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that can be checked directly, where
t
o0t = [ glt=s)ly(t) = y()Pds
0

Let us denote M(s) = [ M(7)dr. If u(t), u,(t) € HE (), then we define the total energy
functional of equation (1):

1 P2 - 2 _/t 2\ . L2
£(t) = 5153 + 5 (30?) = [ aoyastall?) + Sl
1 1
—|——2/|u|pd$—|——(g<>Vu)(t)——/ ul? In [ulfdz. (5)
P Ja 2 P Ja

From (4) and (H.3) one deduce that
1 1
E'(t) = —lw () + (¢ o Vu)(t) = 59()| Vu()]* < 0. (6)
Using (H.1), (H.2), we infer

mo + l— Tk

ML ) + (9<>VU)() = Il P

> F(\/(mo 1= Dful* = (g o Vu)(1))
where ¢ is the constant obtained from Sobolev embedding H{(Q2) — LFT1(Q), and F(z) =

1 .
15% — Z—I)B{H' 2P with By =

E(t) >

Cs
(mot1—1)1/2"

Remark 1 As noticed in [15], F is increasing in (0, A1), decreasing in (A1, 00), and F has

p+1

a mazimum at \; = B, "' with the mazimum value By, = F(\y) = 2&+11))\2

Lemma 2 ( [15]) Supposing (2), (3), (H.1) and (H.2), and that (mo+1—1)|lug||* > A? and
E(0) < Ey, then there exists Ao > Ay such that, for allt € [0,T),

(mo +1 = 1)|[ull® + (g0 Vu)(t) > A3 (7)
and
ullpiy > it —pt (8)
p
3 Blow up

Theorem 1 Assume that (2), (3), (H.1) and (H.2), and that mo+1—1 > 0. Let f €
L*0,T; HY(Q)) and ug,u; € HL(Q). Then there exists a unique weak solution u for the
problem

{ M([[u]2)(~Au) — Auy + [ g(t — s)Au(s)ds +u, = f

u(0) = up, u(0) = uy. (9)

Further, uy belongs to the class L*°(0,T; Hg(9)).
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Proof. Employ the Faedo-Galerkin method and Aubin-Lions Lemmas as in reference [1]. O
For our purposes hereafter, let us define

W= {w Lw,w, € C(0,T; HY(Q)), wy € L%(0, T; H&(Q))}
equipped with the norm

w3y = QHWH%W(O,T;H(}(Q)) + 5’|thi°°(0,T;Hé(Q)) + ’Y”wttui%o,T;Hg(Q))a

. motl-1 1 1
where a 1= OT,é.—\/—T and v := ik O

It is easy to check that W is a Banach space with the norm || - ||w.

Theorem 2 Let ug,u; € Hy(Q) and assume that (H.1)-(H.3) and (2) and (3) are valid.
Then the problem (1) has a local weak solution u in W for T small enough.

Sketch of the proof. Let M > 0 and 7" > 0 and denote Z(M,T') the class of functions

w belonging to W, satisfying w(0) = ug, w(0) = u; and ||w|jw < M. Let us consider the

application A : Z(M,T) — W defined in the following way. For each v € Z(M,T), take

u := A[v] as the unique solution of the problem (9) with f = v[v[2 *In |v|k — |v;|%vy. One

can prove that with the hypotheses for p and p, A is a contraction from Z(M,T') to itself if

M is large and T small enough. Apply next the Banach fixed point Theorem. (|
In order to establish our result, an extra assumption on g is required:

(H.4)
> moC
/0 g(s)ds < T+ ¢

with ¢ := ((p —-2)—pBp— 1)) <p — B(p— 1)), where 0 < § < 2%2 is a fixed number.

1

Theorem 3 Assume that (2), (3), (H.1) and (H.2), and that (mo + 1 — 1)|Jug|* > A} and
E(0) < BEy and p < p — 2. Also assume that M(7) < M(7)7. Suppose that ug,u; € H}(Q).
Then the solution u of (1) blows up in finite time.

Proof. By contradiction we suppose there exists K; > 0 such that
lu()|I* < K1, vt = 0.
Set
H(t) = By — E(1),
where Ey € (E(0), E7). By Lemma 6, we obtain H(t) > 0 and H'(t) > 0, ¥t > 0. Also, since

_ _p=1 2
El = mAl’ then

H(t) < BE;, — %((mg + 1= 1) ||l + (goVu)(t)) + %/ luli In |ulfda

Q
1 1 1
<8 -3+ [ fulinfulide < [ g nfulfds (10)
P Ja P Ja
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Define
L) = #7(0) + = [ Julguds += [ VuVuds+ 5 [ ot (1)
p+1 /g Q 2 Ja

where ¢ is chosen small enough for that L(0) > 0. Taking derivative of (11) and using (5),
we get

L0 =14 L 4= = Ml + [ ot = ) (Vul). Tult)ds
/|u|p In |u|kdx +—/|ut|p+2dx—|—5/|Vut|Rndx (12)

It is easy to check the following inequality

5 / g(t — 5)(Vu(s), Vu(t))ds > (1—%) / g(s)lul’® = (g o V) (13)

holds for all n > 0.
Employing the inequalities (13) into (12) we obtain

Nlwnll3 — en(g o Vu)(t)

e =t + (1= 5-) [ otas] il

+5/ |u|ﬁln|u|1’f§dw+s/ |V |3 de. (14)
0 o

1
L't)>(1—0)H °H +
()= (1-0) o

Adding ep(H (t) — E5 + E(t)) into (14), and regarding the equation of the total energy in
(5) and that M(7) > M (7)1, Vt > 0, it follows

_ 1 P p
/ > o ory/ p+2 v
202 (- H e (g + 2 g e (5= n) o Vo

2| = M(ul) el + Exr(lu)?) - (]%2 + ﬁ) /0t9<5>d8““”2]

k 1
+€—/|u|ﬁdx+5(1+—)/|Vut
D Ja 2

> - e (g2 ) g e (5 = 0) o v

re[ =g (220 1Y [ gtsyastu]

k 1
+ %/ lulpdx + ¢ (1 + 5) / |Vuy|gnde + epH(t) — e(p + 1) E, (15)
0 Q

2odx + epH(t) — epbsy

Taking now 7 to satisfy
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11 p(1—p)
2[(p—2) = Blp— D) (mo +1 - 1)

which is possible by (H.4). Noticing that M(7) < M(7)7 and that (mg + 1 — 1)||ul|®> + (g ¢
Vu)(t) > A2 (Lemma 2), we get

® = 2mo s (1%2 " ﬁ) / g(s)dslul + (2= 1) (90 Va)(0) — (p+ DEs

> P22 (g 41— Dl + (g0 Vu)(B) ~ 0+ DEs

_ 5@2— D AlA_%AQ ((mo +1—1)lul® + (goVu)(ﬂ)
n 5(172— 1)%((7% +1=1)|ul? + (g <>Vu)(t)> —(p+1)E,

> ((mo +1=Dul*+ (go Vu)(t)) + ¢y

where ¢, 6(’)2 DA o 22 and ey B(p 1))\2 (p+1)Es. From Ey < SE; and E, = 2(p+1))\%, we
2
have
—1 — 1)\
By the above estimates we deduce there exists K > 0 such that
£(0) > 1 (HE) + g3+ [l + all? + ). (17)
Next steps are aimed to estimate L(t)ﬁ. Let
1 1
0<o<———-. (18)
pt2 p
From Hoélder inequality and Young’s inequality we obtain:
= +1 L
(| ] pulgusude]) ™ < el 5l < 03||ut||p+2 Jully (19)
< ea(huell 53"+l "), (20)

where i—i—% = 1. Choosing u = (1_2)# > 1, it follows from (18) that & =
p+2

A=) 2= < P- Thus, Lemma 1 implies

(| ] tulgsude] )™ < ca Qs+ ol + ) 1)
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Similarly as derived in (20), we also obtain

1
1= (1-0) %U
([ vl ) ™ < o (a4 + full #5)°
Q

1
1—0o

< er (Jlul® + 77 (22)
Notice that

ol < K7 < KP2 0 = o) (23)
Therefore, from (21), (22) and (23) we infer that

L™ < o)+ 553+l + ul® + ). (24)
Combining 24 with (17) it yelds

L) > enL(t)™. (25)
Integrating (25) from 0 to ¢, we have

L{t) > (L(O)% - 10_“075)_7. (26)

This is a contradiction with the supposition that ||| is globally bounded in ¢. Hence, the
proof is complete. U

4 Conclusion

This work deals with a nonlinear viscoelastic problem with internal damping and logarithmic
source term, which is an improvement of the problem considered in [15] in the case of absence
of the term involving delay. By admitting the initial energy to be even positive, the problem
becomes slightly difficult, what makes necessary a study of the growth of the terms of the
total energy separately (Lemma 2). This work also states and sketches the proof of local
existence of solution assumed to exist in the Theorem 3.
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GENERALIZED FORMULA FOR ESTIMATING THE OSCILLATION
FREQUENCY RESPONSE OF A CANTILEVER BAR WITH POINT
MASSES

This paper presents a study of natural oscillations of a cantilever bar with five point masses with
variable geometric and stiffness parameters (distances between locations of the masses, coefficients
of variability of the bending stiffness of the bar sections). Using the exact method of forces based
on the Mohr formula, there have been obtained expressions in general form for calculating the main
unit coefficients of the secular equation, which makes it possible to perform calculations and to
determine the oscillation frequency response of natural oscillations with a wide range of changes in
the initial parameters of the physical and geometric state of cantilever bars. A numerical example
has been given to illustrate the proposed theoretical approaches. The results have been compared
with the results based on calculating a similar cantilever bar with one (reduced by masses) degree of
freedom. A graphical dependence of the oscillation frequency response value on changing the value
of the bending stiffness along the length of the cantilever bar gas been obtained. The theoretical
provisions and applied results presented in the work will be widely used both in the practical
design of bar systems and in scientific research in the field of mechanics of a deformable solid body.

Key words: cantilever bar, point masses, variable bending stiffness, main unit coefficients,
oscillations frequency response for natural oscillations, graphical dependence of the oscillation
frequency response, reduced mass, calculation reliability, calculation nomogram.
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2Kaparanisl TeXHHKAIBIK, yHEBepcuTeri, Kaparamme! k., Kazaxcran
3¥ i1 Ilerp Cankr-IlerepOypr nosmrexnukaisk yausepcureri, Canxt-Ilerepbypr K., Peceit
*e-mail: oka-kargtu@mail.ru
HYKTEJIIK MACCAJIAPBI BAP KOHCOJIb/II ©3EKTIH HETI3I'T >KAFJTAVNBIH
BATAJIAYTA APHAJITAH 2XKAJIITBIJIAHFAH ®OPMYVYJIA

By makamaia aitHbIMAJIBI TEOMETPUSIIIBIK, XKOHE KATAH/IbIK TapaMeTpJjepi MeH 6ec HyKTe Il Macca-
JIapbl 6ap KOHCOJIb 63€eriHiH 631HIiK TepOeticTepine 3epTTey xKypriziial (Maccamap/piH, OPHAIACY bI
apachIHJIArbl KAIIBIKTHIK, 03¢KTep 0eJiMIepiHiH niny KaTanJbIFbIHbIH e3repy KoadhduuenTrepi).
Mopa dopmyiacbiHa Herize/reH KyImTep/iH HaKThl 9/1iCi FachIPJIbIK, TeHJIEY/IiH Heri3ri 0ipJ/iik Ko-
3 PUIMMEHTTEPIH ecenTey YIIH OPHEKTIH KAJBI TYPIHIE aablHAIbI, Oy KOHCOTBIIK 03€KTEPIiH
bU3UKa-TeOMeTPUSIIBIK, KYHiHIH OacTallKbl ITapaMeTpIepinin e3repyinin KeH AHana30HbIH1a TAOUFT
TepbeTicTep il HeTi3Ti KarmaiibiH aHbIKTayTa eCemTeyIep KYprizyre MyMKIHIIK 6epe/ti.

(© 2022 Al-Farabi Kazakh National University
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Y CBIHBIIFAH TEOPHSIIIBIK, TOCIIAEP/Il CypPeTTey YIIH CaHJIBIK, MblcaJsl KeaTipiiaren. Ecenrrey HoTmKe-
JIEpIH CAJIBICTBIPY YINIH epKiHjiK Jopexkeci 6ipre TeH yKcac KOHCOJbI 63eKTi (Macca GOMbIHINA
Gepinren) ecenrey Herizine xkyprizinal. Korcosbi e3ekTiH uiay KaTaHIBIFB MEH ©3eK GOMbIHbIH
V3BIHIBIFLIHEIH, ©3repyine 6aflIaHbICThl TPAMUKATIBIK, TOYEITK aJbiHabl. 2KyMbIcTa KeaTipiireH
TCOPUSITIBIK, epezKesIiep MeH KOJIaHOa bl HOTUKEIEP/Il O3eKTiK Kyiieep/ii MpaKTUKAJIBIK Kobasiay
Ke3inge XxKome 1edOpMAlIsIAHATHIH KATTDI JeHe MEXaHNKACHI CAJTACHIHIATHI THITLIMA 3ePTTEY/IeP-
Jie Jie KeHiHeH KOJIJIAHBLIAIbI.

AJIbIHFAH TEOpUSIJIBIK, KOHE IMPAKTUKAJBIK HOTUXKeJED FUMaparTap MeH 9PTYPJl WHXKEHEPJIK

KYPBLIBICTAPIATBI TYTAC aPKAJIBIKTAD KYPBIILIMBIH K00aIay Ke3iHIe KOMIAHDLIA AJTaIbI.

Tyitin ce3nep: : Koncomnbii e3¢k, HyKTe/IiK Macca, ailHbIMAJIbl MiJTy KaTaHJBIFbI, HEri3ri 0ipsik
KO3 DUIIEHTTED, O31HIIK TepOETICTIH Heri3ri Karaaiibl, Heri3ri Karaaiibia rpadUKaIbK TOyeI-
JILJTIr], KeJITIpireH Macca, ecenTey i CeHIMIILIT, ecenTey HOMOIrpaMMachI.

0. Xabumomna! , C.K. Axmeaues?, HI. Barun®, P. Myparxan', H.K. Meney6aes!
'KaparanmauHcknit yauBepeuTer nMenn axanemuka E.A. Bykeropa, . Kaparanna, Kasaxcran
2 KaparaiuicKuii Texmmdeckuil ynusepcuret, r. Kaparamia, Kasaxcran
3 Canxt-IlerepOyprekuit momrexamdeckuil yausepcuter Ilerpa Bemukoro, r. Cankr-IlerepGypr, Poccus
*e-mail: oka-kargtu@mail.ru
OBOBIINNEHHA4 ®OPMVJIA OJId OIIEHKNM OCHOBHOI'O TOHA KOHCOJIBHOTI'O
CTEP>XXHA C TOUYEYHBIMU MACCAMMN

B manHOit paGoTe BBINIOJHEHO HCCIIEOBAaHNE COOCTBEHHBIX KOJEOAHUN KOHCOJBHOTO CTEPYKHSI C
[STHIO TOYEUHLIME MACCAMHU C IIEPEMEHHBIMU M€OMETPUYECKUMU U YKECTKOCTHBIMU IIapamMeTpaMu
(paccrosiHUsT MKy MEeCTaMU PACIIOJIOXKEHUsI MAacC, KOI(DMUIMEHTAMI TIEPEMEHHOCTH M3INOHBIX
JKECTKOCTEH yIacTKOB cTeprKHeil). TouHbIM MeTO/IOM CUJI Ha OCHOBe (hopMysibl Mopa mostydeHst
B OOINEM BUJE BBLIPAYKCHU JJIsi BBIYUCJICHUsI TJIABHBIX CIUHUYHBIX KOI(PDUIUEHTOB BEKOBOIO
YPaBHEHUS, YTO O3BOJISIET [IPOU3BOIUTL PACUETHI HA OIPEJe/IEHIe OCHOBHOI'O TOHA COOCTBEHHBIX
KOJIe0aHuil IPU IMUPOKOM AHUAalla30He U3MEHEHH UCXOAHBIX IapaMeTpOB (PU3UKO-I€OMETPUIECKOTO
COCTOsIHMSI KOHCOJIBHBIX cTep:KkHell. [IpuBesien dnciieHHbI IpUMep /I8 UJTIOCTPAINN TIPeJijIarae-
MBIX TEOPETHYECKHUX IOJXOJ0B. BBIIIOJIHEHO CpaBHEHHUE PE3y/IbTaTOB pacuera Ha OCHOBE pacdera
AHAJIOTMYHOTO KOHCOJIBHOTO CTEPXKHsSI ¢ OJHOM (IIPUBEJIEHHON 10 MAacCaM) CTEleHBI CBOOOJIBL.
ITosyuena rpaduyeckast 3aBUCUMOCTb BEJIUYUHBI OCHOBHOIO TOHA OT WM3MEHEHUsI 3HAYEHUs
M3rUOHOI YKECTKOCTU IO JIJIMHE KOHCOJBHOIO CTepxKHdA. lIpuBeseHHble B paboTe TEOPETUYECKHUE
TIOJIOZKCHUA U IIPUKJIQIHbIC pe3yJH)TaTbI HaﬁﬂyT ONIMPOKOE IIPpHUMEHEHHEe KaK B HIPAKTUYCCKOM
IPOEKTUPOBAHNUU CTEPKHEBBIX CHCTEM, TAK U B HAYUYHBLIX HCCJICIOBAHUAX B OOJACTH MEXaHUKHU
1ebOPMUPYEMOTO TBEPAOTO TEJIA.

Kurrouesbie cioBa: KoHCOMBHBII CTEpIKEHb, TOYEUHBIE MACCHI, TEPEMEHHAasT N3rUOHAas YKECTKOCTD,
IJIaBHBIE €JIMHUIHBbIe KO3 DUIEHThI, OCHOBHOI TOH COOCTBEHHBIX KOJieDaHMii, rpadudeckas 3a-
BUCHMOCTH OCHOBHOT'O TOHA, TPHUBEIEHHAs Macca, JIOCTOBEPHOCTL PacdeTa, HOMOTpaMMa PACIeTa.

1 Introduction

In the process of designing high-rise buildings (multi-storey structures) and tower-type
structures (various support structures), in order to calculate them for pulsation from the
dynamic effect of wind load, it is necessary to know the magnitude of the oscillation frequency
response of free (natural) oscillations.

For this, various exact and approximate analytical and numerical methods are used.

In this paper, an approximate analytical method is proposed for calculating the oscillation
frequency response of cantilever bars with step-variable bending stiffness along its length with
point masses, which makes it possible to estimate the magnitude of the oscillation frequency
response with sufficient engineering accuracy.
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A certain number of works were dealing with the topic proposed by the authors of this
article: for example, in work [1] the oscillatory processes of a statically determinate bar
system with one degree of freedom are considered by the Runge-Kutta method in the MatCad
program; there was compared the effect of the inelastic resistance of the material coefficient
on the displacement of the concentrated mass.

Calculation for harmonic oscillations is also described in the works by Aizenberg Ya.N.,
Gvozdev A.A., Birbraer A.P., Shulman S.G., Rabinovich I.M., Barshtein M.F., Korenev B.G.,
Timoshenko S.P. and many others [2-8|.

Study [9] considers special properties of the bending shapes of bars of constant bending
stiffness to determine the value of the fundamental tone.

In work [10], nonlinear free oscillations of coating structures are considered based on
studying the characteristic quadratic equation obtained by the matrix method.

In paper [11], a mixed form of the finite element method was used to calculate bar systems
for free oscillations.

Papers [12, 13| consider the numerical implementation of the finite element method in
calculations for free and forced oscillations; the matrices of stiffness, masses, examples of
calculating beam systems of the Bernoulli-Euler and Timoshenko type are given, a new
concept of "dynamic matrix"is introduced.

The purpose and objective of this work is to study the stress-strain state of cantilever
bars with several point masses for natural oscillations with determining the oscillation
frequency response in a wide range of changes of geometric and physical and mechanical
parameters of the system under study.

In this case, the problem of obtaining an analytical expression for calculating the main
unit coefficients of the secular equation in general form has been solved, which makes it
possible to operate mathematically with geometric dimensions and bending stiffness when
calculating various cantilever bars.

One of the objectives of the study is to illustrate the generalized formula obtained by the
authors using the example of calculating the oscillation frequency response of a cantilever
bar.

A graphic dependence (nomogram) of the oscillation frequency response of natural
oscillations has also been obtained with changing the bending stiffness along the length
of the bar.

2 Theoretical provisions and calculation methods

Coefficients ki, ko, k3, kys,determining the variability of the step-variable bending stiffness
along the height of the bar at five levels (floors) of the structure;

Coefficients ay, as, asz, a4 determining the differences in the size of sections (floors) along
the height of the cantilever rod;

Coefficients by, by, bs, by determining the differences in the values of concentrated masses.

By changing the values of the above coefficients over a wide range, it is possible to study
free oscillations, that is, to determine the value of the oscillation frequency response of the
five-step-variable bending stiffness of the cantilever bar with different lengths, and the bending
stiffness of its five steps (floors) with different values of five concentrated point masses located
at the joints of steps (floors) along the height of the structure.
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Let us calculate the values of the main coefficients 0;;(i = 1, 2, 3, 4, 5)according to the
Vereshchagin rule, multiplying the corresponding single diagrams of the moments (Figure 1,
b, ¢, d, e, f). Then, in generalized form, we obtain:

) o

bymy

Clelo
k4/0

bsmy

(sl
K3ip

2lo
kalg

lo(1+a+az+a3+a4)
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Chio
Kiip
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0] 7

1+a )/0 /g
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(7 +07+02+05+O4)!'0
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rrrrrTrr 7 [0 i

Figure 1: Towards the calculation of the cantilever bar for free oscillations: a)_— the calculated
scheme; b) — diagram Ms5; ¢) — diagram M4; d) — diagram M3; e) — diagram Mo; ) — diagram
M,

_ _ 13
51 = JZ(MZ')-(MZ'):ZOS;O |: T 1(033@ 1):|+
—|— 1 CLl_lCLi_Q(QCLi_l + (lZ_Q) + 0.1667(ai_2)2(3a¢_1 + 2(11'_2)] +
+ 0.5(ai—2 + a;—1)a;—3(2a;_o + a;—1) + a;—3 + 0.1667(a;_3)*3 [(a;—2 + a;—1) + 2a;_3]] +

[O 5(611 o+ a;—1+a;_ 3) [2(&1_2 +a;_1 + ai_3> + ai_4] -+

+0 1667(&Z 4) 3 [(al_g +a;—1 + a,-_g) + 2(1,-_4“ +

+10.5(aj—2 + a1 + i3 + ai—4) [2(@i—2 + ai—1 + aj—3 + a;—y) + 1] +
+0.1667 [3(&1'_2 +a;—1 +a;_3+ ai_4) + 2“ .

According to generalized formula (1) let’s calculate the main coefficients:
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a) 555(i = 5)

555 = [é (0.3333a§;)] + & [0.5azay(2ay + ag) + 0.1667(az)?(3as + 2az)] +
+7[0.5(as + as)ag [2(as + as + ag] + 0.1667(a2)*3 [(as + as) + 2a]] +
—f—% [05((13 + a4 + (12) [2((13 + a4 + CLQ) + al] + 01667(&1)23 [(a3 + a4 + CLQ) + 2(11]] +
+[0.5(az + as + az + a1) + [2(az + ag + as + a1) + 1] + 0.1667 [3(az + a4 + az + a1) + 2]]
b) 644(i = 4)

by =1 [é (0.3333@)} + L [0.5aza2(2as + a5) + 0.1667(az)?(3a5 + 2a5)] +

+k—11 [0.5(as + az) [2(az + as) + a1] + 0.1667(ay)? [3(as + a2) + 2as]] +

+10.5(ay 4+ az + as) [2(a1 + as + a3) + 1] + 0.1667 [3(a; + az + a3) + 2]]

c) d33(i = 3)

3

+[0.5
d) dga(i = )

[,} (0. 3333%)} L [0.5aza;(2az + ay) + 0.1667(ar)2(3as + 2a,)] +
az) [3(a1 + az) + 2] 4+ 0.1667 [3(a; + ag) + 2]]

_0
)

99 = [ki (0.3333a7) ] + [0.5(a1)*(2a1 + 1) + 0.1667 [3(a1 + 2)]] ;

e) ou(i=1)

I
d11 = — (0.3333).
20

Let’s calculate the point masses values (Figure 1, a).
my = mg; Mg = bimg; ma3 = bamg; mg = bzmg; ms = bymo;

According to the formula presented in [1], let’s calculate the approximate value of the
oscillation frequency response for free oscillations of the cantilever bar:

1
F = m1511 + m2522 + m3633 + m4(544 + m5555 (3)
1

Let’s substitute the values calculated in (1, 2) into expression (3).
Based on the proposed generalized formulas for the cantilever bar (Figure 1, a), let’s
calculate a numerical example with the following initial data (Figure 2, a):
ay=ay=as=ay=1;, my=43.3kg-s*/cm;
lo=3.5m; by =1.0254; by =0.9931; bs = 0.8799; by = 0.836;
i = 8.06 - 10%kg/cm; iap = 3igy = 24.18 - 10° = 4y;
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Figure 2: Towards the calculation of the cantilever bar (example): a) — the preset scheme; b)
- diagram M5 ¢) - diagram My; d) — diagram M3; e) — diagram Mo; f) — diagram M,

3 Results

Based on the above theoretical calculations, we obtain the following results for which we
calculate the values of the main coefficients ;;(i = 1, 2, 3, 4, 5) using formulas (2)

555 =

644 -

522 =

1 768.992 - 104
- (23.82 + 83.56 + 150.8676 + 220.371 + 290.57) = —
10 20
1 478.422 - 10*
— (768.992 — 290.57) = ————— = 16.96- 10~ %,
20 0
1 258.051 - 10*
093 = — (478.4221 — 220.371) = =————— = 9.1475- 10 %
lig 20
1 107.18 - 104
— (258..05 — 150.87) = ———— =3.8-107%
lig 20
1 23.818 - 10*
611 = - (107.18 — 83.363) = ————— = 0.844 - 10
20 20

Let’s calculate the point masses values (Figure 2, a):

=27.26- 1074
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P 43.3-10° P.
my = j =051~ 4414 kg - s* /em; my = ;2 = 44.954 kgs® [cm;

P, P, P,
my = —> = 43.83 k‘ng/cm; my = — = 38.84 kgsZ/cm; ms = — = 39.9 kng/cm
g g g

Let’s calculate the approximate value of the oscillation frequency response for free

oscillations of the cantilever bar (Figure 2, a) according to formula (3).

1
— = my11 + Madae + Ms3dsg + Madsy + M5055 =

2
10~ (37.25 4 170.83 + 400.93 + 658.73 + 1005.89) = 2273.63 - 10~*

Wy

wp = 10% - 0.020973 = 2.0973 s~! is the oscillation frequency response of the cantilever
bar (Figure 1,a).

To estimate reliability of the result obtained, let’s calculate the (w;) value through the
reduced mass (M) (Figure 3) the coefficient of reduction of the distributed mass to the end

of the cantilever bar [14].

) H
M:ﬁ_(zg) = B> miH =0.23(my +ma + ms + my + ms) = 47.99

According to formula 7.70 [1]:

1 1
2 = 10%-0.000764; w} = 2.764 5

1T s T 47.09-27.26-10-2

M

17.5m

H-h/=
[T=ul=

Figure 3: The bar reduced mass
The w, and wi values calculated by different methods (approaches) are sufficiently close

which proves reliability of the proposed theory of calculating the cantilever bar of step-variable
bending stiffness with point masses located along its length (height).
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Let’s study the effect of changing the scaling relative stiffness iy = 8.06 - 108 kgcm on the
oscillation frequency response (w;) of the cantilever bar (Figure 2, a) according to formulas

(4):
768.992-10*  219.71-10* 136.692 - 10*
055 = - = - ;= ——————
3.57,0 10 10 (5)
73.73 - 104 30.62 - 104 60.81 - 104
033 = ————; Op=——"—" 01 = —.
20 o o

According to formula (3) let’s calculate taking into account expression (5) with iy =
(1,3,5,7,9,11) - 8.06 - 108 kgem (Table 1).
Table 1 — Values of the oscillation frequency response for free oscillations of the cantilever

bar

10784y | 1.0 3.0 5.0 7.0 9.0 11.0
011 6.81x10-4 | 2.27x10-4 | 1.36x10-4 | 0.97x10-4 | 0.76x10-4 | 0.62x10-4
092 30.62x10- | 10.21x10- | 6.12x10-4 | 4.37x10-4 | 3.4x10-4 | 2.78x10-4
4 4
033 73.73x10- | 24.5x10-4 | 14.75x10- | 10.53x10- | 8.19x10-4 | 6.70x10-4
4 4 4
o 136,69x10-| 45.5x10-4 | 23.34x10- | 19.52x10- | 45.19x10- | 12.42x10-
4 4 4 4 4
055 219.71x10-| 73.24x10- | 43.94x10- | 31.39x10- | 24.41x10- | 19.97x10-
4 4 4 4 4 4
wi,c b | 5.954 3.44 2.652 2.242 1.977 1.789
According to Table 1, let’s build the graphs of the wy; = f(ip;) (¢ = 1,3,5,7,9,11)
dependence. This graph is presented in Figure 4.
ml:i S'l 6 o
5
4
g o=,
2
1
0 >
o 1 2 3 4 5 7 8 9 10 11
10-8-iy; kg-em

Figure 4: The oscillation frequency response dependence on the relative stiffness value of the
cantilever bar
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4 Conclusions

Based on the analytical operations, generalized formula (1) has been obtained for an
approximate estimation of the oscillation frequency response with varying parameters of
the section lengths, point mass values, and relative stiffness values of sections of a five-stage
cantilever bar (Figure 1, a).

A numerical example (Figure 2, a) shows reliability of the proposed theoretical provisions;
this is shown by the proximity of the oscillation frequency response values obtained by two
independent methods of calculating w; ~ wj.

The dependence of the oscillation frequency response value the cantilever bar (Figure 2,
a) on changing the value of relative stiffness ig in the range from 1-10%kgem to 11108 kgem
has been studied, which is reflected graphically (Figure 4).

The dependence wy g = f(i;) shown in Figure 4 can be used as a nomogram to determine
the oscillation frequency response of various cantilever bars (Figure 1, a) at arbitrary values
of the main relative stiffness of the lower section of the cantilever bar with step-variable
bending stiffness.
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EVOLUTION EQUATIONS OF MULTI-PLANET SYSTEMS WITH
VARIABLE MASSES

In celestial mechanics and astrodynamics, the study of the dynamical evolution of exoplanetary
systems is the relevant topics. For today more than 3,000 exoplanetary systems are known. In
this paper, we study the dynamic evolution of extrasolar systems, when the leading factor of
evolution is the variability of the masses of gravitating bodies. The problem of n + 1 spherically
symmetric bodies with variable masses is considered in a relative coordinate system, this bodies
inter-gravitating according to Newton’s law. The quasi-elliptical motions of planets whose orbits
do not intersect during evolution are investigated. It is believed that the mass of bodies under
consideration varies isotropically by various known laws with different velocities. The mass of the
parent star is considered to be the most massive than its planets and the origin of the relative
coordinate system is in the center of the parent star. Due to the variability of the masses, the
differential equations of motion become non-autonomous and the task is difficult. The problem
is investigated by methods of perturbation theory. The canonical perturbation theory based on a
periodic motion over a quasi-canonical section is used. Canonical equations of motion are obtained
in analogues of the second Poincare system, which are effective in the case when the analogues of
eccentricities and the analogues of the inclination of the orbital plane of planets are sufficiently
small. The secular perturbations of the planets, which determine the behavior of the orbital
parameters over long time intervals, are studied.

The evolutionary equations of many planetary systems with isotropically varying masses in
analogues of the second system of Poincare variables are derived in an analytical form which
are obtained using the Wolfram Mathematica computer algebra system. This takes into account
the effects of the decreasing mass of the parent star and the growth of the masses of the planets due
to the accretion of matter from the remnants of the protoplanetary disk. For the three-planetary
problem of four bodies with variable masses, the evolutionary equations in dimensionless variables
are obtained explicitly. In the future, these results will be used to study the dynamics of the three-
planet system K2-3 in the non-stationary stage of its evolution.

Key words: variable mass, perturbation theory, evolutionary equations, exoplanetary systems,
Poincare elements.
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On-Papabn aremgarsl Kasax YiarTeik YHnsepenTeri, AnMars! K., Kazakcran
*e-mail: kosherbaevaayken@gmail.com
Maccasiapbl e3repMeJii KOl MJIaHeTaNbl >KyHeJepiH, 9BOJIOIUSIJIBIK, TeHaeyJepi

AcmaH MexXaHMKACBIH/IA YKOHE acTPOJNHAMUKAIA IK30IIAHETAIbl YKYHEHIH IMHAMUAKAJIBIK, SBOJIO-
[USICBIH 3epTTey 03eKTi Takbipbil. Kaszipri tanga 3000-HaH apThIK K30ILIaHETAJBI XKYite Gesrii.
Byt sxymMBIcTa TpaBATAIIS APKBLIBI 9CEPJIECETIH JIeHeIeP IiH MacCATapPbIHbIH AT HBIMAIBLIBIFBI 9BO-
JIIOTMSIHDBIH, YKEeTeKIT (PaKTOpbl PETiH/e KAPACTLIPBIIFAH Ke3/e KYH 2Kyiheci ChIpTBIHJIAFBI OacKa
Jla KYHWeTep/ i, JHHAMIKABIK, IBOTIONUICH 3epTTenei. CaablCTRIpMAaIbl KOOpAHHATAIAD YKYii-
eciHjie HLIOTOH 3aHbl OOUBIHITIA ©3apa dCEPJIECETIH alfHBIMABI MACCAJBI CPEPATBIK CHMMETPHUSIIIBI
JIeHesiep Maceseci KapaCThIPBLIAIbI. DBOJIIONNS Ke3iHIe IaHeTa Iap bl opouTamaps 6ip-6ipimen
KUBLIBICIIAfTHIH KBA3HJUINIITHKAJIBIK KO3FAJIBIC 3epTTesneli. KapacThIpblIaTelH JIeHeIepIiH Mac-
caJlapbl OPTYPJIL KBUIIAMIBIKIICH OeJITiii OpTYPJIl 3aHIbLIBIKTAD OOUBIHITA U30TPOITHI TYP/IE 63~
repeii gen caHasgabl. OPTasblK YKYJIIBIBIABIH MACCAChl OHBIH ILIAHETAJIAPBIHBIH MacCaJapblHAH
QJIIe-Kafia YIKeH Jerl aJIbIHAJIbI, 2KOHE CAJIBICTBIPMAJIbI KOOpAMHATAIAD Kylecinin 6ac mykTeci
OPTAJIBIK, KYJIBI3IBIH TEHTPIHIe opHagacaapl. MaccamapabiH alfHbIMAIBLIbIFa ecebirme nudde-

(© 2022 Al-Farabi Kazakh National University
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PEeHIHMAJIIbl KO3FAJIBIC TEHJIeysIepi aBTOHOM/IBI eMeC Typre eHeJjli »KoHe ecell KubIHaipl. Mocese
VHBITKY T€OPUsCHI 9ficTepiMen 3epTreie/i. KBasuKoHyCTHIK KnMa OOMBIHINA alleprOIThl KO3FAIBIC
HEri3iH/e KAHOHIBIK YHBITKY TEOPHUACHI KOJJAHBLIAIbI. JKIEHTPUCUTET aHAJIOTTaphbl MEH ILIaHe-
Ta OPOMTACHIHDLIH, KOJIOEYTIK OYPBIMIBIHBIN aHaJorTapbl KEeTKUTKTI genreiige i mama Gosramn
Ke3j1e TuiM/Ii 6016 TabbLIaThH [lyankapenis ekinmi KyileciHin aHajgortTapbl apKbLIbl KAHOH/IBIK,
KOBFaJIbIC TeHJIEY1 AMbIHIbI. YaKBITTBIH VIKEeH MHTEPBAIBIHIA OpOUTa MapaMeTpaepinin e3repicin
aHBIKTAyFa MYMKIH/IK O€peTiH ITaHeTaHbIH FACBIPJIBIK, YIBITKY bl 3€PTTE/IHEI].

"Wolfram Mathematica" komibroTepJiik ajarebpa KoMeriMeH Maccajapbl B30TPOIITHI ©3T€PeTiH KOl
IUTAHETAJIbI JKYWEHIH SBOJIONUSIBLIK, TeHjeysepi Ilyankape aflHbIMaIbLIApBIHBIH, eKiHI Kyiieci
aHaJIOrTaphl APKbLIbI AHAJUTUKAJIBIK Typae Kearipiired. CoHbIMEH KaTap, MPOTOIIAHETAIbI JTUCK
KAJIILIKTAPBI OOJIIIEKTEPIHIH aKKPenusachl ecebiMeH TTaHeTa MaCCACBIHBIH OCYl YKOHE OPTAJIBIK,
JKYJJIBI3JIBIH, MACCACBIHBIH, a3ai0 9CepJsIepi ecenke ajblHa bl. AWHBIMAJIBI MacCajbl TOPT JICHEHIH,
VI IJIAHETAJIbI MOCEJIEC YINH OJIIEeMCI3 IaMa apKbLIbl SBOJIONUAIBIK, TEHJIEYJIep aHbIK TYpP/ie
anbHabl. Exjiri kesekre asbiaran HoTmzkesnep K2-3 yin mranerasbl 2KyheciHiy crampoHap emec
9BOJIIOIMS Ke3€HIH/Ie JTMHAMUKAJIBIK SBOJIIOIMSCHIH 3€PTTEY YIIiH KOJIIAHBLIAIbI.

Tyiiin ce3aep: aitHbIMaIBI Macca, YHBITKY TEOPHUACH, SBOIONUAIBIK TCHICYIED, IK30MITaHeTATbI
Kyitenep, [lyankape sjmemeHTTEDI.

M./Ixx. Munrnubaes, A.B. Komepbaesa*
Kaszaxckuit Hanmonasnbubiit ¥YHuBepcurer umenn ajib-Papadu, r. Anmarsl, Kazaxcran
*e-mail: kosherbaevaayken@gmail.com
DBOJIIOIMOHHBbIE YPABHEHUSI MHOI'O IJIAHETHBIX CHUCTEM C IIEPEMEHHBIMU MacCCaMU

B mebecnoit Mexannke u B aCTPOIMHAMUKE U3YUEHNE TUHAMUIECKYIO IBOJIONHIIO KIOTIAHETHBIX
cucTeM akTyajbHasg Tema. Ha ceromuammuuit nenb n3sectHo 6osee 3000 9K30IJIAHETHBIE CHCTEMBI.
B macrosieit pabore nccieayeTcs MUHAMAYECKAs YBOJIONIS BHECOTHETHBIX CUCTEM, KOTJA BEJLY-
M (DaKTOPOM IBOJIIOIHIN ABJILAETCs [IEPEMEHHOCTh MacC IPABUTHPYIONNX Tesl. PaccmarpuBaercs
B OTHOCHTEJILHOI CHCTEeMe KOOPIMHAT 3a/1a4a C(PEPUICCKUIT CUMMETPUIECKUX TEJT C TEPEMEHHBIMI
MaccaMu, B3aNMOTPABHTHPYIONINE 10 3aKOHY HbIoTOoHa. lccmemyercss KBa3WAINIITUIECKUE
JIBUZKEHUsI TIJIaHeT OpOUTHI KOTOPBIX B XOJI€ 9BOJIOIMK He Iepecekatorcs. Canraercs, 9To Macca
pacCMaTPUBAEMBIX TeJT U3MEHSIETCS M30TPOITHO TI0 PA3INTHBIM M3BECTHBIM 3aKOHAM C PA3THTHBIMI
ckopocTsiMu. Macca poauTesIbCKOM 3BE3/bl CINTAETCS HamboJIee MACCUBHBIM 4YeM €& IUIAHEeTHI 1
HAYAJI0 OTHOCUTEBHONW CHCTEMBI KOODIMHAT HAXOJIUTCS B IEHTPE POJIUTEIHCKOH 3Be3/bl. 13-3a
epeMeHHOCTH Mace auddepeHIaabHble YPABHEHUS JIBUZKEHNUsI CTAHOBUTCA HEABTOHOMHBIMU M
3ajada ycioxkusgercs. [Ipobimema wmccimemayercs meromamu Teopun Bo3Mmylnenus. Vcmosmb3yercs
KAQHOHWYIECKAsT TEOPHUs BO3MYIIEHUSA Ha 0a3e almepruontdecKOTO JBUKEHUS MO0 KBA3UKOHUIECKOMY
cevyennio. Kanonndeckue ypaBHeHUs JBUZKEHISI [TOJIYI€HbI B aHAJIOTaX BTOPOii cucteMmbl 1lyankape,
KOTOpBbIe 3(hMEKTUBHBI B ClIydae, KOTJa AHAJOTH SKCIEHTPUCATETOB W aHAJOTH HAKJIOHHOCTH
OpOUTAJIBHOI IJIOCKOCTH IIJIAHET JOCTATOYHO MaJibl. VIcCierytoTesi BEKOBbIe BO3MYIIECHUsT TIJIAHET,
KOTODBIE OTPEIETISIOT TIOBE/IEHNE OPONTAIHHBIX TAPAMETPOB HA OOJIBITNX WHTEPBAIAX BPEMEHH.

B amasmrmaecKoM BHUE TPHUBEIEHBI IBOJIONMOHHBIE yPABHEHWs] MHOTO IIJIAHETHBIX CHCTEM C
M30TPOITHO U3MEHSAIONUMUCT MACCAMU B aHAJIOTaX BTOPOil cucTeMbl repeMeHHBbIX llyamkape, Ko-
TOpBIE TOIYIeHbI ¢ UCTIOIBL30BAHNEM CHCTEMBI KoMIbIoTepHoit anrebpnt "Wolfram Mathematica".
IIpu sToM yunrbBaiorcss 3PdeKThl yObIBAHUS MAacChl POJIUTEILCKON 3BE3JbI M POCTA MAaCC
IJIAHET M3-38 aKKPEINN BEIEeCTBA M3 OCTATKOB MPOTOILTAHETHOrO jaucka. Jljist Tpex mameTHoi
3a/1a90 YETBIPEX TeJ C IIEPEMEHHBIMH MacCaMU, B SIBHOM BHJE, IIOJIyYEHBI SBOJIIOIUOHHBIE
ypaBHEHNS B 0e3pa3sMEpHDLIX MEPEMEHHBIX. B JalbHEHIeM 9TH pe3y/IbTaThbl OYIeT UCIOIb30Ba-
HBI JIJIsI N3y YeHNs JUHAMUKY TPeX ITaHeTHO! cucTeMbl K2-3 B HecTaIOHAPHON STalle ee SBOJIIOIHH.

KuroueBnbie ciioBa: IIepeMeHHad MacCCa, TeOPpUud BO3MYIICHUA, SBOJTIOINUOHHBIE YDaBHEHUA, IK30-
IJTaHEeTHBIE CUCTEMBbI, 3JIEMEHTHI HyaHKape.
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1 Introduction

Multi-body problem is one of the center problem in celestial mechanics. Let us short review of
more interesting work about this problem that are close to our topic. In paper [1] three body
problem was researched and algorithm of solving equation in osculating elements was given,
here perturbing acceleration smaller than main acceleration caused by the induced of the
central body gravity. In article |2] integrability of the N body problem was described. In [3| the
problem of deriving theory of motion of four planet around center star was considered. Here
Hamiltonian was given in the Poisson series in the osculating elements of the second Poincare
systems. The expansion in series was constructed up to third power of a small parameter.
A relevant problem is the problem of formation planetary systems. In work [4] the orbital
evolution of two planetary system of three bodies Sun-Jupiter-Saturn was investigated. The
Hamiltonian written in osculating elements is represented in Poisson series expansion over
all elements.

In [5] orbital evolution of asteroids Phaethon clusters was studied, taking into account
perturbations from eight major planets, the dwarf planet Pluto, the influence of the Yarkovsky
effect, the flattened Sun and relativistic effects. In article [6] dynamical evolution of orbits
due to pressure of solar radiation was investigated. In [7| the authors analyzed dynamical
evolution of young pairs of asteroids in close orbits. In work [8] evolution of planetary systems
was studied. The averaged equations of motion was derived analytically up to third power of
a small parameter for the case of a four planetary system. Here the system of Sun-Jupiter-
Saturn-Neptune is considered.

In [9] and [10] the authors described a methodology for detection the initial orbits of
exoplanet using the curve radial velocity of parent star and obtained an algorithm for solving
the equations of two body problem in the form of series and proved that the serieses converges
to solving the equations for small values of eccentricity.

In work [11] the orbital evolution of the three-planet exosystem as HD 39194 and the four-
planet exosystems as HD 141399 and HD 160691 (p Ara) are studied. In result the authors
have derived an averaged semi-analytical theory of second-order motion by the masses of
exoplanets. Here multi-planetary problem is considered. The equations of motion are given
in the Jacobi coordinates and written in the elements of the second Poincare system.

In celestial mechanics and astrodynamics one of the relevant topics is the study dynamical
evolution of non-stationary gravitational exoplanetary systems. For today 3677 exo-systems
and 4903 confirmed exoplanets are known [12].

In this paper, in difference to the above-mentioned works, the dynamical evolution of
multi-planetary systems is researched, when the leading factor of evolution is the variability
of the masses of the celestial bodies themselves.

The particular case — two planetary problem of three bodies with variable masses was
considered in work [13].

The motions are studied in a relative coordinate system, with the origin in the center of
the parent star. The canonical perturbation theory is used, which elaborated on the base a
periodic motion over quasi-canonical section [14]. Dimensionless evolutionary equations are
obtained in analogues of the second Poincare system.
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2 Materials and methods

2.1 The problem statement and differential equations of motion

We will consider the motion of n + 1 (n > 3) bodies, which inter-gravitating according to
Newton’s law, in a relative coordinate system with the origin in the center of the parent
star, whose axes are parallel to the corresponding axes of the absolute coordinate system.
The bodies will be considered spherical with isotropically varying masses. We introduce the
following notation: S — the parent star of planetary system — the center body, P;, (i =
1,2,...,n) — planets. The positions of the planets are such that P, — the inner planet relative
to the P,y planets, but the outer, relative to P;_;. We will assume that such positions of the
planets are preserved during of the evolution and their orbits don’t intersect.
The law of varying of mass is considered to be known and different:

mo = mo(t), my =m(t),...,m, =m,(t) (1)

where, mg = mg(t) — mass of parent star S, m; = m;(t), — mass of planet P;.
The motion equations of n planets in the relative coordinate system are written as the
following [14-15]:

—

- mo +m;) - =Ty T o
nz—fw,—g)?"ﬂrlemj (;_3__;) (4,7 =12...,n) (2)
j=1

i 7 Tj

where, f — the gravitational constant, 7;(z;, y;, 2;) — the radius-vector of planet P;, in summing
the sign "stroke" means that 7 # j, r;; — the mutual distances of the center of spherical bodies:

rij = \/(ij —xi)? (Y —wi)® + (25— 20) = 1 (3)

We will use the methods of the canonical perturbation theory, elaborated on the basis of
the aperiodic motion over a quasi-canonical section [14|. Canonical equations are convenient
for studying non-stationary gravitating systems.

Based on differential equations of planetary motion written in the relative coordinate
system (2), it is possible to write the canonical equations of motion in the osculating analogues
of the second system of canonical Poincare variables [16-17]:

Ny Ny &y M Dis 4 (4)
The system of canonical equations has the form
S oRr; 0 B oW, i - orR; oW,
o 8/\1 N ’}/EA? (9AZ ’ o 8)\Z N 8)\, ’
. OR;? oW, . OR;  OW;
i = = T af gl = = ) (5)
08, 08; om; on;
G = OR! oW, . OR; 0w,

_api:_api7 pi_a%_a%'
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where, the Hamilton function has the form

2
. a1 mo(to) + mi(to)
R, :——l—_ [[1 t’Aij 79 i7)\i7 iy Yi) s i =
P20 (1) e ORI

= 7(t) (6)

here, o = f(mo(to) + m;(to)) = const — gravitational parameter of unperturbed motion at
the initial moment of time o, W;(t, A;, &, pi, Ai, M3, ¢;) — perturbing function.

In work [16] a scheme for expressing perturbing functions via osculating elements was
presented (4). In the article [18] obviously expansion of the perturbing function in analogues
of the second system of canonical Poincare variables were obtained up to the second power
of small parameters including, for n — planetary systems with variable masses. The equations
of secular perturbations in the general case are also obtained

,U/ZQ aW‘(sec)

\ P — L AZ —
Ai 2 A3 B Az ) 07
aW(sec) ) 0W(sec)
7.72' = ) gl = ) (7)
0&; on;
o _an sec) . aW(scc)
qi = op; pi = Og

The obviously form of the obtained evolutionary equations of the problem of multi bodies
with variable masses (7) is as following

) t Z s ( A; St \/A A ) T 2y,

k=i+1

. ! IS
& = fzms <A_”771 +
s=1 v

o (I Ik I 3%
)

k=i+1

piz—f;msBiS(fA" 7 TA) f Z ka”ﬁ( W LAiAk) (8)

k=i+1

is ik Pk
mesB (4A 4\/—AA>+JCZ by (4A 4\/—/\1-/\,{;)

k=i+1

2 T/ (5e0)
; Hig ow; A
P v — A fr—
A Y2A3 OA; i=0 )

here, index s — denotes the inner planet relative to the investigated planet, and the index k
— the outer one.

For n planetary problem of multi-bodies with variable masses the system of canonical
equations (8) represent 4n-linear non-autonomous equations with complex coefficients. The
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explicit form of non-autonomous coefficients of equations (8) — (9) are cumbersome, for
internal and external perturbing planets they are written separately. They are described
in detail and given in the work [18]. These coefficients, in turn, depend on the Laplace
coefficients. The Laplace coefficients can be calculated exactly and expressed throughout
elliptic integrals of the first and second kind [19].

The resulting system of canonical equations (8) is divided into two separate subsystems
[18]. The first subsystem defines the equations of secular perturbations for eccentric elements
(&i,m;), and the second one for oblique elements (p;, g;). The linearity of the system of non-
autonomous differential equations (8) significantly ease the study of the canonical system of
differential equations in the formulation under consideration.

From the last equation (9) follows

A; = const or a; = const (10)

Note that \; is calculated after integrating equations (8).

Remark that when the analogues of eccentricities and the analogues of the inclination of
the orbital planes of planets are small enough, the equations of secular perturbations (8) —
(9) are convenient for describing the dynamic evolution of planetary systems with variable
masses.

2.2 Dimensionless differential equations of motion

For the calculation we use the following dimensionless quantities:

d ’ a; m;
" =1 = wit, —=(), a=—, m = , 11
1 (dT) ( ) i a i Moo ( )
where, t* — dimensionless time, a; — dimensionless distance, m; — dimensionless mass, mgy =
mo(to) = const — the mass of the parent star at the initial moment of time, a1 = a;(to) = const
— the semi major axis of the planet P, at the initial moment of time, the value of w; is defined
as follows:

vV Mmoo

3/2
CLl/

Wy = = const. (12)

Accordingly, we write down the period of the planet P; at the initial moment of time in
Earth years

2 2
T, = i il a:f/z = const = k. (13)

W1 vV Mmoo

Then, taking into account the relations [14], [16]

N = Jioy/ag, Ni =1+
§i:\/2\/,170\/a_i(1—\/1—6?) COS T, 1= —\/2\/,170\/(1_,-(1—\/1—612) sin 7r;,

pi:\/Q,/,uig\/a_m/ 1—e?(1—cosi;) cosQ, qi= —\/2, /Luio\/@in/ 1—eF(1— cos i;) sin €,
li = M; = ni[¢i(t) — ¢i(3)], mi = Qi + wy,

(14)
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where
ai, €, 1, wi, S, ¢i(T) (15)

the osculating elements of the aperiodic motion over the quasi conic section, we can write

& = ff(fmooal)1/4a ni = U:(fm00a1)1/47 pi = pf(fmoga1)1/4, q;i = q;k(fmgoal)lM (16)

34 3y AP
A; = v/ Frooy/ah;, L =w P (17)

Z:uz[) 2’}/7, luz[)

At the same time, dimensionless eccentric and oblique elements have the form

— \/21//5 \/a_”.‘ (1—+/1—¢?)cosm,
\/21/% Vai(l—+/1—e?)sinm,

(18)

= \/2\/;1;‘0\/&_;‘ 1 —e?(1 — cosi;) cos €,
= —\/2\/@0\/61—;‘\/1 — e?(1 — cosi;) sin

(19)

A= pigVar, =1 + 0 const. (20)

Moo

Using the introduced notation (11) — (17) and the relations (18) — (20), we proceed to
dimensionless variables.

In equations (8), by reducing the left and right sides of the equation by a common
multiplier ws( fm00a1)1/4 = const, we obtain the evolution equations in dimensionless
quantities.

For the convenience of writing, omitting the symbol (x), we rewrite the equations (8) in
dimensionless variables in the following form

i—1 ; ; n ;
1188 G sz sz 3,)/// AB
1 i il ;+ 1S s )+ kk ; + ik »
“ Zglm <A- ! WAS”) 2 (Rt R T et

k=i+1

1—1 : n
1% 128 11k Ik 37// AS
! X is kk ik
n, = — me gz /—gs) - < 51 A A ) 617
i—1
/ is [ 4 ik [ Qi Ak
= — B B -,
bi Z;m ! (4Ai 4\/_/\ A ) kzzglm’“ <4Ai 4\/—AiAk)
i—1
/ is [ Pi ik Pr
_ B Bi .
% ;m ! <4Ai 4\/_/\ A ) k;l M (4A 4\/_AiAk)

s T Ik TIK in equations (21) and the Laplace
coefficients retain their form. But, they are already dimensionless quantities.

At the same time, the expressions II%, IT%
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3 Results

3.1 Dimensionless evolutionary equations of the three-planetary problem of four bodies
for numerical calculations

Now we will explicitly write dimensionless evolutionary equations for the special case when
n = 3. The planet P; is affected only by the outer planets (s = 0, k = 2,3), and for planet P,
we take into account the influence of one inner planet (s = 1) and one outer planet (k = 3).
For planet Pj, there is only the influence of the outer planets (s = 1,2, k = 0).

The system of equations of eccentric elements consists of six equations

& = (Dy? + Dy® + DY) -+ Dy? o + Dy° - s,

n = —(Dy* + Dy* + DY) - & — D1? - & — Dy° - &,
& =DP m + (D' + D3° + D2) -y + DY’ - s,

22
th=—DP & — (DY + DY + DY) - & — DI - 6, (22)
& =Dy m+ Dy i+ (Dy' + Dy + Df) -,
Wy =—Dp" & — Dy’ & — (Dy' + Dy + DY) - &,
Similarly, we obtain a system of equations for oblique elements
= —(51221’2 + {1;213) "+ {{211’2 "2+ 11{%13 " g3,
R E T
Po=Hi o b B ) et B (23
Ps = 11[173'1611 A 3.2q2 ~ (Hy 3T Hy ??2 o
q3=—Hy" -pr— H" -py + (Hy + Hy ) " D3,
The following notation is introduced in equations (22) and (23)
Dik — my 1T Dik — my 1T i 3A7 7' (t) (24)
! NNy ? Ay ’ i vi
ik 1kai’k ik 1kai’k (25)
VU4 yAN, R 4 A
. 1 . ‘ 9(1+« ‘ 21 3(1+« . 3
8 Sait, 16 8y 16 (26)
, 3 . 1 . 1bas +6 3 .. 9
Tk — — Bik _ Z Rik ik Czk . Czk Y vk
kk lag, 0 T3 iy 8aZ, 2o 1 872

s s

ik 2a;7; dA ik 2a;; cos Ad\
By = 2 2 3/2° By = 2 2 3/2°
T (ar k) J (14 a3, — 20y, cos \) 7 (ar k) ) (14 a2 — 20, cos \)
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™

B;k _ 2a;7; : / cos 2Ad A -
T (ax k) J (14 a2 — 2a, cos A)*/?
a o 2(am)’ [ d\ o 2(am)? cos AdA
Co = 3 > s O = 3 2 5/2
T (ar k) J (14 a3, — 20y, cos \) T (ag k) J (14 a3, — 20, cos \)
(27)
w 2(am)’ cos 2Ad\ G 2(am) cos 3AdA
5 = 3 : 5/20 3 T 3 2 5/2”
T (ar k) J (14 a3, — 20y, cos \) T (ag k) J (14 a3, — 20y, cos \)
where the following conditions are met for the outer planets (i < k)
g = B8 = au(t) < 1. (28)
ag
For the inner planets , the designations are as follows
) SHis ) SH?‘? ) 3A3 ~ (¢t
Dis: m 157 D;S:m u’ Dizg:_ 2171() (29)
AN, A; 2050 i
; 1m B ; 1m B
LS LS _ 30
N o 9 4ad) .21 . 3(1+4ad) .. 3,
H?:S — _ 9B’LS B'LS _ 8 CZS _028 18 CZS _C’LS’
18 8 ( 0 + 2 ) 80@3 , 0 + 16 1 + 80{1'3 2 + 16 3 (31)
is 3Qis is 1 is 15+ 6ai8 is 3is is 9 is
I = _TBO - 531 + S 0T Ty Cr — gcz ]
is 2a57s [ dA is 2a5Ys cos AdA
By = 5) 2 3/2° 1= 32 2 3/27
™ (@ivi) J (14 o, — 245 cos \) T (aii) J (14 o, — 25 cos \)
s 2a47s [ cos 2AdA
B2 - 2 2 3/27
™ (@:7i) , (14 a2, —2a;5cos \)
W 2(ag)’ [ dA W 2(agys) cos AdA
o = 3 > 0 O = 3 2 5/2
T (i) J (14 o, — 25 cos \) 7 (aivi) J (14 o, — 205 cos \)

cos 2\d )\

s 2 (a878>2 /
) (1+ a2 — 204, cos \)*/?

° Q0 (%‘%)3

(32)

cos 3AdA

s 2 (G’SVS)Z /
) (1+ a2 — 204, cos \)*/?

. Q (%‘%)3

In formulas (29) — (32), the following conditions are met for the inner planets (s < )

(33)
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4 Discussion

The resulting system of canonical equations (19) is divided into two separate subsystems.

The first subsystem (22) defines the equations of secular perturbations for eccentric
elements. The second subsystem (23) contains equations for oblique elements. The linearity
of the obtained non-autonomous canonical systems of differential equations (22) — (23)
significantly ease the study of the problem in the formulation under consideration.

Note that equations (9) determining the mean longitude A; of the planets is calculated
after integrating equations (22) and (23).

The obtained systems of differential equations (22) — (23) in dimensionless variables will
be further used to analyze the effects of mass variability on the dynamic evolution of specific
planetary systems by numerical methods.

5 Conclusion

In the work using the symbolic computing system "Wolfram Mathematica" [20-21],
evolutionary equations are obtained in explicit analytical form, in dimensionless variables
for the three-planetary problem of four bodies system with isotropically varying masses.
Differential equations are described in analogues of the second system of canonical Poincare
elements.

The obtained evolutionary equations will be used to study the dynamic evolution of
extrasolar planetary systems. This will take into account the effects of the decrease in the
mass of the parent star and the increase in the mass of the planets due to the accretion of
matter from the remnants of the protoplanetary disk.
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SYNTHESIS OF THE TRANSFORMING MECHANISM OF THE ROCKING
MACHINE

This article discusses the synthesis of a six-link transforming mechanism of a rocking machine.
First, the problem of synthesizing a four-link articulated-lever mechanism for reproducing a vertical
line was solved. For this purpose, the problem of synthesizing a rectilinear-guiding mechanism of
the Evans type, which is a hinged-lever four-link mechanism with a straight vertical line drawing
point, is considered. The task of synthesis is to implement the constraint equation. The geometric
meaning of the constraint equation is to determine the hinge, the positions of which in the absolute
coordinate system are equidistant from the origin of the OXY coordinate system.

The problem of synthesis is formulated as a problem of quadratic approximation. According to the
found dimensions of the articulated four-link, performing the position analysis, the true positions
of the suspension point of the rod column were determined. After that, the found parameters
were refined using the output criterion directly, that is, the deviation from the given rectilinear
trajectory.

After the synthesis of a straight-line guiding mechanism, a drive kinematic chain was synthesized,
which consists of a crank and a connecting rod.

Thus, a rocking machine drive mechanism was obtained, containing a base, a crank pair connected
to the main hinged four-link mechanism. The technical result is achieved by the fact that a two-link
group is attached to the main four-link mechanism, forming a class III mechanism. The attached
two-drive group is the leading crank connected to the rack and connecting rod.

Based on the obtained dimensions of the six-link converting mechanism, an experimental model
was developed, which fully confirmed the efficiency of the transforming mechanism.

Key words: Synthesis, rocking machine, drive, connecting rod, four-link articulated-lever
mechanism, converting mechanism.
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Cop¥rbIlll KOHABIPFBIHBIH, TYPJIEHAIPYII MeXaHU3MIiHIH cuHTEe31

Byn makasaga cOprbIIl KOHJABIPFBIHBIH, aAThl OYBIHJBI TYPJACHIIPYII MEXaHU3MiHIH CHHTE3]
TAJIKBLTAHAILI. DIpiHIIimeH, TiK CBI3BIKTBI 2KAHFBIPTYTa AapHAJFaH TOPTOYBIHIBI TOIMCAJIbI-
UiHTIPEKTI MeXaHU3MHIH CHHTE3 Moceseci KapacThIpbliaipl. OCbl MakcarTa TY3y TIiK CHI3BIKTHI
CBI3y HYKTeci 6ap TOmCaabl UiHTIPEKTI TOPT OYBIHILI MEXAHU3M OOJIBII TAOLIIATHIH JBAHC TUIITI
TY3Y CBI3LIKTHI OAFBITTAYIITBE MEXaHU3M/II CHHTE3Iey Moceaeci KapacTeipbliran. CHHTEe3MiH MiHIeTi
- ImeKTey TeHjeyin kysere acoipy. lllexkTey TemHieyinin reoMeTpHs/IbIK MarblHACHl aOCOJIOTTI
KoOp/mHATAIAp Kyitecimmeri opbHmapel OXY xoopaumHAaTamap Kyiecimin Oackiman Oipeit
KAIBIKTBIKTa OPHAJIACKAH TONCAHDBI AHBIKTAY OOJIBIIT TAOBLIA b
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Curres Mocemeci KBaJIpaTTHIK KYBIKTay ecebi peTiHje TY:KbIpbIMIaJran. Tomcaabl TopT OybIH-
HBIH TaOBLIFaH OJIIeM/IepiHe COMKeC MO3UIUSIIBIK TAJIay/Ibl OPBIH/IAY APKBLIbI 036K OaraHbIHBIH,
1Ty HYKTECIHIH MIBIHAWBI TTO3UIHIAPBI aHBIKTAIIbI. OChlIaH Keifin TabbLIraH mapaMerpyep Tike-
JIell TIBIFBIC KPUTEPUiliH, sFH1 OepLIreH TY3y ChI3BIKTHI TPACKTOPHUSIAH aybITKY/IbI ITail/IaIaHbIIl
HAKTHLIAHID.

Ty3y CBI3BIKTBI OAFBITTAYIIIBI MEXAHU3M CHHTE3/IeJINeHHEH KeHiH WiH Il YKoHe IMaTYHHAH TYPaThiH
JKeTeKTI KHHEMAaTHKAJIBIK, Ti30eK CUHTE3IE/I.

Ocpaiiima, Herisri Torca bl TOPT OYBIHILI MEXaHU3MIe aiffHaIIaK-0yIFaKThl *KyObl HETi31 KOChI-
Jirat, 6ap COPTBINT KOHIBIPFLIHEIH, JKETEK MEXaHU3Mi aJIbIH/IbI. TeXHUKAIBIK HOTHZKETe €Ki OYBIH bl
TOI HETi3ri TOpTOYBIHALI Mexanu3Mre OexiTimin, 11 kracTbr Mexanu3MIl Kypaiianl. bexiTinren exi
JKEeTEeKTI TOIl TIpeKKe YKOHE IAaTYHFa KOChLIFAH KeTEKI aifHaJIIIaK.

Atbl OyBIHBI TYPJIEHIIPY MEXaHU3MIHIH, AJIIHFAH OJIIIeMJIepl Heri3iHie TYpJIEeHJ Py MexXaHu3-
MiHIH THIMITTH TOTBIK, pacTafiThIH TOXKIpUOEIiK yIIri o3ipJIeH/Ii.

Tyitin ce3aep: Cunres, TepOesrint MaIuHa, KETEK, MATYH, TOPTOYBIHILI TOTCATB-UIHTIPEKTI
MEXaHU3M, TYPJIECHIIPYIIT MEXaHU3M.
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CuHTe3 mpeobpas3yIoniero MexaHnu3Ma CTaHKa KavaJiKu

B gammoit crathe paccMaTpWBAeTCS CHHTE3 MMECTU3BEHHOTO TPEOOPA3yYIOMEro MEXaHU3Ma CTaH-
ka kKadajiku. CHadajio pelieHa 3ajada CHHTE3a YeThIPEX3BEHHOIO MIAPHUPHO-PBIYAYKHOIO Me-
XaHU3Ma JJIsi BOCIIPOM3BEJIEHUS BEPTUKAJBHON mpaMoil. s dero paccMorpeHa 3ajiada CHH-
Te3a MPSMOJIMHEHHO-HAIIPABJISIONIEI0 MEXaHU3Ma THIIA DBAHCA, KOTOPBI IpelcTaBisieT coboit
IIAPHUPHO-PBIYAKHBINA YeTBIPEX3BCHHDBIM MEXaHU3M C YepTdIleil TOYKON IIPAMYIO BEPTUKAJIbHYIO
JINHUIO. 3ajlada CHHTE3a 3aKJ/II09YaeTCs B Pean3alii ypaBHeHus cBs3eil. ['eoMeTpudaecKkuii cMbICIT
VPABHEHUS CBsI3eil 3aKJIIOMACTCS B ONPEJEJCHUN ITAPHUPA, MOJIOXKEHUS KOTOPLIX B aOCOJIOTHOI
cUCTeMe KOOPJIMHAT SIBJISIETCS PABHOYIAJICHBIMI OT Hada a cucteMbl Koopamaar O XY,
CdopmympoBaHa 3ajiada CUHTE3a B BHUJIE 3aJ1a9U KBaJIpaTudeckoro npubJiukenus. [lo naiiien-
HBIM pa3MepaM MIapHUPHOI'O YEeTBIPEeX3BEHHUKA, BBIITOJIHAA aHaIN3 IOJ0XKEHNI Olpe/ieIeH NCTUH-
HbIe TIOJIOZKEHIST TOUKHU I10/IBeca KOJOHHBI mTanr. Ilocse aToro nponsse/ieH yTouHeHNne HAMJIEHHBIX
IIapaMeTPOB UCIOJIb3Ys HEIOCPEICTBEHHO BBIXOJAHOU KPUTEPUil, TO €CTh OTKJIOHEHHE OT 3a/IaHHOI
OPAMOJIMHEITHON TPAeKTOPUH.

[Tocse curTE3a TPSIMOTMHEIHO - HAIIPABJIAIONIETO MEXaHU3Ma, CHHTE3UPOBAH IIPUBO/IHAST KITHEMA-
TUYIeCKad Iellb, KOTOPasd COCTOUT U3 KPUBOIINIIA U MATyHA.

Tem caMbIM ITOJTyUeH MEXaHU3M IPUBOJIA CTAHKA KAYAJIKU, COJEPKAIINN OCHOBAHNE, KPUBOIITHITHO-
MIATYHHYIO TIAPY COeJUHEHHbIN K OCHOBHOMY HMIAPHUPHO YEeThIPEX3BEHHOMY MEXaHU3My. TexHnde-
CKHIl pe3yJIbTaT JIOCTUraeTCd TeM, 9YTO Ha OCHOBHON YeTBIPEX3BEHHBIII MEeXaHU3M IPHUCOETUHACTCS
JIBYXIIOBOJIKOBas TpyIina, obpasys mexanmsm 111 kmacca. [Ipucoenmrennast qByXmoBOIKOBas TPYII-
I1a ABJIAETCA BeLyIINM KPUBOIIUIIOM, CBA3aHHOE C CTOMKON N IIaTyHOM.

Ha ocmoBe mosiyseHHBIX pazMepoB MECTU3BEHHOTO MPEOOPA3YIONIEro MeXanu3Ma pa3paboTaH IKC-
[IePUMEHTAIBHBII 00pa3ers, KOTOPHIi MOJHOCTHIO MTOTBEPIIII pAOOTOCIOCOOHOCTH IPeobpasyIoIe-
ro MeXaHu3Ma.

Kurouesbie cioBa: CuHTres, CTAHOK KadasKa, MPUBOJ, IMATYH, TETHIPEX3BEHHDIN ITapHUPHO-
PBLIYaKHBI MeXann3M, ITpPeobpasyIonuil MexXaHu3M.

1 Introduction

Of the existing mechanized methods of oil production, the most common is the sucker-rod
deep-pumping method with balancing individual drives of mechanical action.
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As a converting mechanism connecting the gearbox with the balancer, a four-link crank
mechanism is used, which converts the uniform rotation of the crank into the reciprocating
movement of the plunger. At the same time, according to the location of the balancing
load, the designs of pumping units with crank, rocker (balance) and combined balancing are
distinguished. The most commonly used and well-studied are converting mechanisms with
a two-arm load balancer and crank balancing, less common are designs with a single-arm
load balancer with heavy loads on the balancer and traverse. An important advantage of
such installations is the ability to control the pumping mode by changing the stroke of the
plunger, for which the crank pin connecting the lower head of the connecting rod with the
crank is put on different holes on the crank.

Meanwhile, the use of lever mechanisms, whose connecting rod point describes a straight
path with high accuracy, could eliminate the arc head, and the rod string can be hung directly
from the drawing point. Such a design could also solve another problem - reducing the metal
consumption of the installation due to the possibility of reducing the height of the support
frame. The fact is that a significant drawback of the existing design is the high location
of the so-called "upper rack", on which the hinge of the balancer is located - the most
loaded link. The large height of the balancer attachment point, which is affected by large
support reactions, creates a significant swinging force on the rack, which makes it necessary
to manufacture a massive foundation from high-quality concrete. This factor is largely due to
the high metal consumption of the structure. This drawback can be overcome by synthesizing
a lever system with a reduced mounting height of the rack hinges.

2 Analysis of literature data and problem statement

Displacement analysis for four-link linkages has been extensively covered in the technical
literature |1, 2|.

In terms of optimization, bioinspired techniques have expanded significantly over the past
two decades. One of the earliest work on an evolutionary algorithm applied to the optimal
synthesis of a four-link linkages generator |4]. The authors developed a genetic algorithm
to solve three research cases with and without given time and considering different target
points. In [5], a procedure for synthesizing the path to the generator connections using a neural
network is proposed, it consists of a training stage, at which a large number of kinematic
simulations with random dimensions are generated, and at the second stage, the neural
network is used to approximate the synthesis of the solution to the problem. The article [6]
describes the process of optimal synthesis of a four-link by the method of controlled deviations
of variables using the differential evolution algorithm. In [7], the authors consider the Pareto
optimal synthesis of four-link mechanisms for generating a path, taking into account the
tracking error and the transmission angle error, it is solved using a multicriteria hybrid genetic
algorithm. A hybrid evolutionary algorithm for synthesizing a four-link link path is presented
in the study [8], where a hybridization between the genetic algorithm and the differential
evolution algorithm is proposed. The authors state that the main advantages of this algorithm
are the simplicity and ease of implementation and solving of complex optimization problems
without the need for deep knowledge of the search space. In the article [9], the authors
present a new approach to the multicriteria synthesis of the optimal four-link path and
its application to the traditional problem with one, two, and three objective functions. A
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new algorithm called "Mechanism synthesis algorithm of the University of Malaga" for the
synthesis of mechanism paths has been successfully applied to six cases of synthesis of paths
and functions of four-bar and six-bar mechanisms [10].

Similar topics can be found in the titles of articles [11, 12, 13]. In the literature,
the kinematic and optimization formulation of the four-rod generator is very similar. The
kinematic setting in these papers is based on the traditional closed loop condition, and the
objective function is the sum of squared Euclidean distances, where the main difficulty is the
need for a penalty when the kinematics has no solution in two-dimensional real space.

For this reason, the formulation proposed here is based on the use of natural coordinates
and the Hermitian Conjugate of an Operator to construct an objective function whose output
is always a positive real number. It should also be noted that the statement proposed here
can be extended to any problem of the synthesis of planar mechanisms with a closed solution.

3 Solution of the problem

Consider, for the synthesis of a four-link hinged-lever mechanism for reproducing a vertical
straight line, the problem of synthesizing a straight-line-guiding mechanism of the Evans type,
which is a four-link hinged-lever mechanism ABCO with a drawing point D. We consider
given N finitely distant positions of the point D along a vertical straight line in a section of
length S (S is the stroke of the rod string, for example S = 2500 mm), given by the absolute
coordinates X, Y/* :

X=Xy (1)

. i—1
Yi—Yk+S*m,z—1,....,N (2)

We also assume that the parameters of the dyad ABD given by the values X4, Yy, a,
b are also given. Where X 4, Y4 are the absolute coordinates of the hinge A relative to the
fixed coordinate system OXY (Figure 1).

Behind each given position D} of the point D along the straight line from the analysis of
the dyad ABD with given dimensions, we determine the absolute coordinates Xp;, Yp; of the
hinge B;. (Figure 2).

By solving a system of two equations (3) and (4) using the Maple program.

)

(XF =X+ =Y) =b0=0
(Xa= XV +Ya-Y)Y=a2=0

X =Xpi, Y=Yg
a; = arctan(Y;" =Y, X[ — Xp )

Xeoi = Xpi + x%’c COoS (v; — le?C sin oy
Yei = Ypi + 2l sin a; + yl9¢sin oy
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S=2500

3

K
(Xeo Vi)

Figure 1: Geometric interpretation of the equation of connection of the synthesis problem.

X

Figure 2: Geometric interpretation of the equation of connection of the problem of synthesis
of a four-link mechanism.

According to the given absolute coordinates of the hinges B; and D}, it is possible to
determine the angular positions «; of the links BD. The Bxy coordinate system is rigidly
connected with the BD link, while the Bx axis is directed along the vector B;D;. Then

the absolute coordinates of the hinge C' with local coordinates 2/, [ are determined from

formula (4).
The task of synthesis is to implement the constraint equation of the form (5).

(Xei — Xo) 2+ (Yoi = Yo) ) =135 =0, i=1,...,N. (5)

The geometric meaning of this equation is to determine the hinge , the positions of which
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in the absolute coordinate system C;, ¢ = 1,..., N are equidistant from the origin of the
OXY coordinate system. Thus, the positions of the hinge C' must approximately realize a
circle centered at the point O and with a radius lpc.

Substituting from (6) the absolute coordinates X¢;, Y¢; into (5), we obtain the equation
of relations in the following form

[(Xpi — Xo)cosay + (Y — Yo) sin ] :clcoc + [ (Xpi — Xo)sina; + (Ypi — Yo) cos o] ylc‘v’c-l-

ocC ocC 1 1 1 .
ol 4yl = Sle 4 5 (Xpi - Xo)’ + S (Ve — Yo)' =0, i=1,...,N

(6)
Introduce the notation
a; = (Xp; — Xo)cosa; + (Yp; — Yo) sin i,

b = —(Xp; — Xo)sina,; + (Yp; — Yo) cos o

C; = 1
1 2 1 2
d; = §(XBZ’ — Xo)* + §(YBZ’ —Y0p)

oc oc lOC2 lOC2
! ! ( )+y(o)

. . 1 . .
Then in new variables 1 = 25°, 23 = y&5°, 3 = 2 - 51200 constraint equations

in the form
AlEaZ$1+b1$2+CZI’3+dl:O, 221,,N (7)

Here A, is called a deviation from the implementation of the given equation of relations,
then the synthesis problem will consist of approximate implementations of equation (7) for
all, 7 =1,..., N given positions of points.

In the general case, when N > 3, that is, when more than 3 positions of the points D} are
given, the exact implementation of equation (7) is not possible, and for their approximate
implementations it is necessary to find the minimum of the function

N
S(x1, xa, w3) = Z A — 30111%1211363 (8)

=1

Thus, the synthesis problem is formulated as a quadratic approximation problem.
Equating the partial derivatives with respect to z; to zero,

oS
8331' N

0

obtain a system of 3 linear equations for determining the variables x1, x5, 3.

AX =1 (9)
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where
1 1 1 1
Tooal b 5> aic —— > ad;
¥ N y nl y
A= _Zalbl _Zb? _Zcibi ) ? = £ ) b = __Zbldz
]Y {V ]\i T3 ]Y
yrws prba X —y 2 cdi
The solution of this equation for det A # 0 is written as
X A7 (10)

It can be proved that the case det A = 0 corresponds to the case of degeneracy of the
system of linear equations (9). The geometric meaning of which is to replace the rotational
kinematic pair with a translational one. In view of obtaining an infinite value of the radius of

the circle. Based on the found values x1, zo, 3, we determine the variables z%¢, ¢, and also

loc = \/(QUZCOC)Q + (yiee)” — 25 (11)

Based on the found dimensions of the ABCO articulated four-link, performing the analysis
of the positions, we determine the true positions of the point D of the suspension of the column
of rods. After that, it is possible to refine the found parameters using the output criterion
directly, that is, the deviation from the given rectilinear trajectory.

Let us introduce the local coordinate system 55 by directing the abscissa axis 5 along the
link , the angular positions of the 5 axis relative to the absolute coordinate system will be
denoted by acp (Figure 3). Absolute coordinates of the new suspension point of the rod
column p1, Yp; according to the formula (12, 13).

After defining variables

Figure 3: Local coordinate system 55.

Xp, = X¢ + x%‘ic) cos acp — y([lfl’c) sinaep (12)

(loc)
1

Yp, = Yo + x%olc) sinacp + yp. | Cosacp (13)
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Synthesis: Refinement
Then the constraint equation is written as

Xp, =Xo, i1=1,...,N (14)
which means the requirement for the constancy of the X coordinate of the points Dy,
(Figure 4).

D7/V

o X X

Figure 4: Approximation error — deviation of the true from the given vertical line.

Substituting the value of the absolute coordinates p; from formula (12) we obtain the
relation equation in the form

—Xo+ a:%?c) CoS Qo pi — y%?c)smacm =—X¢, (15)

Then introducing the notation
o ~(loc) ~(loc)
r1 = Xo, Xa=2Tp ', T3 =Yp,
a; =—1, b =cosacp;, ¢ = —sinacp;, d; = Xg,

(16)
We obtain the synthesis equation in the form
A,; = a;xr1 + bi{L'Q “+ c;r3 + dl =0 (17)

Here A; is the approximation error. The task of synthesis in the general case for N > 3
will be in the approximate implementation of these synthesis equations. To do this, it is
necessary to solve the problem of quadratic approximation, which consists in minimizing the
function S, of the form: problem (8).

The solution of this problem can be obtained by analogy with the solution of the previous
problem of quadratic approximation in the form (9). This solution is the only solution to the
system of linear equations (11), with det A # 0.
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4 Synthesis of a drive kinematic chain

After the synthesis of a straight-line guide mechanism, it is necessary to synthesize the drive
kinematic chain GF FE, which consists of a crank GF and a connecting rod F'E connected to
the connecting rod BC' (Figure 5).

N

g

Q
|

I A

[N
500
1/ &, B,
1000 —500 0
-500 =
/-m .

I T Y

Figure 5: Synthesis of the crank group GFE.

Let us introduce the local coordinate system Bzy rigidly connected with the connecting
rod BC' by directing the Bx axis along the link BC. Let us introduce a hinge E on the
connecting rod BC' with local coordinates x%¢, 2¢. Then, when the OC' link moves from the
lowest position OC, to the extreme upper position OC'y, the hinge occupies the positions
Ey, ..., Ey. Itisbelieved that a kinematic analysis of the four-link ABC'O has been performed
and the angular positions of the connecting rod BC determined by the angle of rotation ag¢
are known.

Then the absolute coordinates of the hinge F is determined through the absolute
coordinates of the hinge B and the rotation angles apc according to the formulas

Xg, = Xp, + x%oc) cos apc, — ygoc) sin ape,

18
Y, = Yp, + 299 sin ape, + 3= cos ape, o

Let’s set the position of the hinge G relative to the fixed coordinate system OXY through
the coordinates X, Yg. Denote by p; the distance between the hinges Gi¢ and Ei and
determine the minimum and maximum values of p:

p=|GE
Pmin = mini:l ..... N Pi (19)
Pmax = MaX;—=1 . N P;
Then the required lengths [y, l5 of the crank GF' and connecting rod F'E are determined
from the ratio

{ ll + 12 = Pmazx (20)

l2 - ll = Pmin
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From here we determine [, l5 by the following formulas

ll - (pmax - pmin)/2
21
l2 = (pmin + pmax)/2 ( )

Points Fi, G, Fy define two angles ¢, and ¢, and ¢, > @4, @5 + @y = 27, where @,
corresponds to the angle of rotation of the crank when the rod string goes up, ,, corresponds
to the lowering of the plunger down.

The drive mechanism of the rocking machine, containing a base, a crank pair connected to
the main articulated four-link mechanism, a balancer support, a two-arm balancer with a front
arm and a rear arm, characterized in that it has a connecting rod consisting of two triangular
contours, which is pivotally connected to the rear arm a double-arm balancer and with a
rocker, and the front triangular contour, which serves as the front shoulder of the connecting
rod, is connected to the suspension point of the column rods, and the counterweight is fixed
on the front shoulder of the two-arm rocker.

The technical result is achieved by the fact that a two-link group is attached to the main
four-link mechanism, forming a III class mechanism. The attached two-drive group is the
leading crank connected to the rack and connecting rod.

D

Figure 6: Scheme of the drive mechanism of sucker-rod pumping units in the upper position.

The sucker-rod pumping drive mechanism contains a crank 1 (Figure 6), a connecting
rod 2 hinged on one side to the crank 1, and on the other side to the connecting rod, which
consists of two triangular contours 3 and 4. The balancer 6 on the rear arm 5 is connected to
the connecting rod 3, the middle hinge 7 is connected to the support 8, and the counterweight
9 is fixed on the front arm of the balancer-6. The connecting rod 3 is connected to the rocker
arm 11, and the head 10 is fixed on the front arm 4 of the connecting rod 3. The rocker arm
11 and the crank 1 are pivotally connected to the rack 12.

Dimensions: Lyg = 1115 mm, Lgp = 2360.35 mm, Lgp = 1019.205 mm, Lgs =
868.28 mm, Lop = 1494.10 mm, Lo = 868.28 mm, Loc = 548.95 mm, Leg = 533.729 mm,
Lpr = 1163.4655 mm, Lpg = 454.879 mm.
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5 Discussion of experimental results

The analysis showed the possibility of using this mechanism as a converting mechanism for
driving sucker-rod pumping units. Based on the obtained dimensions of the six-link converting
mechanism, an experimental model was developed, which fully confirmed the efficiency of the
transforming mechanism. For the manufacture of an experimental model of the design of a
six-link rectilinearly guiding converting mechanism for the drive of sucker-rod pumping units,
a geometric model of all structural components of the mechanism was designed in Kompas
3D as part of the work.

An experimental model of the converting mechanism for the drive of sucker-rod pumping
units is shown in Figure 7.

Figure 7: Experimental model of a six-link rectilinearly guiding converting drive mechanism.

In addition to a significant gain in dimensions, the use of the mechanism leads to a
significant simplification of the design, since the arc head is removed, the connecting rod
point is directly connected to the stuffing box without the use of an intermediate flexible
link. Reducing the hinges of the mechanism to the foundation leads to a significant reduction
in the metal consumption of the foundation, since the rocking forces on the frame of the
mechanism are reduced.

6 Conclusion

The problem of synthesis of a straight-line guiding mechanism has been solved, a drive
kinematic chain has been synthesized, which consists of a crank and a connecting rod. The
dimensions of the articulated four-bar linkage are found, by performing the position analysis,
the true positions of the suspension point of the rod column are determined. The found
parameters were refined using the output criterion directly, that is, the deviation from the
given straight-line trajectory.
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A rocking machine drive mechanism has been obtained, containing a base, a crank pair

connected to the main hinged four-link mechanism. A four-link mechanism is joined by a
two-link group, forming a class III mechanism. The attached two-drive group is the leading
crank connected to the rack and connecting rod.

Based on the obtained dimensions of the six-link converting mechanism, an experimental

model was developed, which fully confirmed the efficiency of the transforming mechanism.
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DEVELOPMENT OF A COMPUTER VISION MODULE FOR
AUTONOMOUS VEHICLES

The favorable geopolitical position and very large transit potential of the Republic of Kazakhstan
in the field of land freight traffic between China and Europe makes the transport logistics industry
one of the most promising areas for the development of the country’s economy. In this context,
deployment of unmanned cargo vehicles to minimize the costs of fuel consumption and use of
human labor in labor-intensive and routine operations of logistic processes both inside warehouses
and during freight transportation on public roads seems natural and efficient as ever.

This paper describes the results of a research work on development of a computer vision module for
an autonomous truck prototype. The performed project stages include installation of the necessary
equipment, training of computer vision models and development of a mapping between cameras
and LIDAR sensor for object classification and localization purposes.

Key words: Computer vision, autonomous vehicle, vehicle trajectory planning, real-time
trajectory planning, unmanned solution.
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ABTOHOM/IBI KOJIHKTEP YIIiH KOMOBIOTEPJIIK KOPY MOIYJiH d3ipJey

KazakcranHbIH OHTAIBI Teocasicn Karnaitbl MeH Kbitait men Eypora apachlHIaFb!l >KYK TachIMa-
sl castachiiia Kazakcran PecriyOymmKachbiHbIH, YIIKEH TPAH3UTTIK dJieyeTi KOJIIKTIK-JIOrICTHKAJIBIK,
caJIaHbl €J1 SKOHOMUKACHIH JIAMBITY VIIIH [EePCIEeKTUBAJbI OarbITTap/IbIH, Oipi OOJIBIT TabbLIA b
Ocpl TYprbiia OTBIH TYTHIHY MIGIPBIHIAPBIH a3afiTy KoHe aJlaM eHOeTIH maila anyIbiH, JIOTHCTH-
KaJIbIK, yJepicTepin immiHje, coHJaili-aK KOFaMJIbIK KOJIKTEep/eri XKYKTep/ii TachbIMaJiay Ke3iHje
maiaanoafThHIH KYKTEP/IIH TeXHOJTOTUSICHIH TaliIa any TaOUTrd »KoHe THIMII OOJBITT KOpiHeIi.
By makasaja aBTOHOM/IBI YKYK KOJITIHIH, TPOTOTHUII YIITIH KOMITBIOTEPJIK KOPY MOJIYJIIH o3ipJiey
OOWBIHINA 3ePTTEY YKYMBICBIHBIH HOTHXKe 1epi cunartasrad. OpbHIAJIFaH K00a Ke3eHiepi KaskeTTi
2KaOJIBIKTBI OPHATY/IbI, KOMITBIOTEPJIIK KOPY V/TrIepiH JaiiblHjay KoHe OObeKTijep/i Kikrey
JKOHe JIOKa/IM3allusijiay MakcarbiHia kamepajap medn LIDAR ceHcopbl apachlHIarbl KapTaHbl
o3ipJiey i KaMTHIbI.

Tyitin ce3zep: KommbioTepsik Kepy, aBTOHOM/IBI KOJIK, KOJIK TPACKTOPHUSICHIH 2KOCIApJay,
HAKTBHI YaAKBITTATBl TPACKTOPHUSHBI YKOCTIAPJIAY, aaMCHI3 TITETITiM.

(© 2022 Al-Farabi Kazakh National University
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Paszpaborka Mo/1ysisi KOMIBIOTEPHOTO 3PEHU AJisi aBTOHOMHBIX TPAHCHOPTHBIX CPEJICTB

Brironnoe reomosmTHtMecKOEe TOOXKEHNE W OTPOMHBIN TPAH3UTHBIN MOTEHIHAT PecryOamkn
Kazaxcran B cdepe HazeMHBIX I'Dy301epeBo30K Mex iy Kuraem u Epomoii jenaer orpacib
TPAHCIOPTHOM JIOTUCTUKN OJIHUM U3 CAMBIX TEPCIIEKTUBHBIX HAIPABICHUN PA3BUTUS SKOHOMITKH
cTpaHbl. B 9TOM KOHTEKCTE, IPUMEHEHUs] TEXHOJIOIMH OECHUIOTHOIO IPY30BOI0 TPAHCIOPTA JIJIS
MUHUMM3AIIA U3JEPKEK OT PACXOOBAHUSI TOILINBA M UCIOJIH30BAHUS TEI0BEUECKOTO TPY/IA
B TPYAOEMKHX U PYTHHHBIX OIEPAIUAX JIOTUCTUIECKUX IIPOIECCOB KaK BHYTDPH CKJIIAICKIX
[IOMEIIEHUI, TAK 1 TP TPY30II€PEBO3KAX IO JOPOraM ODIIEro MOJIb30BAHNS, BUIUTCS KaK HIKOTIA
€CTeCTBEHHDBIM U 3D MDEKTUBHBIM.

B naHHOIT cTaTbe OMMCAHBI PE3YJIBTATHl HAY THO-UCCIIE0BATEIIBCKON pabOTHI [0 pa3paboTKe MOJLY-
JIsT KOMITBIOTEPHOTO 3PEHUS JJIsT TPOTOTHUIIA ABTOHOMHOTO TPYy30BOTO aBTOMOOMIsA. BhImoHennbe
STAIlbl TPOEKTA BKJIIOYAIOT B ce0s YCTAHOBKY HEOOXOIMMOIo 00OpY/0OBaHU:A, 00yUeHHNE MOJeJieit
KOMIIBIOTEPHOI'O 3PeHUsi U paspabOTKy COIOCTaBjeHHsl MexKJy Kamepamu u parankom LIDAR
JUIs Tiesiel KiracCuuKauy 1 JIOKAIN3aul 00beKTOB.

Kirouesrnlie ciioBa: KoMnbioTepHoe 3penne, aBTOHOMHOE TPAHCIIOPTHOE CPEJICTBO, INIAHUPOBAHNE
TPAEKTOPUN TPAHCIIOPTHOTO CPEJICTBA, IJIAHUPOBAHUE TPACKTOPUN B PEAJTHHOM BPEMEHU, OeCIu-
JIOTHOE DeIleHne.

1 Introduction

The global transport market is estimated at about 3 trillion USD, which is almost 7% of
the global GDP. For example, in Germany this figure reaches 13%, and in Ireland it reaches
14.2%, in Singapore - 13.9%, Hong Kong - 13.7%. This indicates that countries pay special
attention to the development of this sector as one of the sources of national income [1].
Favorable geopolitical position and very large transit potential of the Republic of Kazakhstan
in the field of land transportation between China and Europe makes the transport logistics
industry one of the most promising areas for the development of the country’s economy. To
this end, Kazakhstan sets the task to increase transit traffic through the country by 10 times
by 2050 [2].

To achieve this goal, Kazakhstan is actively putting into operation large transport and
logistics centers (TLC) in key regions of the country. The development of the transport
corridor “Western Europe - Western China” will allow it to become a new Silk Road, which
may become a competitor to the maritime route of cargo transportation from the countries of
Southeast Asia to Europe. Thus, cargo transportation along the sea route takes an average
of 35-40 days, while along the transport corridor “Western Europe - Western China” the
time of delivery of goods by road can be reduced by 2-3 times [3]. Such indicators, along
with an increase in the volume of transit traffic, can be achieved through the digitalization
and automation of the processes of cargo transportation and logistics operations. Part of the
measures to develop the infrastructure of transport corridors is planned for implementation
within the framework of the state program “Digital Kazakhstan” [4]. Further development of
the industry involves the introduction of robotic systems to minimize or completely eliminate
the use of human labor and ensure long-term or round-the-clock operation in the TLC by
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logistics robots, as well as autonomous cargo transportation by autonomous vehicles along
transit highways [5].

Currently, mobile robots and autonomous vehicles are increasingly being used in various
sectors of the economy in developed countries. The world’s leading automakers such as Tesla,
Nissan, Volvo and others are already testing and offering autonomous systems to customers
in serial models of cars and trucks [6-8|. The world’s leading innovative companies Waymo,
Yandex, Uber and others are also developing and testing technologies for autonomous vehicles.

On the other hand, unmanned technologies for the autonomy of trucks are widely used
in the mining industry. Volvo was one of the first companies to implement an autonomous
transport project in a mine in Norway, where six unmanned trucks operated on a 5 km long
route, of which 4.7 km were tunnels. This solution made it possible to increase safety in
tunnels and organize round-the-clock work [8]. Since 2015, the British mining company Rio
Tinto has been using a fleet of unmanned cargo vehicles in its quarries and mines in Australia,
and thereby increased productivity and reduced the cost of the extraction of natural resources
[9]. In Russia, ZyfraGroup is actively engaged in the development and implementation of
autonomous mining dump trucks in commercial operation [10].

The active promotion of unmanned solutions in the mining industry is associated with
the relative ease of ensuring safety measures during the operation of autonomous vehicles by
minimizing the presence of a person in the area of operation, the cyclicity and repeatability
of operations, etc. At the same time, a much higher level of safety of autopilot systems
for trucks is required for facilitating movement of autonomous vehicles on transit roads
and TLC territories, along with conventional human-controlled passenger cars and trucks,
with pedestrian presence in the traffic area. This area of research is currently under active
development in various countries with varying degrees of readiness for testing in real
conditions. One of the fewexamples is the successfully launched North American startup
Embark Trucks, which is realizing a project for cargo transportation along the highway from
El Paso (Texas) to Palm Springs (California) [11| along a 650 miles (about 1000 km) long
route.

In view of the prospects for the introduction of autonomous vehicles technologies in
Kazakhstan, Nazarbayev University (NU), together with the Russian company Zyfra (VIST)
Group [10], with the support of KAMAZ PJSC, has recently completed a a industrial project
on development of an autonomous truck on the basis of a modern KAMAZ NEO platform [12].

As part of the project, partners from Zyfra (VIST) Group have equipped a test KAMAZ
NEO truck with their own autopilot system for autonomous vehicle movement along a
predetermined trajectory or to a specified target position with the possibility of remote
control by a person from the control panel (Fig. 1). These technologies have been tested
on KAMAZ and BELAZ trucks and will be adapted for a new model of the KAMAZ NEO
5490 truck (Fig. 1) with an automatic transmission. The task of the NU project group was
to develop software and hardware modules for computer vision, vehicle trajectory planning
with the ability to replan the trajectory in real-time to avoid obstacles and respond to the
infrastructure of the traffic system (traffic signs, traffic lights, etc.). The results of the project
work on vehicle trajectory planning were reported in [13].

For experimental testing of the developed software and hardware solutions on an
experimental KAMAZ vehicle, a test site was created at NU on the basis of an open car
parking area on the NU campus.
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Figure 1: Autonomous truck based on KAMAZ Neo 5490 platform (left) and Remote control
cabin designed by VIST Group (right)

The test site was equipped with road signs, dummy people and cars.

2 Hardware Setup

The hardware part of the computer vision module is a set of interconnected hardware, which
is a single system designed to collect, store, process and transmit data from video cameras.
The main components are:

1. Video cameras Logitech C922;
2. Wi-Fi/4G router;

3. Laptop;

4. Remote computing server.

Next, we describe the process of integrating these equipment within the truck’s cabin.

The bracket and fasteners for the Logitech C922 cameras of the autopilot system inside
the cabin of the Kamaz truck were assembled as shown in Fig. 2. The parts were designed
in SolidWorks and made on a 3D printer from aluminum profile 40 x 40 mm. The cameras
were attached to the frame, which, in turn, was attached to the regular power fasteners of
the Kamaz cabin ceiling sheething. The stock ceiling mount is a power mount that will not
deform due to the added weight of the camera mount assembly and the cameras themselves
and the gravitational forces acting on them.

3 Data synchronization between cameras and the LIDAR

The task of localizing objects using RGB cameras, installed inside the test truck cabin,and
the LIDAR sensor, mounted in front of the vehicle, involves the transformation from one
coordinate system to another. For this, the cameras and LIDAR were calibrated. For
automatic calibration, the algorithm needs to find a specific image template. A chamotte
board is usually used as the image, since the computer vision algorithm is able to easily find
corners.
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Figure 2: Finished assembly of fasteners for the cameras

Using the found coordinates of the corners, the matrix of internal parameters K was
calculated (Equation 1). The matrix K for a hole camera consists of 5 parameters: (ug, vg) -
optical center (principal point) in pixels; (o, o) - focal length in pixels with o, = F'/p, and
a, = F/p,, where F is the focal length in real units, usually expressed in millimeters (p,, p,)
is the pixel size in real units; 7 is the skew factor, which is non-zero, if the image axes not
perpendicular (Fig. 3).

K=]10 o vy 0 (1)
0

focal plane 14 frame

c image plane

¥
camera frame ———

extirinsic parameters

Figure 3: Point camera model

Using internal camera parameters, you can convert points from the real-space coordinate
system R3 (z,y, z) to the camera coordinate system R2 (w, h).
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The Equation 2 shows the formula for converting points in the real space coordinate
system to the camera coordinate system, where [x,, y,, 2, 1] is a point in the world coordinate
system, [u v 1] is a point in the camera coordinate system, K are the internal parameters of
the camera, z. is arbitrary scale parameter. [R T] - are external parameters that denote the
transformation of the coordinate system from the coordinates of the three-dimensional world
to the coordinates of the three-dimensional camera. Equivalently, the extrinsic parameters
define the position of the camera’s center and the direction of the camera in world coordinates.
T is the position of the center of the world coordinate system, expressed in the coordinates
of the camera-centered coordinate system.

The Zhang’s model was used for calibration [14], which is a camera calibration method
that uses traditional calibration methods (known calibration points) and self-calibration
methods (correspondence between calibration points when they are in different positions). To
perform a full Zhang calibration, it requires at least three different images of the calibration
object, either by moving the object or the camera itself. If some of the intrinsic parameters
are given (image orthogonality or optical center coordinates), the number of required images
can be reduced to two.

At the first stage, the approximation of the estimated projection matrix H between
the calibration target and the image plane is determined using the DLT (Direct linear
transformation) method [15|. Subsequently, self-calibration methods are applied to obtain
an image of an absolute conical matrix.

Several 4 x 8 chessboards were printed on Al sheets. These chessboards were placed in
the field of view of the both RGB cameras, mounted in the truck cabin, to calculate the
corresponding internal parameters. Figure 4 shows 4 calibration boards.

Figure 4: Example of the installed calibration chessboards

At the first stage of calibration the cvlib toolbox was used [16]. This toolbox defines the
internal parameters of the cameras and determines the position and rotation between two
cameras. To work, several boards were placed ce for the entire size of the frame in different
orientations. The figure shows the result of finding the corners of cells in chessboards. Different
colors represent different boards found. Figure 5 shows the result of matching the left and
right cameras. Thus, the external parameters of both cameraswere computed

In order to achieve accurate results of object recognition, the algorithms for overlaying 2D
segments on 3D data from the LIDAR system were developed. To transform the coordinate
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Figure 5: The result of matching two frames of the left and right cameras

system, it was necessary to calibrate the cameras and the LIDAR in order to build the
transformation matrix.

Transformation matrices allow arbitrary linear transformations to be displayed in a
consistent format suitable for computation. It also makes it easy to combine transformations
(by multiplying their matrices).

Linear transformations are not the only ones that can be represented by matrices.
Some transformations that are non-linear in the n-dimensional Euclidean space R,, can be
represented as linear transformations in the (n + 1)-dimensional space R, 1. These include
both affine transformations (such as translation) and projective transformations. For this
reason, 4 x 4 transformation matrices are widely used in 3D computer graphics. These n + 1-
dimensional transformation matrices are called affine transformation matrices, projective
transformation matrices, or, more generally, non-linear transformation matrices. As for an
n-dimensional matrix, an n+ 1-dimensional matrix can be described as an augmented matrix.

In the physical sciences, an active transformation is one that actually changes the physical
position of the system and makes sense even in the absence of a coordinate system, while a
passive transformation is a change in the description of the coordinates of the physical system
(change of base). The distinction between active and passive transformations is important.
By default, by transformation the mathematicians usually mean active transformations, while
physicists can mean both.

Calibration was done using the Aruco calibration toolbox [17] which provides a graphical
interface for interacting with 2D and 3D images. Calibration takes place in 2 stages. The first
stage is to select points in the 2D image and their corresponding points in the 3D LIDAR
image. This step must be repeated several times to increase the accuracy of the results.

At the second stage, the algorithm calculates the transformation matrix from the LIDAR
coordinate system to the camera coordinate system. This matrix is also known as the external
parameters of the camera. An example of a calibration process we made is shown in Fig. 6.

The complete calibration scene is shown in Fig. 7. In the center, data from the LIDAR
system is presented in Point Cloud format, where the intensity of each reflected beam is
shown in color. The lower left picture shows data from the left camera fixed inside the truck
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Select 3D LiDAR Points - 1563942107

Figure 6: Aruco calibration toolbox example

cabin. The lower right picture shows data from the right camera fixed inside the truck cabin.

Points with the LIDAR are filtered based on the visibility area, which are set as
parameters. We consider only points in front of the test truck Then, they are transferred
to the camera coordinate system using the matrix obtained earlier. Based on the segments
obtained during object detection, the points are filtered again. The resulting points are the
basis for the final clustering.

Figure 7: Full calibration scene

4 Datasets

One of the most important parts of machine learning using artificial neural networks is
the collection and processing of large amounts of data. To train the object detection and
localization model, it was decided to use COCO dataset [18]. The COCO (Common Objects in
COntext) dataset is a dataset for training models based on different tasks: object recognition,
localized objects, keypoint identification, segmentation, etc. It contains 80 classes, 80,000
training images, and 40,000 images to test the accuracy of the model (Fig. 8).
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The dataset consists of several parts. The first part is the images themselves containing
the objects. The second part depends on which problem the dataset is applied to. In our case,
we use annotations to localize objects. Each object instance contains an annotation with a
number of fields, which include a class identifier and a designation of the object’s boundaries
in the format of z,y coordinates, width and height.

The processing process is divided into several steps. At first, the image must be scaled
using an interpolation algorithm. Secondly, it is necessary to use algorithms for data
augmentation. We used a random image cropping algorithm to obtain different regions. Also,
some images were mirrored horizontally. To annotate the data that was collected manually,
the YoloMark tool is used [19].

image

ground truth

Figure 8: Examples of images in the COCO Dataset database

For a full-fledged computer vision system that will be able to move along the roads of
Kazakhstan in real time, it is necessary to collect additional data on road signs. By training
the traffic sign recognition model, the computer vision module can detect traffic signs and
send the position of the sign relative to the vehicle to the trajectory planning module. Next,
the planner must take certain actions that were prescribed for a particular sign.

After searching and analyzing existing databases, it was decided to use the RTSD road
sign database [20]. The database has similar road signs as in Kazakhstan. There are 156
traffic sign classes and 104358 sign images in this dataset.

As you can see in Figure 9, the RTSD dataset has very diverse seasons and also different
times of day, which of course helps retrain the model on the same type of data and increases
the accuracy of sign detection.

5 Development of an object detection model

During the development of the object detection model, two models were used: YOLOvV3 [21]
and CenterNet [22|. Both models were trained on COCO public data.
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Figure 9: Examples of images in the RT'SD database

Figure 10 shows the result of the YOLOvV3 recognition algorithm on data collected with
an analog camera. It was revealed that the both models were able to constantly find objects
in the image for classification (detection stage). A distinctive feature of these methods is that
they perform detection and classification at the same time, thereby eliminating the need for
re-classification. This allows the models to be suitable for real-time tasks.

Figure 10: The result of the classification algorithm

The models were trained on the COCO dataset using data augmentation algorithmsfor
recognition of people, cars, fire hydrants and US-style road signs. The “training” of the
machine learning models were carried out on the DGX-1 deep learning cluster from NVIDIA,
which consists of 8 video cards with a total video memory of 64 GB. Both models were able
to recognize all the necessary objects that are found on the roads, namely cars, trucks, buses,
people, signs, traffic lights, etc.
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Table 1: Results of comparing the YOLOv3 and CenterNet models

. . . Average accuracy on
Model Size of input frame | Time to process dataset MS COCO (AP)
YOLOv3 | 416x416 40ms 31.0
CenterNet | 511x511 60ms 37.4

During the experiments the main characteristics of the two above-mentioned algorithms
were identified. The comparison result is presented in Table 1. CenterNet showed a more
accurate classification. YOLOvV3, in turn, is the faster model of the two presented.

6 Model training

To recognize objects with an RGB camera, it was decided to use a convolutional neural
network with the CenterNet architecture (Fig. 11). CenterNet uses a system similar to YOLO.
This network is a state-of-the-art architecture capable of classifying and localizing objects
in 2D RGB images. CenterNet accepts a fixed-size 2D image as input, and an interpolation
algorithm is used to resize the images coming from the camera. As output, CenterNet provides
a 2D bounding box of objects found in the image. Unlike YOLO, CenterNet is based on a
central point. The implementation of CenterNet for PyTorch was used.

CenterNet consists of several parts. The first part is preprocessing, in which the images
are converted to the required format that the neural network accepts. At this stage, the image
is interpolated to the dimensions 511 x 511. Each of the three RGB channels of the image is
normalized according to the parameters of the dataset on which the network was trained.

In the second step, the algorithm uses an autoencoder/decoder-based neural network
architecture to perform semantic segmentation. The hourglass architecture with 54
convolutional layers is used as a basis.

At the third stage, the corners of the bounding box are found in parallel using the cascade
pooling algorithm and the centers are found. After that, a heatmap is built for the found
centers and angles. Heatmap contains information about the probability of each pixel to
contain the corners and centers of objects. The data from both heatmaps are combined to
get the final bounding box.

The network was trained and tested on MS COCO datasets with 50 classes of everyday
objects and KITTI dataset [23] with three classes: cars, pedestrians, bicycles, collected using
a car with 2 RGB cameras and equipped with a LIDAR system and designed for training
and testing machine algorithms with self-government.

7 Development of methods and algorithms for localization of detected objects

After converting the points from 2D to 3D and segmenting them, it was necessary to select
clusters that correspond only to the objects that need to be defined. The first step in achieving
this was the segmentation of the plane that corresponds to the ground. For this, parameters
were found to describe the plane. All points that lie below a certain distance are filtered.
This distance can be set as a separate parameter. The remaining points are passed on. To
determine the parameters of the plane, the formula was used:
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Figure 11: Stages of object detection in the CenterNet architecture

fit = (AT % A"t x AT 5 b (3)

where A - x and y coordinates are a set of points belonging to the plane, b - z coordinates
are a set of points belonging to the plane, fit - parameters of the plane in the format:

ar +by+cx+d=0 (4)

The remaining points can be grouped together to form separate objects. We use the
Euclidean Clustering Extraction algorithm to separate points into clusters based on their
proximity to each other. The algorithm uses the Euclidean distance to determine if the
points belong to the same cluster. Points are considered to be in the same cluster if they are
within radius r from each other. The radius r is set as a parameter. By changing it, we can
control the size of the clusters. It should be noted that in our case, » must be larger than
the voxel size used in the VoxelGrid downsampling step. Brute force search of points within
a radius is very expensive, so the point cloud library uses the Kd tree structure to optimize
the algorithm. The modified version creates a kdtree from all input points. The tree is used
to find the closest points and check their relative distance. This eliminates the need to
check all points in the set. At the end, the algorithm extracts a set of clusters that contain
points for each feature. The clustering method divides the disorganized point cloud model
P into smaller parts, so that the overall processing time for P is greatly reduced. A simple
approach to data clustering in the Euclidean sense can be implemented by using a 3D grid
subdivision of space using fixed-width blocks or, more generally, an octree data structure.
Such a particular representation is very quick to construct and is useful in situations where
either a three-dimensional representation of the occupied space is needed, or the data in
cach resulting 3D block (or octree leaf) can be approximated with a different structure.
More generally, however, we can use nearest neighbors and implement a clustering method
that is essentially similar to the flooding algorithm. Let’s assume we’ve given a point cloud
with a table and objects on top of it. We want to find and segment individual point clusters
of an object that lie on a plane. Assuming we are using a Kd tree structure to find nearest
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neighbors, the algorithmic steps for this would be:

1. Create a tree view Kd for the input point cloud dataset P;
2. Initialize an empty list of clusters C' and a queue of points () to be checked;
3. Then for each point p; € P, do the following;

(a) add p; in the current queue Q);
(b) for each point p; € @ perform:
i. find a set PF of point neuighbors p; in the sphere of radius r < dy,;

(2

processed and if not add it to @Q;

(c¢) when the list of all points in @) has been processed, add @ to the list of
clusters C' and reset () to an empty list;

ii. for each neighbor pf € PP, check if the point has already been

4. The algorithm terminates when all points p; € P have been processed and are
now part of the list of point clusters C'.

For each segment, the algorithm finds several clusters. By choosing the largest cluster,
i.e. the cluster with the most points is the desired object. Using these points, you can
find the position of the object relative to LIDAR The position is found using the cluster
centroid. The centroid is the average value of all the coordinates of a given cluster. To test
the algorithm, data was collected from the test KAMAZ truck: images from the two installed
RGB cameras and Point Cloud data from the LIDAR sensor The data was written using
the rosbag utility that comes with the Robot Operating System (ROS) robotics software
development framework. To visualize the work of the algorithm for converting data from a
3D LIDAR coordinate system to a 2D coordinate system, an algorithm was written that,
using the calibration parameters, overlays the LIDAR data and the image from the camera.
An example is shown in Fig. 12.

Fig. 15 shows the visualization result of object detection and classification. In this
example, the pedestrian classes have been filtered out. Fig. 16 shows the visualization of the
result of the object localization algorithm. The objects are localized based on the segments
shown in Fig. 13. The dots of different colors show the centers of the segmented objects.

8 Conclusion

In this paper we developed a computer vision module for an autonomous vehicle prototype
based on a KAMAZ NEO chassis which was provided by our industry partners. The module
is aimed at object detection and localization using an integrated system with two video
cameras and a LIDAR sensor. The first task was to design and install the necessary hardware
equipment. Thus, the cameras and the fasteners were installed inside the cabin whereas the
LIDAR sensor with its brackets was installed on the front bumper outside the cabin. Next,
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Figure 13: Visualization of the detection (left) and localization (right) algorithms

we performed the tasks of calibration and synchronization of two independent data streams,
namely, 2D images from the cameras and 3D point clouds from the LIDAR sensor. Once
the data streams were fully calibrated and synchronized, we developed the algorithms and
trained the models for object detection in the 2D images and localized them in 3D space
using information coming from LIDAR.

All the tasks were successfully completed. Currently, our computer vision module is able to
detect and classify people, cars, road signs and traffic lights as well as to identify the distance
to the detected object. It should be noted that the developed algorithms are suitable for any
type of vehicle or mobile robotic systems that employ RGB cameras and a LIDAR sensor as
their primary sources of visialinformation.

As a future work, we plan to develop the algorithms for obstacle avoidance, i.e., we need
to replan the trajectory or stop the truck based on the situation on the road. This work was
partially done but still needs to be improved.
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FINITE DIFFERENCE METHOD FOR NUMERICAL SOLUTION OF THE
INITTIAL AND BOUNDARY VALUE PROBLEM FOR BOLTZMANN’S
SIXMOMENT SYSTEM OF EQUATIONS

Boltzmann’s one-dimensional non-linear non-stationary moment system of equations in the third
approximation is presented, in which the first, third and fourth equations corresponds to the
laws of conservation of mass, momentum and energy, respectively. This system contains six
equations and represents a nonlinear system of hyperbolic type equations. For the Boltzmann’s six-
moment system of equations an initial and boundary value problem is formulated. The macroscopic
boundary condition contains the moments of the incident particles distribution function on the
boundary and moments of the reflected particles distribution function from the boundary. The
boundary condition depends on the temperature of the wall (boundary).

In this work, using the finite-difference method, an approximate solution of the mixed problem for
the Boltzmann system of moment equations is constructed in the third approximation under the
boundary conditions obtained by approximating the Maxwell boundary condition. For given values
of the coefficients included in the moments of the nonlinear collision integral and the parameter
depending on the wall temperature, as well as for fixed values of the initial conditions, a numerical
experiment was carried out. As a result, the approximate values of the particle distribution function
incident on the boundary and reflected from the boundary, as well as the density, temperature and
average velocity of gas particles, as moments of the particle distribution function, are obtained.
Key words: Boltzmann’s moment system of equations, microscopic Maxwell boundary condition,
macroscopic Maxwell-Auzhan boundary conditions.
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BeuairekTepaiy nrekapagad aiiHa »koHe audys3ust MIarbUIbICY >KaFJalbiHaa BoabIiiMaHHbIH
aJITbl MOMEHTTIK TeHJeyJep Kyiieci

BosbiiManHbBIH 61p ©JIIIeM/Ti ChI3BIKCHI3 CTAIIMOHAD €MeC MOMEHTTIK TeHJIeysep »KyWeciHiH, Y
KYBIKTAYBl KeJITIpiIreH, oHga Oipinmm, YIIiHIm »KOoHe TOPTIHII TeHeyIep THICIHIE MaCCAHDLIH,
UMILYJIbCTIH YKOHE SHEPIUsSiHBIH CAKTaJy 3aHJapblHa ColiKec Kejesi. By Kyite ajaTbl TeHJeyIeH
TYPaJIbl YKOHE THIEPOOJIABIK, TUIITI TEHJIEYIEP/IiH ChI3BIKCHI3 XKYiieciH Kypaiijibl. BosbiiMaHHbIH
aJIThl MOMEHTTIK TeHJIeysiep »Kyiieci VI aJranikbl-leKapasiblK ecell KypacThIpbLIIbl. MaKkpocko-
MUASTBIK, TIIEKAPAJIBIK TaPT MeKapara TYCKeH OOJIIeKTep/IiH Tapaay (pyHKIUSICbIHBIH MOMEHTTEPIH
JKOHE TIEeKapaJaH IIarblLIBICKAH OOIITEeKTEePIH Tapaay (OyHKIUICHIHBIH MOMEHTTEDIH KAMTHIH.
[TekapaJbIK mapT KaObIPFAHBIH (IIIEKAPAHBIH) TEMIIEPATYPACBIHAH TOYEJII.
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2Kymbicta akbIp/bl-afibipbiM  9iciMer MakcBesiiiH, MeKapaJsblK IMapThiH  AlPOKCUMAIUAIAY
apKBLIBI AJIBIHFAH IITeKapPAJIbIK MAapPTThl KAHAFATTAHIBIPATHIH BOIBIIMAHHBIH TeHIEYIep KYyHeciHiy
VIMHIM KYBIKTAYbI VIMTIH KOHBIIFAH apajiac eCelTiH Ky bIK, CaH eyl aabiarad. ChI3bIKChI3 COKTHI-
TBICY WHTETPAJIBIHBIH, MOMEHTTEPiHAeri Kod(hMUIMEHTTep MEH MeKapaHblH TEeMIIePATypaChIHAH
TOyeJl TapaMeTp/IiH Oepijren MoHjepine cail »KoHe aJFAIKbl MAPTTBIH HAKTHI MOHJIEPI VITH
caH 9KcriepuMenT Kypriziai. Hormxkecinme, mekapara TyckeH (KyJaraH) KoHE EKapaIaH Marbl-
JIBICKAH MOJIEKYJIAJIAP/IBIH YIECTIPY (PYHKIUSICBIHBIH,CONBIMEH Oipre, ra3 MOJIEKY/IaJap THIFbI3/IbI-
FBIHBIH, TEMIIEPATYPACHIHBIH, }KOHE OPTa YKbLJIJIAM/IBIFBIHBIH YKYbIK MOH/IEPI AHBIKTAJIIBI.

Tyiiin ce3aep: BobiiMaHHBIH MOMEHTTIK TeHieyiep Kyiteci, MakcBe1iH, MUKPOCKOIIUSJIBIK, 1116~
KapaJiblK mapThl, Makcses-AyKaHHbIH MAKPOCKOIMSJIBIK, [IEKAPAJIbIK, [IIAPTHI.
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MeTo/1 KOHEYHBIX PA3HOCTEN /IJIsi YUCJIEHHOTO PeIleHUs HAYaJIbHO-KPAeBOll 3aa4u JIJIst
IIIECTUMOMEHTHOI cucteMbl ypaBHeHuit Bojbiimana

[IpuBenena ojHOMepHast HeJIMHEHAST HECTAIIMOHAPHAST CUCTEMAa MOMEHTHBIX ypasHenuit Bosbiva-
Ha B TPEThEM MPHUOIMIKEHUH, B KOTOPOI MEPBOE, TPETHhE M UETBEPTOE YPABHEHMS COOTBETCTBYIOT
3aKOHAM COXPAHEHHsI MAaCChl, UMILYJIbCA U SHEPIUU COOTBETCTBEHHO. DTA CUCTEMa COJCPIKUT
IMeCTh YPaBHEHUI W TPEJCTAB/IsIeT HEJIMHEHHYIO CUCTEMY YpPaBHEHHUI TUIepOOJIMIecKOro THUIIA.
Jls mecTUMOMEHTHON cucTeMbl ypaBHeHUil Bosibivana cdopmynumpoBaHa HadaabHO-KpaeBast
3aada. MakpocKonmnieckoe IPAHUTHOE YCJIOBUE COJCPXKUT MOMEHTBI (DYHKITHH DPACIPEIC/ICHUS
[I3IAIONIX Ha I'DAHUILY YACTHUIl U (PYHKIUN PACIPEIETIEHNsS OTPAKEHHBIX OT I'PAHUIIBI IACTHUIL.
['pannyHOe yCI0BHE 3aBUCHT OT TE€MIIEPATYPbl CTEHKH (IPAHUILBI).

B pabore ¢ momombio KOHETHO-PAZHOCTHOTO METOJa TTOCTPOEHO MPUOIMKEHHOE DENeHne CMe-
IMAHHOM 3a/IaYu! JIJIsi CUCTEMBl MOMEHTHBLIX ypaBHeHHI BoJsibIiMana B TpeTbeM HPUOJIMZKEHIH
IIpY TPAHUYHBIX YCJIOBUSAX, IOJYYEHHBIX AalllIPOKCHUMAIeil I'paHuYHOro ycyoBusa Makcsesuia.
IIpn 3amaHHBIX 3HaYEeHUAX KOI(PMUIIMEHTOB, BXOJAINMUX B MOMEHTHI HEJIMHEHHOIO HHTErpaJia
CTOJIKHOBEHUI U TTapaMeTpa, 3aBUCSIIEr0 OT TEMIIEPATYPHI CTEHKHU, a TaKxKe Mph (DUKCHPOBAHHDBIX
3HAYEHNAX HAYAJBHBIX YCJIOBHUIl IPOBEIEH YHCJIEHHBIN SKCcIepuMeHT. B pesysbrare, mpubImKen-
Hble 3HAYEHUS IMAJAI0NNX HA TPAHNIY W OTPAXKEHHBIX OT T'PAHUIBI (DYHKITUH PACIIPE/IETICHIS
JacTHIl, a TaKyKe IJIOTHOCTh, TeMIlepaTypa M CpeJHssl CKOPOCTh YaCTHUIl Tra3a, KaK MOMEHTBHI
dbyHKIIMN pacupeieseHus TacTUIl, MOy IeHbI.

KiroueBnie ciaoBa: Cucrema MOMEHTHBIX ypaBHeHUiT BoJibliMana, MUKPOCKOIIMYECKUe TDaHUY-
Hble yenoBust MakcBera, MaKpOCKOMIMIeCKe TpaHnvIHble yeaosus Makcsemma- Aykana.

1 Introduction

The physical state of a system consisting of monatomic molecules can be described with
varying degrees of accuracy. The state of the system has a variable meaning depending on
what information about the system is useful for the purposes in question. The state of the
system is usually determined by the values of some variables — state parameters. Depending
on how these options are chosen, information about the system can be quite detailed. In other
words, the description of a physical system is possible with varying degrees of accuracy. In
order for the description of a non-equilibrium state to be satisfactory with a sufficient level
of precision, equations must be known that allow one to determine their changes in time
from the given initial the state parameters’ values. The particle distribution function can be
used to describe the state of the system, which satisfies the nonlinear Boltzmann equation.
Boltzmann equation satisfies the rules of mass, momentum, and energy conservation. These
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conservation laws correspond to five partial differential equations, which contain thirteen
unknowns. This system of equations is not closed, since the conservation equations include
additional variables — stresses and heat flux. Assuming that the particle distribution function
has a special form depending only on thermodynamic variables and their derivatives, one
can express stresses and heat flux in terms of these thermodynamic variables. Thus, the
system of conservation equations is brought to a closed form. Within the framework of such a
scheme, various approximations are possible, leading, respectively, to the equations of Euler,
Navier-Stokes, Barnett, etc. Moment equations, which are a series of nonlinear equations
represented in partial derivatives, can be used to characterize the state of the system in
the transition phase. Between the kinetic (Boltzmann equation) and hydrodynamic (Euler
and Navier-Stokes equations, etc.) levels of characterizing the state of a gas lies the system of
moment equations. Different basis function systems, the degree of arbitrariness of the particle
distribution function, and the procedures for calculating the coefficients of the expansion of
the particle distribution function in a Fourier series set apart the various moment approaches.
Expanding the particle distribution function in terms of Hermite polynomials around a local
Maxwellian distribution produced the Grad system of moment equations in [1] and [2]. By
expanding the particle distribution function in terms of the eigenfunctions of the linearized
collision operator [5],[6], the moment system of equations, which is distinct from the Grad
system, was constructed in [3,[4]. The Boltzmann system of moment equations was the
name given to this set of equations. The moment system’s and the Boltzmann equation’s
structures are comparable. Calculating the collision integral’s moments is the source of
the entire challenge [7]. Solution The mixed value problem for the nonlinear nonstationary
moment system of equations of Boltzmann’s existence and uniqueness in three dimensions
were established [3],[4].

The design and operation of aircraft at high altitudes requires the calculation of
aerodynamic characteristics in a wide range of determining parameters (flight altitude,
atmospheric parameters, flight speed, spacecraft orientation, aircraft configuration, etc.).

The aerodynamic characteristics of the flow around bodies in the upper layer of the
atmosphere in the transition mode are obtained by calculation. On the basis of the kinetic
theory of gases, computational investigations of the flow around bodies in the transitional
regime are conducted. The condition at the moving boundary, more specifically the interaction
of a gas with a moving solid surface, is important in aerospace engineering [8|. If the gas’s
initial state is known and the condition on the moving boundary is defined, the integra-
differential Boltzmann equation can characterize the gas’ evolution. The moment method
stands out among the approximate methods for resolving the Boltzmann equation.

The system of moment equations contains all the macroscopic quantities that are
of primary interest when it comes to rarefied gas theory. Therefore, moment equations
are sufficient to determine the macroscopic quantities characterizing the state of gas
molecules. However, boundary conditions must be formulated for a set of partial differential
equations. As a result, the issue of estimating the Boltzmann equation’s boundary condition
approximation emerges. Additionally, the moment equations’ ensuing problem needs to be
properly phrased.

In [9], the macroscopic boundary conditions for the Boltzmann’s nonstationary one-
dimensional moment system of equations were used to approximate the Maxwell’s microscopic
boundary conditions for the Boltzmann’s nonlinear equation. Maxwell-Auzhan conditions
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were given to new macroscopic boundary conditions.

In problems of atmospheric optics, the theory of radiative transfer, and the rarefied gas
dynamics moment equations are often used. As a result, it is a crucial and pressing issue to
design approximate solutions to the mixed problem for the system of moment equations.

2 Materials and methods

2.1 Numerical experiment for Boltzmann’s six-moment one- dimensional system of
equations with macroscopic boundary conditions

We investigate the mixed problem for the third approximation of the Boltzmann system
of moment equations under the approximate Maxwell boundary condition. The third
approximation of the mixed problem for the Boltzmann system of moment equations is
created through the finite-difference method.

We take into account the third approximation of the Boltzmann’s moment system
equations [4]

dpoy 1 0pm
- -0
ot * a Ox ’
Dpge 10 [ 2 3 2v/2

ot +a8x \/§<P01+\/—8003 \/—58011

dpro 10 \[ N \[ _
8t aax SDOI 9011 - 7

Jepr 10 \/7 B
ot + = ooz (%0 + \/39002 38010> =0,

a9003+ 193
ot aax\/gs"m_

- J027

—~
—
S~—

dpn (10 (22 [ _J
ot 0O \/1—59002 39010 = Ji1,
r € (—a,a), t>0,
where wo0 = @oo(t,x), o1 = woi1(t,x), ...,011 = p1(t,z) are the coefficients of particle

distribution function’s expansion to Fourier series;

Ioz = (02 — 00) (poopoz — a1 /V3)/2,

1 1
Iys = Z(JS + 301 — 400)Poopos + m@al + 00 — 303) 0102,

1 /5 V2
I = (0 — Sy s S S — are th Ii llision integral’
11 (01 ao)(googcpll + 5 \/;golocpm \/ﬁcpmgogz) are the nonlinear collision integral’s

1 . .
moments, where oy, 01, 09, 03 are constants, a = O’ O is the reflective wall temperature

and © is the constant. Three homogeneous equations that represent the laws of conservation
of mass, momentum, and energy can be found in the system of equations (1).
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The system of equations (1) under the boundary conditions obtained by approximating
the Maxwell boundary condition write in vector-matrix form

8u+1 8w_l<u w)
= + =05 = Iy,
S 1 B 2
N + EC Fr L(u, w), t € (0,T], z € (—a,a),
o = wf@). w| =w). rel-ad, 3)
é(Cw_ fou)| = %(Cuﬁ ~pu)| - (; - \/é) FoteloT], (4)
1 I (1-5)
E(Cw — Du™) = @(Cuﬁ + Du') z:a—k NG F, tel0,T], (5)
where
2 1
100 N N L
2 3 22 3 3

C=1 V3 E_ﬁ’D% \/gm -1

2 0 5 i
V3 3 L

_[1(U, ’LU) = (07 1027 0)/7 I2</u" ’U}) = (07 -[OSa -[11>,’

( )I ( ), F ( 1 1 1 )/
U = ) ’ , W= ) ) ) = ) ) 3
©o0, P02, P10 $o1, Po3, P11 4\/§ 8\/5 8\/§

(" is the transpose matrix, while D is the positive definition matrix;

uo(7) = (o), £85(2), (@)Y, wolw) = (F(x), @a(x), % (x))' are the moments of
initial function provided; w™, u™* are the falling vectors to the moments of the boundary
distribution function; w~, u~ — are the reflection vector from the moments of the boundary
distribution function. Pure mirror reflection is represented by the value of 8 € [0,1] and
parameter value of 5 = 1.

Through straightforward calculations, it is feasible to verify

/

0 C
det C = det (C’ 0) #0,

hence the matrix C has eigenvalues are real, with an equal number of positive and negative
eigenvalues. Macroscopic boundary conditions correspond to the number of positive and
negative eigenvalues of matrix C;. Correctness of the problem (2) — (5) in C([0, T]; L*[—a, a]) R
was proved in [10-11].
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As a result, system (2) is a hyperbolic type system of nonlinear partial differential
equations. To define approximate solution of the problem (2) — (5) we use finite-difference
method.

Divide the segment |0, T| into N7 equal parts, and divide the segment [—a, a into Ny equal
parts. Let us consider the grid functions u;; = u(t;, ;) and w;; = w(t;, z;). We approximate
the differential problem (2) — (5) by the following finite-difference scheme [12, 13|

un+1 — u’?.“ 1 wﬁ*l — wﬁ“

i+1,7 ij - ij i,j—1 _
T et bl (6)
i:O,l,...,Nl—l;jzl,...,NQ;

n+1 n+1 n+1 n+1

Wity — Wiy T Wi — Ui n m

f+50— —Ig(um,ww), (7)
iZO,l,...,Nl—l;j:NQ—l,...,O;

ug;rl = uo wgfl = w;-), j=0,1,..., Ny; (8)
Lcw — puy = Licwr +puty - 2P 01N ()
—(Cw™ — Du w u 1=

a 2,0 O[ﬁ i,0 Ozﬁ\/_ ) ) Ly s 4V,

1 n 1
—(Cw_—kDu_)i;i = —(Cw" — Du”" )1N2 F i=0,1,..., Ny, (10)
a b

af
T is time step, h is spatial variable step.
From the difference equations (6) — (7) it follows that the derivatives on ¢ and x are
approximated by the first order.
In order to find a numerical solution of the problem (6) — (10), we use the iterative method.
We start the iterative process by n and continue calculations until we achieve the following
conditions

aﬂx/_

n+1 n n+1 n ;— ) =
luzi™ — ] <e, wih —wi] <e, i=0,1,...,Ni—1; j=1,..., Ny,

where ¢ is a given sufficiently small number.
Numerical experiment.
With the following data, a numerical experiment was performed: [—a, a] = [0, 1],

T 142,
UO($>: - ) wO(I): (1—$)/2 y T E [07 1]a
z(1—x) x(1—12)/2)
a=38.681, 09=1.333, o1 =03=0, 09 = —0.266;
1 2
h=—, 71=—.
10 100

Interval [0, 1] is divided into 10 equal parts, h is the step in the spatial variable x, 7 is
T
the time step. The relation 7 satisfied the stability condition. Let us present the graphs of

the vectors u and w for value of § = 1.
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3 Conclusion

The moments g9, ©o1, P10 expressed by the macroscopic characteristics of the gas such that
density, average speed and temperature. More exactly, we have following equalities @9 = p,

3 2 3 1
o1 = apV, o190 = \/;p— \/;azp(§k9+§vz), where p is the gas density, V' is the gas average
speed, # is the gas temperature and a = 38.681 is the constant. On the plot unfirstl = ¢,
unfirst3 = @19, wnfirstl = ¢g;. f = 1 corresponds to pure specular reflection. The value of
the parameter 3 appreciable affected to the values of moments ¢g, @1, ©p10. Moreover we
define approximate values of

3

et e, 0) = folalol) D eu(t,2)gm(aw),

2n+1=0

fo(a|v]) — is global Maxwell distribution, more exactly we define following functions
p3 (1, Fa, v) = gio(t, Fa)goo(aw) + o5, (¢, Fa)gor () + @oa(t, Fa)goz(aw)+

+o10(t, Fa)gro(ow) + g3 (t, Fa)gos(aw) + @1 (¢, Fa)gu (aw),

where 3 (t, Fa, v) is the distribution function of falling to the boundary particles, @3 (¢, Fa, v)
is the distribution function of reflecting from boundary particles,

1 (alv]\?
goo(aw) =1, go1(av) = afv|cosb, gplav) = 7 (%) (3cos” — 1),

2 2p? / 2
gio(aw) = 3 (; - %) , gosz(aw) 'H (%) (5cos® 0 — 3cos ),
alv| ’

g1 (aw) = 7( 0‘2“>cos9.
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MATHEMATICAL MODELING OF THE EPIDEMIC PROPAGATION WITH LIMITED
TIME SPENT IN COMPARTMENTS AND VACCINATION

The paper proposes discrete and continuous mathematical models of epidemic development. A
division of the population into nine compartments is suggested: susceptible, exposed, vaccinated,
contact vaccinated, undetected patients, isolated patients, hospitalized patients, recovered and
deceased. At the same time, the time spent in exposed and infected compartments is considered
limited. According to the assumptions made in the models, a susceptible person can encounter
the patient and go into the exposed compartment, and be vaccinated, and then also encounter
the infection and go into the contact vaccinated compartment. Exposed people may become ill
to any degree of severity or not, returning to the susceptible group. A contact vaccinated either
does not become ill or becomes undetected or isolated patient. Every patient can recover. An
undiagnosed patient may develop symptoms of the disease, because of which he moves into the
isolated compartment. An isolated patient may be hospitalized, and a hospitalized patient may
die. In the discrete model, discrete quantitative data for each day of the epidemic are considered,
in the continuous one, these indicators are considered continuous functions. The article provides
a qualitative and quantitative analysis of the proposed models. The influence of all parameters on
the process under study is investigated.

Key words: mathematical model, epidemic, vaccination.
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SDQIMMIAEMUAHBIH JAMVYBIH TOIITAPIA OTBIPY YAKBITHI INTEKTEYJII BOJIY/bI
2KOHE BAKIIMHAIINAJIAYAbI ECKEPE OTBIPBIII MATEMATUKAJIBIK
MOAEJIBAEY

OnuaeMusa JaMYBIHBIH, JUCKPETTI YKoHE V3/IKCI3 MaTeMaTUKAJBIK MOJENbAEPl YCHIHBIIFAH.
Outiap XaJIBIKTBI TOFBI3 TONKA OOyl YCBIHAJLI: ce3iMTajl, KOHTAKTLI, BaKIMHAIIUSIIAHTAH,
BaKIMHAIIMAIAHFAH KOHTAKTi/I, aHbIKTaIMaraH HayKacTap, OKIIay/JIaHFaH HayKacTap, aypyXaHara
JKATKBI3BLIFAH HAayKacTap, CaybIFbIIl KETKEHJEp >KoHe KaiTbic Oosranmap. Bysr mojesnbiepie
KOHTAKTLJIl 2KoHE aypy TOHTapbIHIa OOy YaKbIThI mekTeysi Oosbin canamaasl. Momeasaepe
JKacaJiFaH OoJKaMapra coffkec, ce3iMTall ajlaM HAayKaclleH OallytaHbIicTa 0OJIy apKbLIbI OailjIaHbIC
TOOBIHA Kipyi, »KOHE BaKIMHAIUSIJIAHYbI, COJAH KeiliH HayKacleH OailjaHbicTa OOy apKbLIbI
BaKIMHAIIMAIAHFAH KOHTAKT TOOBIHA ©Tyi MyMmKiH Gosajabl. KonTakTiii cesiMTas Tomka KaiiTa
opaJiybl, HEMece Ke3 KeJIPeH aypy JopexkeciMeH aypybl MyMKiH. BaknunHarumsiiaHraH KOHTAKTII
aybIpMaii ce3iMTas TOOBIHA KaiiTa Opaybl HeMece aHBIKTaJIMaill HeMece OKITAYIAHDBI aybIPybl
MYMKiH. Op6ip HaAyKac caybIFBIT KeTe aaaabl. AHbIKTaIMaral HayKacTa aypyablH 6eariaepi naiima
60JTyBI MYMKIiH, HOTHUZKECIHIE OJT OKIMayTaHFaH TOMKA aybicaabl. OKImayranral HayKac aypyxanara
JKATKBI3BLIYBl MYMKIiH, aJl aypyXaHaja >KaTKaH HayKac eyl MyMKiH. Jluckperti Mmojesnbie
SIMJIEMUSTHBIH, OpOip KYHI VIIH JUCKPETT CAHIBIK, JIEPEKTEP KAPACTBIPHLIAIBI, Y3/IKCI3 MOJIE/IbIe
OYJI KOpCeTKIiITep y3/iKci3 dpyHKImsIap 60bI canaga bl. Makaaia YChIHBLIFAH MOJIEIbIEP/IiH,
CaITaJIbIK, YKOHE CAHJIBIK, TAJIIAYBI OepiireH. Bap/blk mapaMeTpiep/Iid 3epTTe/leTiH mporecke ocepi
3epTTeNe.

Tyilin ce3zep: MATEMATHKAIBIK MOJIETb, SIHUICMUS, BAKITITHAIIISI.

© 2022 Al-Farabi Kazakh National University



S.Ya. Serovajsky et al. 85

C.4. Ceponaiickuit*, O.H. Typap, T.C. UmankymoB
Kazaxckuit HanmonabHBIN yHUBEpcUTeT nMern ajib-Papabu, 1. Ammarsr, Kasaxcran
*e-mail: serovajskys@mail.ru

MATEMATUNYECKOE MOAEJINPOBAHUE PASBUTUS SIINJAEMUN C
YYETOM BAKIIMHAIIM 1 OTPAHNYEHHOI'O BPEMEHEM
ITPEBBIBAHU A B I'PVYIIITAX

IIpennararorcs QUCKpeTHas W HEIpPEpPbIBHAs MaTeMaTHYeCKue MOJeIn pasBuTus snugemun. OHu
nupearnoJjiararmT p8,36I/IeHI/Ie TOITYJIAIINA Ha JAEBATH I'PYIIL: BOCHPUUMYUBbIE, KOHTaKTHbBIC, BAKIITUHN-
POBaHHBIEC, BaKIIMHUPDOBAHHbIC KOHTAKTHBIC, HECBbIABJICHHBIC 60J’[I>HI)I€, N30 INPOBaHHBIC 6O.J'II>HI>Ie7
TOCTIUTAJIM3UPOBAHHBIE OOJIBHBIE, BBI3IOpPOBeBIne u yMmepiiue. [Ipu 3ToM Bpemsi npebbIBaHusT B
rpynnax KOHTAaKTHBIX 1 60.}'[]3HI:.IX CUIUTaCTCA OIrPAaHUYICHHDBIM. COI‘J’IaCHO ,ZLOHyH_LeHI/IEIM, IPUHATHIM
B MOJIEJISAX, BOCIIPUUMYUBBII MOXKET BOINTH B KOHTAKT ¢ OOJIbHBIM, IIepeiijist B IPYIITY KOHTAKTHBIX,
a TaKkyKe BAaKIMHUPOBATDLCS, MOCJE Uero TaKyKe BOWTU B KOHTAKT C OOJBHBIM, MEPEis B TPYIITY
KOHTAKTHBIX BaKIMHUPOBAHHBIX. KOHTAKTHBIE MOTYT 3a00JIeTh B JIIOOOW CTENEHU THAXKECTH WU
e 3a00/1eTh, BEPHYBIINCH B TPYIIY BOCHPUUMYUBLIX. KOHTAKTHBIN BOCHPUUMYHUBLIN MO0 HE
3ab0s1eBaeT, JIMOO CTAHOBUTCS HEBBLISIBJIEHHBIM WM U30JIMPOBAHHBIM OOIbHBIM. KarK bt 60abHOM
MOKET BBI3JIOPOBETH. ¥ HEBBISIBJIEHHOIO OOJIBHOI'O MOTYT TOSIBUTbCSI CUMIITOMBI OOJIE3HU, B
pe3ybTaTe Yero OH MEPEXOUT B TPYIITY M30JUPOBAHHLIXK. V30MMpOBaHHbBINH OOIHHON MOXKET OBITD
TOCITUTAJIM3UPOBAH, & TOCIUTAJIM3UPOBAHHBIN — yMEPETh. B JINCKPETHON MOJIY/IN PACCMATPUBAIOT-
Cda TUCKPETHbIEC KOJIMYECTBEHHbBIEC JTaHHBbIE 110 KazKJIOMY JIHIO SIIUJIEMUU, B HereprBHOﬁ, JaHHbIC
[TOKA3ATEN CYUTAIOTCS HENPEPBhIBHBIMUA (DYHKIUAMU. B cTraTbe NPOBOJUTCH KAdeCTBEHHBIH U
KOJIMYECTBEHHBIII aHaJIN3 peajraraeMbIX MO,HGIIQfI. I/ICC.J'IQ,ZLyeTCSI BJIMsdHNE BCeX ITapaMeTpOB Ha
HCCJIeIyeMBblii IIPOILeCC.

KiroueBbie ciioBa: mareMaTHIecKast MOIEJIb, SIMNIAEMUA, BAKIITMHAIIA.

1 Introduction

The development of the COVID-19 pandemic has largely updated the development of
mathematical models of epidemic development. The first application of mathematical
methods in the analysis of epidemics is associated with the works of outstanding
mathematicians of the second half of the 18th and early 19th centuries D. Bernoulli, 1.
Lambert, P.S. Laplace. Modern mathematical models of epidemiology go back to the work
of R. Ross, published in 1911, on the study of the spread of malaria [1] and, to an even
greater extent, to the SIR model proposed in 1927 by W. Kermack and A. McKendrick [2].
This model is based on the division of the entire population into three compartments of
susceptible, infected and recovered. The model is a system of non-linear differential equations
and describes the change in the number of these population compartments over time.

The main drawback of the SIR model is that it does not take into account the presence
of an incubation period, i.e. it assumes that a person who has had contact with a sick person
immediately falls ill. To eliminate it the SEIR model was proposed, in which a compartment of
exposed was added, see, for example, [3]. Thus, in the process of infection, a person susceptible
to the disease first becomes exposed and only then becomes infected. There are a significant
number of SEIR model modifications. Thus, the SEIRD model additionally includes a
compartment of deceased [4,5|. In the MSEIR model in addition to the compartments of the
SEIR model, people endowed with immunity from birth (maternally derived immunity) are
added [6]. In [7], a model which additionally takes into account patients in whom the disease
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proceeds in an asymptomatic form (asymptomatic) is considered. The SEIRHCD model also
has compartments of hospitalized and critical patients [8,9]. Along with continuous models,
discrete models, in which time is an integer variable, are also considered, see, for example, [10].

These models do not take into account the limited stay in exposed and infected
compartments. In particular, any person who has been in contact with a sick person, after
some time, will most likely either get sick or not get sick, which means that they will
certainly leave the exposed compartment. Anyone who falls ill after some time will surely
either recover or die, i.e. will definitely leave the compartment of infected. This shortcoming
is overwhelmed in [8,9, 11] for continuous systems and in [11-13| for discrete systems.
There are also models that take into account the vaccination of the population [14-22].
In this case, vaccination is considered at certain points in time (impulsive vaccination), as
well as vaccination of newborns. Here, vaccinated susceptible people go directly into the
compartment of recovered, see [15-18]. In the SIRV model [19], the vaccinated are treated
as an independent compartment. The SEIRV model also uses a separate compartment of
vaccinated people, some of whom may become infected in the future, and birth and natural
mortality are also taken into account [20]. In [21], a model is proposed in which there is
an additional compartment of people in quarantine. [22| explores the SUIHTER model,
which also includes compartment of asymptomatic and hospitalized patients, and separately
considers people received one and two doses of the vaccine.

This paper proposes discrete and continuous models for the development of the epidemic,
providing for vaccination and limited time spent in compartments, which are a generalization
of the models described in [11]| for the case of vaccination. They assume the division of
the entire population into nine compartments: susceptible, exposed, vaccinated, contact
vaccinated, undetected, isolated and hospitalized patients, as well as recovered and deceased.
A qualitative and quantitative analysis of the models is carried out. The influence of various
parameters of the system on the process is investigated.

2 Description of models

An isolated population under the conditions of an epidemic is considered. The entire
population is divided into the following compartments:

S: susceptible (healthy, but potentially sick);

V' vaccinated (healthy vaccinated);

E: exposed (healthy, in contact with sick);

C': contact vaccinated (vaccinated, who were in contact with patients);

U: undetected (infected with an asymptomatic course of the disease and mildly ill with
an undiagnosed disease);

I: isolated (patients in a mild form, undergoing treatment at home);
H: hospitalized (seriously ill, hospitalized);

R: recovered (recovered from illness, who do not have any signs of illness);
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D: died.

The sum of N numbers of people in all compartments is considered unchanged, i.e. natural
births and deaths are not taken into account in the model.

The change in the number of people in each compartment is carried out due to
intercompartment transitions, see Fig. 1.

compartments
S — susceptible
E —exposed
U — undetected
I — 1solated
H —hospitalized
R —recovered
D —died
V' —vaccinated
C — contact vaccinated

Figure 1: Graph of intercompartment transitions.

According to the accepted assumptions, a susceptible person can come into contact with
the patient by moving to the exposed compartment, and also be vaccinated. A vaccinated
person can also encounter a sick person and move into compartment of contact vaccinated
people. The exposed may become ill in any degree of severity or not get ill, returning to
the susceptible compartment. A contact vaccinated either does not become ill or becomes
undetected or isolated sick. Every patient can recover. An undiagnosed patient may develop
symptoms of the disease moving into the isolated compartment in result. An isolated patient
may be hospitalized, and a hospitalized patient may die.

The number of days spent in all compartments of contact and patients is considered fixed
and is indicated as follows n., n., n,, n; and ny, where the index corresponds to the name
of the compartment (the first letter of the compartment name). For vaccinated contacts, the
time spent in the compartment is assumed to be the same as for unvaccinated contacts, i.e.
n. = n.. At the end of the time spent in the compartment, each person in it goes into one of
the possible compartments in accordance with the above figure. In this case, p,s denotes the
proportion of people in the compartment indicated as « passing into the compartment 3. In
this case, the conditions

Z paﬁ = 1Va,
B

where the sum is taken over all compartments [, to which you can go from the
compartment a.
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Sources of infection are people in undetected (to a greater extent) and isolated (to a
lesser extent) compartments, but not hospitalized. The degree of infectivity is described by
the coefficients of contagiousness k, and k; undetected and isolated patients, and k, > k;.
Vaccination of the population is characterized by the rate of vaccination v.

The mathematical model of the process is a system of equations for the number of people
in each compartment that changes over time. In this case, the number of people in each
compartment is indicated by the first letter of the compartment name, i.e. S, V', etc. These
quantities are functions of a continuous argument ¢ or an integer argument n, written as an
index. Thus, S, Vi, etc. characterize the number of susceptible, vaccinated, etc. at the k-th
time step (on the k-th day from the beginning of the study). In the continuous model, the
values of S(t), V(t), etc. characterize the number of susceptible, vaccinated, etc. at time ¢
(after ¢ time from the start of the study).

Let us formulate a description of the discrete model. The number of all categories of
contacts and patients at a given point in time is the sum of their numbers by the days they
were in the compartment, i.e. following equalities are true

Zy=Y 2.Z=ECUTILH, (1)

j=1

where zi denotes the number of people in compartment Z at time k on the j-th day of being
in this compartment. Here, any compartment of exposed and patients is chosen as 7, i.e. Z
can take the values F, C, U, I, H. In this case, each member of Z of the j-th day of being
in this compartment passes to the category of the j 4 1st day of being in the compartment
every day, if this was not the last day of being in the compartment, which corresponds to the
equalities

ziﬂ:zi,j:2,...,nz—1,z:e,c,u,i,h. (2)
The susceptible number on the following day is equal to the susceptible number on the
previous day minus the number of those vaccinated on that day, minus the susceptible number
who contacted infection on that day, plus the number of contacts of the last day of stay in the
exposed compartment who did not get infected. At the same time, the vaccinated number
is directly proportional to the susceptible number, and the susceptible number contacted
with infection is directly proportional to the susceptible number, as well as the number of
undetected and isolated patients who are sources of infection. As a result, we obtain the
equality

kU + Eily,

Sk41 =Sk —vSk — N

Sk + Des€r”. (3)
The division by the size of the entire population is carried out for reasons of normalization
(otherwise, the numbers of two compartments, which are sufficiently large values, are
multiplied).
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The vaccinated number on the following day is equal to the vaccinated number on the
previous day plus the number of new susceptible people who were vaccinated that day minus
the number of vaccinated people contacted with infection on that day plus the number of
people on the last day of stay in the contact vaccinated compartment who did not get infected.
The corresponding quantities are determined in the same way as in the previous formula. As
a result, we obtain the equality

kE Uy + ki1,

Viepr = Vi + 0S5, — N

Vi + DeuCr”. (4)

The number of all people in compartments of exposed and infected patients on the next
day is equal to their number on the previous day plus the number of people who entered this
compartment this day, minus the number of people who left the compartment the previous
day

Zk+1:Zk+Zli+1_ZIZLZ7 Z:E707U7]>H' (5)

The recovery number of at the next time point is equal to their number on the previous
day plus the number of patients of all compartments who recovered on the previous day.

Rk+1 = Rk + puruza + pr?]zZ + ph?‘hzh‘ (6)

The death number at a subsequent point in time is equal to their number on the previous
day plus the number of people that died on this day

Dyy1 = Ry + prah". (7)

The number of new exposed (exposed of the first day of being in the compartment), both
unvaccinated and vaccinated, is exactly equal to the number, respectively, susceptible and
vaccinated, who had contact with patients on the previous day

S, Vi
by = (kuUp + ki) 25 b = (kuUp + ki)~ (8)
N N
The number of new undetected is the sum of both exposed compartments of the last day
of being in the compartment, who fell ill with an undetected form of the disease

u11c+1 = peuezﬁ + PcuCZC~ (9)

The number of new isolated patients is the sum of the number of both exposed
compartments of the last day being in the compartment who fell ill with an isolated form of
the disease, and the number of undetected contacts of the last day being in the compartment
in whom the disease was detected



90 Mathematical modeling of the epidemic development . ..

Z.]];;+1 = peie?]z‘3 + pciczc + puzuzu (10)

The number of new hospitalized patients is the sum of exposed and isolated patients of
the last day of being in the compartment, in which the disease turned into a severe form, as
a result of which they were hospitalized

hllg+1 = peheze + pzhlzl (11)

The initial states of the system Sy, Ey, Uy, Vo, Co, Iy, Hy, Ry, Do are known, and the
distribution of all forms of exposed and patients at the initial moment of time by days of
being in compartments is considered uniform, i.e. taken according equalities

zg =Zo/n,, j=1,..,n,, z=¢e,c,u,i,h. (12)

Relations (1) - (12) constitute a discrete model of the process under study.

Let us proceed to the description of the corresponding continuous model. The change
in the number of susceptible people is its decrease due to vaccination and the fact that a
certain number of susceptible people contacted with infection, and an increase, since some
of the exposed do not get sick. At the same time, the new vaccinated number is directly
proportional to the susceptible number and the number of susceptible who became exposed
is directly proportional to the susceptible number, as well as the number of undetected and
isolated patients. The number of non-diseased exposed is proportional to the exposed number
and inversely proportional to the number of days spent in the exposed compartment. As a
result, we obtain the equation

%,Et) _uS(t) - /7<:uU(t)]\J[r k:z-l(t)S@) +pesE(:). (13

The change in the vaccinated number is its decrease due to the fact that some part of
the vaccinated who contacted with patients, and the increase due to vaccination and the fact
that part of the contact vaccinated people does not get sick. The corresponding quantities are
determined in the same way as in the previous formula. As a result, we obtain the equality

dv (1)
Cdt

k U(t) + kif(t)v(t) 4+, S0 (14)

=vS(t) — N o

The change in the number of contacts, both unvaccinated and vaccinated, increases due
to, respectively, susceptible and vaccinated, who had contact with patients, and decreases
due to the limited time spent in these compartments. Thus, we have the equalities

dBE(t)  kU(t) + k(t)
T (15)
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dC(t)  kU(t) + kI(t)
dt N Vit - Ne

(16)

The number of undetected patients increases due to the disease of both exposed
compartments and decreases due to the limited time spent in this compartment:

dUCVi—it) = peu‘E;z(t) +pcuC(t> - M

e C nu

(17)

The number of isolated patients increases due to the disease of both exposed
compartments and the detection of the disease in some of the undetected and decreases
due to the limited time spent in this compartment:

d;(tt) ei En(:) + Pei C;L(ct) + Dui (/;;j) - IZ) (18)

The number of hospitalized increases due to infection of people in exposed compartment
in a severe form and the hospitalization of a part of the isolated ones and decreases due to
the limited time spent in this compartment:

dl;]_ft) = Peh E;(:) + Din IS) - }‘;(;) (19)

The number of recovered patients is increasing due to the recovery of patients of all
categories:

dR(t Ut I(t H(t
Ny n; np,

The number of deaths increases due to the death of a part of the hospitalized:

dD(t)  H(t)
7 = Phd nn (21)

The initial states of the system Sy, Ey, Uy, Vo, Co, Iy, Hy, Ry, Dy are known, i.e. the
following equalities hold

Z(0) = Zy. (22)

where Z = S,E,U,V,C,I,H,R,D. The system of differential equations (13) — (21) with
initial conditions (22) constitutes a continuous model of the system.
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3 Analysis of mathematical models

Let us establish the simplest qualitative properties of the models under consideration. The
discrete model is characterized by the following statement.

Theorem 1. For any wvalues of the parameters, the system has a unique equilibrium
position, and the limiting values of the numbers of all categories of exposed and infected
people are equal to zero, and the functions R and D are increasing.

To prove it, it suffices to pass to the limit in recurrence relations (3) — (7), taking into
account that the sequences {Z;} and {Z; 1} have the same limit. At the same time, the zero
limit values of the numbers of all categories of exposed and patients indicate the end of the
epidemic. The monotonicity of the functions R and D (growth in the number of recovered
and deceased) is due to the negativity of all expressions on the right side of equalities (6)
and (7).

Theorem 2. For any values of the system parameters, problem (13) - (22) has a unique
equilibrium position, and the limiting values of the numbers of all categories of contact and
patients is equal to zero, and the functions R and D are increasing.

To prove it, it suffices to equate all derivatives to zero in differential equations (13) - (21).
The results obtained indicate that the qualitative properties of the continuous and discrete
models generally coincide.

The quantitative analysis of both models was carried out at the same parameter values,
and the continuous model was implemented using the 4th order Runge - Kutta method. In
doing so, the following numbers of days spent in compartments have been taken:n, = 14, n, =
3,n; =5,n, =7,n.=n, = 7. The coefficients of the equations take the following values: k, =
3.180, k; = 0.171, pes = 0.679, pey, = 0.154, pe; = 0.145, pep, = 0.022, peyy = 0.9, pey, = 0.05, pei =
0.05, pui = 0.03,pyr = 0.97,ps, = 0.021, p;, = 0.979, pp,, = 0.982, ppg = 0.018,v = 0.0005.
The calculations were carried out at the initial stage of the epidemic, and N = 18699640,
which corresponded to the population of Kazakhstan at the time of the start of the COVID-
19 epidemic. In addition, it was assumed that at the initial moment of time there are 140
contact people, and all the rest are susceptible. Graphs of the obtained solutions are shown
in Fig. 2, where the red curves correspond to the discrete model, and the blue curves to the
continuous one.

Based on the results obtained, the following conclusions can be made. The qualitative
properties of the solutions of both models are almost the same, and the corresponding
functions for the continuous model are smoother. For some time, the number of exposed
and patients has been growing. Then the epidemic reaches its peak, after which the incidence
decreases. Over time, the system is observed to reach a position of equilibrium, and the
number of all compartments of exposed and patients tends to zero, which corresponds to
the end of the epidemic. The susceptible number decreases monotonously as more and more
people get sick or get vaccinated over time. The number of vaccinated, recovered and dead
people is gradually increasing, which is quite natural, since the vaccinated people will no
longer become usually susceptible, the recovered acquire immunity.

Table. 1 shows the most important quantitative characteristics corresponding to the
selected computation variant. According to the results obtained, the general characteristics
of the discrete and continuous models are approximately the same. However, for the discrete
model, the epidemic proceeds somewhat less intensively than for the continuous model. In
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Figure 2: System states for discrete (red) and continuous (blue) models.

particular, the duration of the epidemic is shorter (by about two months), the time of the
peak of the epidemic comes later (almost a month), the total number of cases and deaths
is slightly less. However, the observed difference is insignificant, as a result of which we can
conclude that the considered models are equivalent.

Let us now estimate the influence of system parameters on the considered process. Each
of the tables below shows the values of the most important characteristics of the system for
three counting options. The first of them corresponds to the main variant of the computation
given above, and the next two correspond to the specified parameter, increased and decreased
by some value.

Table. 2 evaluates the impact of the coefficient of contagiousness of undiagnosed patients.
It turns out to be about the same for both models. In particular, an increase in the
contagiousness coefficient leads to a reduction in the duration of the epidemic and the
time it takes to reach its peak, as well as an increase in the number of simultaneously ill
people, the total number of ill people and deaths. Such changes indicate a greater intensity
of the epidemic development, which seems quite logical. At the same time, the percentage of
recovered and dead people remains unchanged, since these characteristics are determined by
the transition coefficients in the compartments of patients. Comparing the degree of influence
of the parameter on the models under consideration, we note, for example, that an increase
(respectively, a decrease) in the coefficient by 10% leads to a decrease in the duration of the
epidemic by 11.8% for the discrete model and 11.6% for the continuous model (respectively,
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Table 1: The most important quantitative characteristics of the system

Discrete model | continuous model
Epidemic end time 1101 1154
Peak time of the epidemic 442 419
. 7284183
o .
Total number of cases and % of the total population (38.95%)
7274363 7456303
The total number of recovered and % of the total number of cases (99.87%) (39.93%)
9546 9822
The total number of deaths and % of the total number of cases (0.13%) (0.13%)
. . . 163412 154790
The maximum number of patients at the same time (0.87%) (0.83%)

an increase of 20.5% for the discrete model and 20.4% for the continuous model). At the same
time, the total number of cases increases by 21.3% for the discrete model and 21.2% for the
continuous model (respectively, it decreases by 32.2% for the discrete model and by 32.4%
for the continuous model). Thus, the degree of influence of the parameter on both models is
almost the same.

Table 2: Influence of the coefficient of contagiousness of undiagnosed patients

Parameter Evidemic end time Peak time Total number of cases
ku p of the epidemic and % of the population
Discrete | continuous | Discrete | continuous | Discrete | continuous

7284183 | 7466126

3.18 1101 1154 442 419 (38.95%) | (39.93%)
8833599 | 9047409

3.48 972 1020 377 344 (47.24%) | (48.38%)
4939864 | 5049614

2.88 1327 1389 571 547 (26.42%) | (27%)

Table 3 shows the results of assessing the impact of the contagiousness coefficient of
isolated patients with an increase and decrease in this parameter by 58.8%. With its increase,
there is a decrease in the duration of the epidemic and the time it takes to reach its peak, with
an increase in the total number of cases of simultaneously infected, the percentage of recovered
and dead remains unchanged. However, with the indicated increase (respectively, decrease) in
the contagiousness coefficient of isolated patients, there is a reduction in the duration of the
epidemic by 6.8% for the discrete model and by 6.5% for the continuous model (respectively,
it increases by 9.1% for the discrete model and by 8.8% for the continuous model). Under the
same conditions, there is an increase in the death number by 13.1% for the discrete model and
by 13.0% for the continuous model (respectively, a decrease of 16.1% for the discrete model
and 16.0% for continuous model). The weaker effect on the process of the contagiousness
coefficient of isolated patients compared to the similar coefficient for unidentified patients
is explained by the fact that isolated patients are a significantly less important source of
infection compared to unidentified ones.

Table. 4 examines the effect of the recovering proportion of hospitalized patients when it
changes by 1.5%. This parameter does not affect the duration of the epidemic, the time of its
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Table 3: Influence of the contagiousness coefficient of isolated patients

Parameter Evidemic end time Peak time Total number of cases
ku p of the epidemic and % of the population
Discrete | continuous | Discrete | continuous | Discrete | continuous

7284183 | 7466126

0.171 1101 1154 442 419 (38.95%) | (39.93%)
8187581 | 8384067

0.271 1026 1079 410 376 (43.78%) | (44.84%)
6160891 | 6322669

0.071 1201 1255 505 474 (32.95%) | (33.81%)

peak, the total number of cases and the maximum number of cases at a time, since it only
applies to those patients who have already been hospitalized. Thus, it can only influence the
ratio between the recovered and the dead. In particular, an increase (respectively, a decrease)
in this parameter leads to a decrease (respectively, an increase) in the number of deaths by
83.3% for both models. It is clear that a reduction in the death number by a certain amount
means an increase in the recovered number by the same amount.

Table 4: Influence of recovering rate of hospitalized patients

Parameter | The total number of recovered The total number of deaths
Dhr and % of the total number of cases | and % of the total number of cases
Discrete | continuous Discrete | continuous
0.982 7274636 | 7456303 9546 9822
' (99.87%) | (99.87%) (0.13%) | (0.13%)
0.997 7282592 | 7464489 1591 1637
(99.98%) | (99.98%) (0.02%) | (0.02%)
0.967 7266681 | 7448118 17501 18007
' (99.76%) | (99.76%) (0.24%) | (0.24%)

Table. 5 examines the impact of the proportion of isolated patients who were hospitalized,
with a change of 71.4%. This parameter does not affect the duration of the epidemic and the
time of its peak, as well as the total number of cases, however, it affects the further fate of
the patient. In particular, an increase (respectively, a decrease) in this parameter indicates
a more severe (respectively, milder) course of the epidemic. This is reflected in the fact that
the number of deaths increased by 9.7% for the discrete model and 9.6% for the continuous
model (respectively, it decreased by 9.7% for both models).

Table. 6 assesses the impact of the proportion of undetected patients who subsequently
developed symptoms of the disease and were isolated. A change in this parameter slightly
affects the duration of the epidemic, the maximum number of patients at a time, as well as the
proportion of recovered and dead. With an increase (respectively, decrease) of this parameter
by 66.7%, there is an increase (respectively, a decrease) in the total number of cases by 0.5%
for both models. At the same time, the number of deaths increases (respectively, decreases)
by 0.8% for both models.

Table. 7 examines the effect of the proportion of contact vaccinated pcv who do not
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Table 5: Influence of isolated patients proportion who were hospitalized

Parameter | The total number of recovered The total number of deaths
Din and % of the total number of cases | and % of the total number of cases
Discrete | continuous Discrete | continuous
0.021 7274636 | 7456303 9546 9822
' (99.87%) | (99.87%) (0.13%) | (0.13%)
0.036 7273712 | 7455356 10471 10769
(99.86%) | (99.86%) (0.14%) | (0.14%)
0.006 7275561 | 7457251 8621 8874
' (99.88%) | (99.88%) (0.12%) | (0.12%)

Table 6: Impact of the proportion of undetected patients who were isolated

Parameter | Total number of cases The total number of recovered The total number of deaths
Dui and % of the population | and % of the total number of cases | and % of the total number of cases
Discrete | continuous Discrete | continuous Discrete | continuous
0.03 728418‘53 7466126 7274636 7456303 9546 9822
' (38.95%) | (39.93%) (99.87%) | (99.87%) (0.13%) | (0.13%)
0.05 7318481 | 7500949 7308861 7491052 9620 9897
' (39.14%) | (40.11%) (99.87%) | (99.87%) (0.13%) | (0.13%)
0.01 7249636 | 7431047 7240163 | 7421300 9472 9746
' (38.77%) | (39.74%) (99.87%) | (99.87%) (0.13%) | (0.13%)

become ill. This value does not affect the temporal characteristics of the epidemic, as well
as the percentage of recovered and dead, but affects their number. In particular, with an
increase (respectively, decrease) in this value by 3.3%, the number of cases decreases by 2.9%
for the discrete model and 2.8% for the continuous model (respectively, an increase of 2.8%
for the discrete model and 2.7% for the continuous model). This is explained by the fact that
with such a change, the number of cases among those who have been vaccinated decreases
(respectively, increases). As a result, the number of recovered and dead people also decreases
(respectively, increases).

Table 7: Impact of the proportion of contact vaccinated who did not infected

Parameter | Total number of cases The total number of recovered The total number of deaths
Pew and % of the population | and % of the total number of cases | and % of the total number of cases
Discrete | continuous Discrete | continuous Discrete | continuous
0.90 7284183 | 7466126 7274636 | 7456303 9546 ] 9822
' (38.95%) | (39.93%) (99.87%) | (99.87%) (0.13%) | (0.13%)
0.93 7071716 | 7260647 7062295 | 7250946 9421 9701
' (37.82%) | (38.83%) (99.87%) | (99.87%) (0.13%) | (0.13%)
0.87 7486743 | 7661702 7477078 | 7651766 9665 9936
' (40.04%) | (40.97%) (99.87%) | (99.87%) (0.13%) | (0.13%)

Table. 8 evaluates the impact of the exposed compartment proportion who did not
infected. An increase in this parameter leads to an increase in the duration of the epidemic and
the time it takes to reach its peak and a decrease in the number of ill, and therefore recovered
and died. This suggests that with less infection, the epidemic becomes less intense, i.e. its
terms are stretched, and fewer people get infected overall. In particular, with an increase
(respectively, decrease) of this parameter by 1.5%, the duration of the epidemic increases by
12.5% for the discrete model and 13.3% for the continuous model (respectively, a decrease of
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9.6% for the discrete model and 9.4% for the continuous model). Under the same conditions,
there is a decrease in the number of cases by 19.2% for the discrete model and 19.3% for
the continuous model (respectively, an increase of 15.1% for both models). Roughly the same
effect has the proportion of exposed that get infected and isolated.

Table 8: Impact of the proportion of exposed who do not get sick

Parameter Enidemi d ti Peak time Total number of cases
Des piaemic end time | e e epidemic and % of the population
Discrete | continuous | Discrete | continuous | Discrete | continuous

5887261 | 6024809

0.679 1101 | 1154 44249 (31.48%) | (32.22%)
8385774 | 8596170

0.689 1249 | 1307 522 497 (44.84%) | (45.97%)
5887261 | 6024809

0.669 996 1045 393 | 363 (31.48%) | (32.22%)

Table. 9 evaluates the impact of the rate of vaccination on the overall process. An increase
in this parameter leads to an increase in the duration of the epidemic and the time of its peak
and a significant reduction in the total number of cases and those who are simultaneously ill,
with a slight decrease in mortality. In particular, with an increase (respectively, a decrease)
of this parameter by 80%, it leads to an increase in the duration of the epidemic by 5% for a
discrete model and by 4% for a continuous model (respectively, a decrease in the duration of
an epidemic by 1.6% for a discrete model and by 0.3% for a continuous model). At the same
time, the total number of cases decreases by 36.8% for the discrete model and by 34.9% for
the continuous one (respectively, the total number of cases increases by 32.4% for the discrete
model and by 30.3% for the continuous model). The number of deaths is reduced by 41.2%
for the discrete model and 39.3% for the continuous model (respectively, increases by 40.6%
for the discrete model and 37.9% for the continuous model). The results obtained indicate
the extreme importance of maintaining a high rate of vaccination of the population.

Table 9: Impact of vaccination rate

Parameter Epidemic end time The total number of deaths Total number of cases
v p and % of the total number of cases | and % of the population
Discrete | continuous | Discrete | continuous Discrete | continuous

7284183 | 7466126 9546 9822

00005 101 1154 (38.95%) | (39.93%) (0.13%) | (0.13%)
4601617 | 4857401 5610 5961

0.0009 157 1201 (24.61%) | (25.98%) (0.12%) | (0.12%)
9645972 | 9730947 13420 13548

0.0001 1083 | 1151 (51.58%) | (52.04%) (0.14%) | (0.14%)

4 Conclusion

The results obtained indicate a fairly high efficiency of the proposed models and can be used
to predict the development of epidemics. In this case, in each specific case, the system is first
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identified based on the available statistical information, after which the forecasting problem
is solved. For models of epidemic development in the absence of vaccination, this procedure
is implemented in [5,9,11].

Further refinement of the models can be carried out by considering the possibility of re-
infection of those who have been ill due to the mutation of the virus and the gradual decrease
of immunity in recovered people, as well as the limited duration of the vaccine. In this case
all considered population compartments are preserved, but intercompartment transitions are
added, taking into account the possibility of transition from the compartments of recovered
and vaccinated to the susceptible compartment.
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