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MaremaTuka Maremaruka Mathematics
IRSTT 27.31.21 DOTI: https://doi.org,/10.26577/IJMMCS.2022.v115.i3.01

S.E. Aitzhanov!*~—, J. Ferreira> —, K.A. Zhalgassova?®
L Al-Farabi Kazakh National University, Kazakhstan, Almaty
2Federal University of Fluminense, Brazil, Volta Redonda
3 M.Auezov South Kazakhstan University, Kazakhstan, Shymkent
*e-mail: aitzhanovserik81@gmail.com

SOLVABILITY OF THE INVERSE PROBLEM FOR THE
PSEUDOHYPERBOLIC EQUATION

This paper investigates the solvability of the inverse problem of finding a solution and an unknown
coefficient in a pseudohyperbolic equation known as the Klein-Gordon equation. A distinctive
feature of the given problem is that the unknown coefficient is a function that depends only
on the time variable. The problem is considered in the cylinder, the conditions of the usual
initial-boundary value problem are set. The integral overdetermination condition is used as an
additional condition. In this paper, the inverse problem is reduced to an equivalent problem for
the loaded nonlinear pseudohyperbolic equation. Such equations belong to the class of partial
differential equations, not resolved with respect to the highest time derivative, and they are also
called composite type equations. The proof uses the Galerkin method and the compactness method
(using the obtained a priori estimates). For the problem under study, the authors prove existence
and uniqueness theorems for the solution in appropriate classes.

Key words: Pseudohyperbolic equation, inverse problem, Klein-Gordon equation, Galerkin
method, compactness method, existence, uniqueness.

C.E. Airrxanos!*, 2K. @eppeiipa?, K.A. YKanaracosa®

191-Dapabu arsigars: Kasax yirrsk yausepenreri, Kazakcran, AjMarTs! K.
2@ momunenc Pesepan ynusepcureri, Bpasunus, Boibra-Peona .
3M.Oyeszos arpimarsr Oxrycrik Kasaxceran yuusepcureri, Kazaxcran, IIIeiMKenT .

*e-mail: aitzhanovserik81@gmail.com
IlceBmorunepb6oJsianbIK TEHAEY YIIH Kepi ecenTiH mremrimaigiri

Maxkasama Keitn-I'opmon Teneyi seren armer 6erisi meeBaorunepooIaablik, TeHIeY i H MerTiMiH
JK9He OH, KaK KodddurnuenTin taby kepi ecebdi 3eprresneai. By ecern i3meninai koaddbunmenTTiy
TEeK yaKbITTaH Toyesyli (DYHKIHs OOJIYBIMEH epeKInesieHe i. Keen MuImHIp/IiK aiMakTa KapacThbl-
PBLIAJIBI, dJIeTTeriieil 6acTalKbI-IIeTTIK eCeNTiH, IMmapTTapbl KOibLIaabl. KockiMima mapT peride
MHTETPAJIIALIK, TYPIETi apThIK, aHBIKTAJFAH MapT OepiareH. Byir skyMbicTa Kepi ecell »KYyKTeJreH
CBIBBIKTBIK, eMeC TICEeBIOTUIIEPOOIAIBIK TEHAEY YIMH KOWBLIFAH SKBUBAJIEHTTI €CemKe KeJITipiiesmi.
Mymnmait TeHeyIep yakbIT OONBIHITIA €H XKOFapbl TYBIH/IBIFA KATHICTHI IIEITiIMereH 1epoec TybIH-
JbLIBL i depeHInaliIbIK TeHIeyJep KIachblHa YKAaTa bl KOHE OJIap/bl KypaMa THUIITI TeHIEYJIep
nen te araibigel. Honenpeyne Fanepkun omici xKoHe KOMIAKT dJici (apuopJbiK, Garajayiap aJry
APKBLIIBI) KOJIAHBLIAbL. 2 yMBICTa 3ePTTEJIIN OTBIPFAH €CENTiH, CofiKec KJacTaparbl MIeNiMHIH
6ap OoJIy JKoHE >KAJFBI3IBbIK, TEOPEMAIAPHI JIJIEIIECHE ).

Tyitin ce3nep: Ilcesmorunepbonannik Teraey, kepi ecen, Kneita-T'opaon Temmeyi, ['agepkun omici,
KOMIIAKT 9/Iici, MenTiMHiH 6ap OOJIybI KOHE YKAJFBI3/IBIFbI.

© 2022 Al-Farabi Kazakh National University
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4 Solvability of the inverse problem for ...
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PaspemnmmmMmocTs 06paTHON 3aga4m AJisT IICEBAOTUIIEPOOINYIECKOTO YPaBHEHMUS

Uccmenyercst pa3pemnMocTb 0OpATHON 3a1a91 HAXOXKIEHUS PEIIeHN U HEM3BECTHOro Kodhdu-
[IHEHTA B IICEBJIOTUIEPOOTNIeCKOM YPAaBHEHNH, U3BECTHOIO KakK ypasHenue Kieitna-Topgaona. Or-
JITIATETHHOU OCOOEHHOCTHIO M3YydaeMOil 33JIa9d sIBJISIETCS TO, UTO HEM3BECTHBINA KO3 duimeHT
sIBJISIeTCsl (DyHKIMEl, 3aBUCHIIE JIMIIb OT BPEMEHHOI IepeMeHHON. 3ajjada pacCMaTpPUBAETCS B
IUJIAHIPUYIECKO 00/IacTH, 3a/1al0TCs YCJIOBUSI OOBIYHON HadaIbHO-KPaeBOi 3aja4dn. B kadecTBe
JIOMOJTHUTETHHOTO YCJIOBUST HUCIOJIB3YETCsS YCJIOBHE WHTErPAJIBLHOIO Iepeorpesesenns. B pabore
obparHas 3aJada CBOJUTCS K IKBUBAJCHTHON 3ajade JJIs HATPYKEHHOTO HEJMHEIHOTO IICeBIT0-
runepbontTeckoro ypasaenus. 11om00HbIe ypaBHEHUsT OTHOCATCS K Kjaaccy AuddepeHIna bHbIX
YPaBHEHUIl B YaCTHBIX [IPOM3BOJIHBIX, HE Pa3pellleHHble OTHOCUTEIFHO CTapIleil IIPOU3BOJIHON 110
BPEMEHU U OHU TaKXKe Ha3bIBAIOTCSl YPaBHEHUsIMU COCTABHOrO Tuia. [Ipu mokasaresibcTBe IpuMe-
HAIOTCsT MeToJ| ['ajlepKuHa U MeToJ[ KOMIAKTHOCTHU (C UCIOJIB30BAHUEM IOJIYYEHHBIX AIPUOPHBIX
oteHok ). s u3yyaemoil 3a7a4u aBTOPbI JOKA3bIBAIOT TEOPEMbI CYINECTBOBAHUS U €IUHCTBEHHO-
CTH PEIIeHUs] B PACCMATPUBAEMBIX KJIACCAX.

Kuarouessbie ciioBa: Ilcesnorunepbonmieckoe ypaBHeHue, oopaTHas 3ajatia, ypapaenue Kieiina-
lopmona, meron [asepkuHa, METO, KOMIIAKTHOCTH, CYIIIECTBOBAHKE, €IMHCTBEHHOCTD.

1 Introduction

The work is devoted to the study of the solvability of the inverse problem of reCIovering an
external influence in the pseudohyperbolic equation known as the Klein-Gordon equation.
Nowadays, inverse problems have become a powerful and rapidly developing field of
knowledge, penetrating almost all areas of mathematics. Similar inverse problems arise
naturally in the mathematical modeling of certain processes occurring in the media with
unknown characteristics. Since it is the characteristics of the medium that determine the
coefficients of the corresponding differential equation or the coefficients of the external
influence. The Klein-Gordon equation plays an important role in mathematical physics. This
equation is used in modeling various phenomena of relativistic quantum mechanics 1] and
nonlinear optics, in studying the behavior of elementary particles and dislocation propagation
in crystals, as well as in studying nonlinear wave equations [2]|. For such equations, many
problems have been investigated in different formulations by various methods [3]-[14].

In this paper, the inverse problem under study is reduced to an equivalent problem for
the loaded nonlinear pseudohyperbolic equation. Pseudohyperbolic equations belong to the
class of partial differential equations, not solved with respect to the highest time derivative,
and they are also known as composite type equations. Initial-boundary value problems for
linear and nonlinear pseudohyperbolic equations were studied in various works [15]-[20].
Moreover, it is necessary to note the works [21]-[25], where studied the qualitative properties
of solutions of inverse problems for hyperbolic type equations.

In the cylinder Qr = {(z,t) : v € Q, 0 <t < T} we consider the inverse problem of
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reClovering the right-hand side of the Klein-Gordon equation
= xDu— (g + ay [VullZg ) At 2 = b, Olul2ut F(Oh(, ), (2,) € Qr, (1)
with initial conditions
w(z,0) = ug(x), u(x,0)=wui(z), x€Q, (2)
the boundary condition
ulg =0, (3)
and the overdetermination condition

/u(m,t)w(m)dw =p(t), t € (0,7). (4)
Q
Here Q@ c RN, N > 1 is bounded area, 99 is sufficiently smooth boundary, b(z,t), h(z,t),

uo(x), ui(x), w(z), @(t) are the given functions, x, ag, a1, p, ¢ and r are positive constants.
Let the given functions of the problem — satisfy the conditions

w € LQ(Q)HV([)/QZ(Q)7 (5)
h(z,t) € CHQr), hi(t) = [ h(z, t)w(x)de #0, Vi e [0,T],

2 Materials and methods

2.1 The Equivalent Problem

Lemma 1. The problem (I)-(4) is equivalent to the next problem for nonlinear
pseudoparabolic equation containing nonlinear nonlocal operator from function wu(z, t)

Ugg— X Auy— <a0 + ay HVUH;TQ) Aut|ug |7 2wy = b, t)|ulPPut+F(t, u)h(z,t), ©€Q, t>0,

(7)

u(x,0) =up(x), v€Q, ulg=0. (8)

Here
F(tu) = 4 (t) (go”(t) + x [ Vu,Vwdz + (ao +a; HVquTQ) [ VuVwdz+
) 0

+ [ w2 upwdx — fb(x,t)|u|p_2uwdx> :
Q Q
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Proof. Indeed, it follows from equation that

[ (we — xAuy)wdz — <ao + ay ||Vu||§rﬂ> [ Auwdz—
Q Q

— Jo, b, t)|uPPuwds = ({ F)h(z, twdz, (10)

next, if conditions and are performed, then

F(t,u) = #(t) (Soll(t) + x [ Vu,Vwdz + (ao + a; ||Vu||§rg> [ VuVwdz+
Q Q

(11)
+ [ w2 uwdz — fb(x,t)|u|p_2uwdx) :
Q Q

Therefore, the relation @ is satisfied.

Now let us consider the problem -. If the relation @ is satisfied, then equality
obviously follows from it. Then

F(t,u) = #(t) (SDN(t) + beVutida: + (ag +a ||Vu\|§rg> S{VqudaH—
+ [ w2 uwdz — fb(:r;,t)|u|p_2uwdx) =

Q Q
- #(t) <¢”(t) - X({ Awwdr — (ao +ay ||Vu||§rﬂ> S{Auwdw%—

+ [ w2 uwdz — fb(q:,t)|u|p_2uwd:c) :
Q Q

By virtue of , we obtain that

F(t,u) = hll(t) (gp”(t) + x [ VuVwdr + (ao +a; ||VuH§TQ) [ VuVwdz — fb(x,t)|u|p_2uwdx> = J
0 0 O

" (t) — x [ Auwwdx — (ag + a ||Vu||§rg> | Auwdz — fb($,t)|u|p2uwdx) =
0 0 Q

= hll(t) <g0”(t) — [ ugwdz + [ b(x,t)|ufP Puwdz + [ f(t)h(z, t)wds — fb(a:,t)|u]p_2uwdx) :
Q Q Q 0

o"(t) — /uttwdx = 0.

Q

In this way, < ((p(t) — fuwdx) = 0. Denote by v(t) = ¢(t) — [uwdz. Then the function
Q

Q
v(t) can be found as a solution of the Cauchy problem: v”(t) = 0, v(0) = 0, v/(0) = 0.
(v(0) = 0, v'(0) = 0 follows from the matching condition (5))). The unique solution of the

problem is the function v(t) = 0, consequently, [ u(z,t)w(z)dz = ¢(t).
Q


User
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3 Existence of the solution. Galerkin approximations

Theorem 1. Let the conditions (D)), @ and 2 < p < =2 n >3 ¢>2,r > 1 are

n—2"

performed. Then there ezists the generalized solution Au, Au;, uy € Lo(Qr) of the problem
@-@-

0
Proof. Let us choose in W3 () some system of functions {¥;(z)} forming a basis in the
given space. As a basis, we can take the eigenfunctions of the Sturm-Liouville problem

AU 4+ AV =0, W[, =0.

We will look for an approximate solution of the problem (7))-(8)) in the form

U (2,1) = Conpe () Ui () (12)

k=1

m
where coefficients C,,x(t) are searched out from the relations

S Con) [ WiWida + X 3 Choi(t) [ VOV Wsde + (a0 + ar [VumllYy) [ Vi Vot
k=1 Q k=1 Q Q

+ > CL(t) f |0ty [P~2 0 U di — fb(x,t) |t [P~ 2, W = fF(t,um)\I/jdx.
k=1 Q ) Q

(13)
Umo = Um(O) = Z ka([))qjk - Z aOk\Dka
k;l k;l (14)
Ut = U, (0) = 30 Crp(0) Wi = 37 W
k=1 k=1
and besides
0
Umo — Up strongly in WZE(Q) at m — oo (15)

0
U1 — uy strongly in W}H(Q) at m — oo

Let us introduce denotations

ém = {Ci1n(2), ...,C’mm(t)}T,& = {ay, ...,am}T,akj = /\I/k\Ifjdx,bkj = X/ (VU, VU,) dz,
Q Q

fri = x [ (V0 V;) dx + (ao +ay HVumHifg) J VOV Y;dr+
Q Q

+ 3 CL () [0 [P20 0 de — [ b (2, t) |um P20 Vida + [ F(t, um) ¥ dz,
=1 Q Q Q

A, (ém) = {ajk (@n)} F, (ém, C’j'n) = {fjk (C_”m, (77’”> } C,..
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Then the system of equations and condition take the matrix form
(16)

Relations represent the Cauchy problem for the system of ordinary differential equations,
which is solvable on the segment [0, T},,]. In order to verify the existence of the solution on
[0, T'], we obtain a priori estimates.

0
Lemma 2. If u € W}(Q),1 < o < 2, then the following inequality is performed

/\um|"daz < /|u|2d;1: 072" < Cy /\u|2da:—|—x/|Vu]2da:
Q) Q Q Q

0
Lemma 3. If u € W}(Q),2 < 8 < ]\2]—]_\[2, N > 3,, then the following inequality is
performed

2(1—a)

2 B 2
lulla < C3 IVullsg lullsg ™™ < x IVullsq + o [ullzq

where Cy = (2%V:21)) , Q= (BEE)N, 0<a<l.

We multiply the equality by Cy,;(t) and summarize over j = 1,m. As a result, we
take

%i({ |0y ()| 2 + Xf 10, Vi, |*de + %4 HVUMH;Q +

- ;1+2 dt ]VumH%H +f |0y, (t)|%dx = (17)
— [0, P2 Bnde + S E(t )i
Q

We integrate with respect to 7 from 0 to ¢, then we get the relation

2 [ 10vum(t)] dm+xff|8 Vi, Pdedr + % ||Vum||2Q
Q

2r+2

||vum||2r+2 + f f |0rty, |PdxdT =
0Q

(18)
= 3 [ 100m (@, 0)Fda + [ V(2. 0) 0 + 5245 | Viem (. 0)153” +

t t
+ [ [ b(@, 7)|tm P 2umOrupdadr + [ [ F(t, up,)ho-undedr.
00 0Q
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Denote by

1

Qa
o) =5 [ 10n@Pds + 5 Va3 +

Q

V m 27’+2‘
o IVl

Estimating the right-hand side of using Lemma 2 and 3, as well as the Holder and Young
inequality, we obtain
<0

Nt [Pt Ot dxdr m[P 0 updrdr <

B (19)

t
o [l
0 Q
t on t
< 10yl (ff|um|“dxdf) (f o daar ) <
0Q

< N0rtmllzq, + Ch [Vunllig @

IN oo
X o%ﬁh
O%“O%#b\

1(7) [ 8:Vu,Vwdz hd uy,drdr| <
Q

>
—_

hll(r) HaTvumH2,Q HVWHQ,Q HhHZQ Harumuzg dr <

(VAN
[

9 2 Hh(fﬂ t)H
||87Vum||27Q dr + % ||VW||27Q sup 2 f H8 umHszT
OStST

L (ao +a; ||Vum||3fg> Jo Vun Vwdz ho uydedr| <

it (0 + a1 [Vun3,)|

odr <
t

fIIVumIIszT+aoIIVWIlmfhg 1hll5 g 10rumll5 o dr+

0

L 212 22 ||h(xt 22 ! 22
_t

ay(2r + 1)+

Cy = .
2T (2r - 2)r2

t
I e f |0t |12 0r twdx hOupdadr| <
00

t

< [
0
1
2

@ lwllga lhllog 10rum|l,g dr <

IN

ha(
t
LT
E[| Ftimlg.0 47+ Cs g sup b 2“]”& mll20

qg—1

Cg = - __1_-
a(3)"
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hi(T)

t
ff . fb 2, )| U [P 2uwdz hO Uy, dzdr| <
00 Q

lA(z,t)|l 1
< bo [wll, o sup =55 fHa U |y 0 [t q dT <
0<t<T
< h(z,t)l2.0 d ) P oq <
> O”pr@ SUPp =5 f“umH 7-_{'fH 'rumHz,Q T]=
o<t<T
| h(a,t)|
< bo ”w”p,ﬂ Sup —- t)ZQ f <||um||2Q + X ||Vum||2 Q) dr+
0<t<T
+b | (z,t) HQQ a p d
0||W||p,Q Sup —5 % f” um”QQ T
0<t<T

Denote by

1 a a
o) =5 [ Bun(®Pds + PO funl + 5 I Tunlq +

n P49
d= -, = 1p.
max{n_2, 2,2,7“—1- }

Then from the relation (18]), we get

S IVl

t

(1) < €+ s [y
0
Applying for this the generalized Bihari lemma, then the next inequality is true

Cy
[1— (d— 1)CsCi1 )T

y(t) <

2r+2 14

Vu .
27‘+2 H m“ [1—(d—1)C’5Cfflt]d1T1

a 2
Py 0o + 2C(E) [un i+
From this estimate we can conclude that there exists Ty > 0 such that

S{Wtum(tﬂzd% + tmllz0 + | Vim0 +
a2 | L r (20)
+ [ Vumll5q 3+ [ 10, Vup2dedr + [ [ |0um|?drdr < Cg,
0 Q 0 Q

for all t € [0,T], T < Ty, where Cg is constant which does not depend on m € N.
We multiply the relation by A\jCpj(t) and C).(t), then summarize over j = 1,m. As
a result, we get the next relations

fatum ) At (t)d — [0,V tt[3 ¢ + 3% (| Attya|[5 ¢, +

+ (ao | Fun0 ) [18unl0 = [ 1wt (0190t (0) St =
= — [ b(x, t)|um [P 2 um Auydr — fF t, Up ) WA, d.
Q Q
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J 107U (t)Pdx + X5 f |0V, |2dr — <ao + ay ||V |[5, ) | Aup 02wy de+
)
+%%g{|@um|qd:p _h[b 2, 1) | U |P™ 2um82umdx+hfF (t um)afumd:v.

By integrating these relations from 0 to t, we get
2 : 2 2
F 180+ [ (a0 + an 19l ) 180 dr = § Nt O) g+ ] B (1) s 1)~
¢ ¢
— [ D4 (0)Au,y, (0)dz + H&VumH;@ dr + [ [ 107um (7)]7 20t (7) Auydadr—
Q 0 0Q

t t
— [ [ bz, 7)|um P 2umAupdrdr — [ [ F(7, up)hAuy,dzdr.
00 00

(21)
t
%f’ Vum 2dl’+ flatum |qu+ff|a72'um($,7_)’2d$d7' _
: 0 Q
t
= [ (ao +ay ||Vum||2,sz> [ Ay, 02u,,drdr+ .
0 Q

t
+ fot g{ b (SL’, T) |Um|p_2uma72_umdxd7' + (j;({F(T, um)afumdxdr

Analogically, we estimate the right-hand side of and , applying lemmas 2 and 3,
Holder and Young inequalities, Bihari’s lemma and a priori estimate , as a result we
obtain

T

| Atyf3 ¢, + / (ao +ay |\Vum|]§j‘9> | Aty |5 qdt < Cr, forallt € [0,T), T < Ty, (23)
0

/]@Vum(t)|2dx+/|8tum(t)|qd:c—|—//lﬁfum(x,7)|2dxdt < Cy, forall t € [0,7], T < To,
Q Q

(24)
where C; and Cg are constants which does not depend on m € N.
From the obtained estimates , and follows the estimate
/||0tAum||§’Q dt < Cy, for all t € [0,T], T < Ty, m € N. (25)

Then by using , (23)), and , considering the conditions of the theorem, we can
show the existence of the derivative u,, € Lo(Qr). In this way, Au, A, uy € Lo(Qr).
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4 Uniqueness of the generalized solution

Theorem 2. Let the conditions (), r > 2, ¢ > 2, 2 <p <2+

N 5, N >3, are performed.
Then the generalized solution of the problem (|1 . on the segment (0,T) is unique.

Proof. Assume that the problem (7)-(§) has two generalized solutions: w(z,t) and
ug(z,t). Let us put u(x,t) = uy(x,t) — us(x,t) . Then there are the following equalities

gy — XAuy — apAu — ay <\|Vu1\|2 oAuy — HVugHQQ Aug)

+|U1t|q U1y — |U2t|q 2U2t = b(%t) (|U1|p 2Ul - |U2|p 2162) +
+h(x,t) (F(t,u1) — F(t,u)), x€Q, t>0,

u(z,0) =0, w(z,0)=0, 2€Q, ulg=0.

We consider the equality

Oft({ [Urr — XAu, — agAu — ay (||Vu1|]2r Aup — ||Vu2||§rQ Auz> +
|92 — U |72 ug, | urdadr = f f 7) (Jur [P~ 20y — |ug|[P~2us) +
+h(z,7) (F(1,u1) — F(7,u2))] quIdT.

By applying the next inequalities
[lua|"ur = [uz|us| < (¢ + 1) (Jur|* + |uz|?) [ur — uz| at ¢ > 0,

(g |y — |ug|Tus) (ur — us)| > |uy — ug]?™ at ¢ > 0.
As a result, we obtain the inequality

t

t
s [ui(t)de + x [ [ |Vu-Pdedr + % [ |Vul*de + [ [ |u-|%dedr <
Q 0 0 0 00

IA

t
+ [ o, 7) (Jua |72 + JuzP~2) urdwdT +
0

o

We estimate the right-hand side of the inequality , applying the Holder’s inequality

t

¢
b(x, 7) (|ui|P~2uq — |ug|P~%uy) u dadr
0 Q

2 2r(p—2) T2;T2 ¢ 2r(p—2) TQ?
S bl(p_ 1) ”!f’ul| r—2 d:L'dT + bff’u2| r—2 dxdfr X
;Q Q

X
PO
o— o
De—

I

%

QL

=

QL

\]
~~
N\
o o
De—

I

e

QL

8

=¥

\]
~

[SIE

({ Wz, 7) (F(1,u1) — F(7,u2)) urdadr.

(26)

(27)

t
—a, | ||Vu1||§foVuVqux — <||Vu1||§rQ - ||VU2||§TQ> fVuQVqux) dr+ (28)
0 Q QO

<b(p—1) ff g |P2 + |ug|P~2) uu,dzdr <
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Let us put r = ]\Q,N , P <2+ 5 2, N > 3. Then by the Sobolev embedding theorem
HY Q) »— L.() and H'(Q) 5 Loy(p—2)/(r—2)(€2). In this case, taking into account the
smoothness class of solutions wu;(z,t) and us(x,t), we come to the estimate

t
[ [ oer) (sl a2 wedsde| < €1 [ (sl + IVallig + el o) dr. (29
0

Let us estimate the first term

t
a [ (||vu1||§rg [ VuVurde — (Vw3 - 1Vie|3y) fVu2Vqux) dr| <
0

< ar [Vl [Vl [Vl dr + o0 [ (190358 + 190l85%) Vel 190 la
X(J;(Wullz = |Vual?) dwdr < a10f||VU1||z,g IVully o [Vurllyqdr+
+aiCy [ 1190l + Valla [Vl [V lg <
<3 IVl dr +Co | (oo + [Vl + ul o) ar
The third term is estimated in a similar way. From the obtained estimates, we get
fut d:c—irCof |ul?dz + ao [ ]Vu]de+Xftf |V, |*dedr + jf \u, |9dzdT <
Q 0Q 0Q

t d
2 2 2 2 2 2
<o f (||u7||2,9 + a0 [Vl + Co lull3 o) dr + Cs [ (Iluel3 o + a0 Vully o + Co llull}q) " dr,
0 0

where d > 1.
From the last inequality follows that

Ju(@)de -+ Co [ Jufd +ap [ [Vufds < Caf (lurlin+ aolIVula + Co lull o) dr+
+C50f (Hume +ao |Vl g+ Coull o) dr

where by Bihari’s lemma, implies f u?(t)dx+Cy f \u|>dz+aq f |Vul*dz = 0 almost everywhere

on the time interval (0,7), Wthh means that the generahzed solution is unique.

5 Conclusion

In the paper, we investigated the solvability of the inverse problem of determining the
solution of the pseudohyperbolic equation, also an unknown coefficient of a special form
which identifies the external source. The methods used are based on the transition from
the original problem to the equivalent problem for the loaded nonlinear pseudohyperbolic
equation. For this problem we use Galerkin’s method to prove the existence of a strong
generalized solution. The obtained results on the solvability of the inverse problem are new
and can be useful to study another problems in the given area.
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MODIFICATION OF THE PARAMETRIZATION METHOD FOR SOLVING
A BOUNDARY VALUE PROBLEM FOR LOADED DEPCAG

The functional differential equation plays important role in mathematical modeling of biological
problems. In the present research work, we investigate a boundary value problem (BVP) for a
functional differential equation. This equation includes loaded terms and a term with generalized
piecewise constant argument. We apply a modified version of the Dzhumabaev parameterization
method. The method’s goal is to lead the original problem into an equivalent multi-point BVP for
ordinary differential equations with parameters, which is composed of a problem with initial and
additional conditions. The multi-point BVP is leaded to a system of linear algebraic equations
in parameters, which are introduced as the values of the desired solution at the dividing points.
The found parameters are plugged into auxiliary Cauchy problems on the partition subintervals,
whose solutions are the restrictions of the solution to the original problem. The obtained results
are verified by a numerical example. Numerical analysis showed high efficiency of the constructed
modified version of the Dzhumabaev parameterization method.

Key words: load, piecewise-constant argument, two-point boundary value problem,
parametrization method, numerical solution.

D.A. Bakuposal?* K. M. Kaerpbaesal?, A H. Hecinbaesa?
I MaTemaTuKa, yKoHE MATEMATHKAIBIK MOJe/Iey HHCTUTYTHI, KazakcTan, AIMaTsI K.
2Kaszak YATTHIK KLI3Iap IeJaroTIKAIbK YEIBepcHTeTi , KazakcTan, AIMaTH K.
3 X aJIbIKapaJIbIK aKIapaTThIK TeXHOJIOrusAIap yausepcuTeri, Kazaxcran, AJMATHI K.
*e-mail: bakiroval974@mail.ru
KaamnbuiaHrFaH Typeri 6eJiKTi-TypaKThl apryMeHTi 6ap >KYKTeJret auddepeHInangblk
TeHJey YIIiH HIeTTIK ecerTi IelnyaiH mapaMerpJiey dIaiciHiH MoauduKamusich

D yHKITUOHAIBIK-TN (D DEPEHITHATIBIK, TEH/IEY OMOJIOTUSIBIK, €CENITEP/ i MATEMATUKAJIBIK, MOJIE/Th-
Jeyie MaHbI3/IbI peJI aTKapaabl. Ochl XKyMbICTa (DYHKIIMOHAJIBIK-TU(dEePEHIMATIBIK, TEeHJIeY YIITiH
mertik ecen (IITE) kapacroipbliaibl. Byst TeHjey XKyKTeareH Mymiejaep MeH YKaJIIbUIAHFAH TYDIe-
ri GeMKTI-TypaKThl apryMeHTi 6ap KOCBUIFBIINTAH TYpaabl. 2KyMabaeBThIH mapaMeTpey oIiCiHiy,
MOIM(UKAIUSIIAHFAH HYCKACHI KOJIIaHbLIaIbl. OIICTiH, MaKCaThl - OeplIreH ecenTi 6aCTalKbl XKOHE
KOCBIMIIIA IIaPTTAPIaH TYPAThIH S9KBUBAJIEHTTI mapaMerpiiepi 6ap xkoit quddepeHnuaabk, TeHIe-
yiiep xkyiteci yuiin ken nykresi IIIE kenripinyi 6osbim Tabeuiaasr. Ken mnykreni ITE 6esty mykTe-
JIepiHJe 13/1e/TiH ]l MeNMHIH, MOHI peTiHJe eHri3lieTiH mapaMerpjepi 6ap ChI3BIKTHIK AJIredpaJIbIK,
TeHzeyIep Kylecine kenripineni. Tabbuiran mapamerpsep 66IIKTEYIIH MK MHTEPBAJIIAPBIHIAFBI
KocwiMITia Kormm ecenrepine KOMBLIAABI, OJAPIBIH MIeniMaepi 0acTamKbl METTIK eCenTiH MemnmimM-
JIepiHIH, CBIFBLIYBI OOJBINT TaObLTAABI. AJIBIHFAH HOTUIKEJIED CAHJIBIK, MbICAJIMeH Tekcepinemi. Can-
JBIK Taagay 2KyMabaeBThIH ITapaMeTpJiey 9IIiCiHIH KypacThIPbLITaH MOTU(MPUKAIIASICHIHBIH, 2KOFaPbI
TUIMIIITIH KOPCETTi.

Tvyiiia ce3aep: xkykKrey, OOMKTITYPAKThI apryMEHT, €Ki HYKTeJIi IeTTIK ecel, TapaMeTpJiey 9Iici,
CAH/JIBIK, TIIETITiM.
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'MECTUTYT MaTeMATHKH U MATEMATHYECKOro MojempoBanns, Kasaxcran, . AMaTs!
2Kazaxckuil HAIMOHAIBLHBIH JKEeHCKH IIeJarOrHIeCcKIil yausepcurer, Kazaxcran, r. Ajmarsb
3Mesk mynapoublil yauBepcuTeT nHMDOPMAIMOHHBIX TexHoornii, Kasaxcran, . AMaTs
*e-mail: bakiroval974@mail.ru
Moaudukaius MeToqa MapaMeTPU3alui PeHIeHns KPAaeBoil 3a1a49u JIJIsi Harpy»KeHHbBIX
auddepeHITAIbHBIX yPABHEHUH C KYyCOYHO-IIOCTOSTHHBIM apryMeHTOM ODOOIIEHHOro TUIia

OyHKITMOHATHHO- M EPEHITNATBHOE yPABHEHNE UI'PAET BaXKHYI0 POJIb B MATEMATHIECKOM MO~
JIUpoBaHUM OHOJIOrUYecKuX 3ajad. B Hacrosimeil pabore ucciemyercs Kpaeas 3agada (K3) mis
dYHKIMOHATBHO-TU(D D epeHIInaIbHOr0 ypaBHenus. B 3170 ypaBHeHne BXOIAT HATPYXKEHHbBIE tjIe-
Hbl ¥ YIE€H C ODODOIIEHHBIM KYCOYHO-IIOCTOSIHHBIM aprymMeHToM. lIpuMmeHuM MOaudUIMpOBaAHHbBIM
BapuaHT MeToja napamerpusanun Jxxkymabaesa. Llesb MeTo/1a - IpUBECTH UCXOTHYIO 3881y K K-
BUBAJIEHTHOI MHOrOTO4YeuHOM K3 17151 00BbIKHOBEHHBIX MubdepeHITnaTIBHBIX yPABHEHMI C ITapaMeT-
pamu, CoCTosAIIeH U3 33129 C HAYAJbHBIMA U JIOTIOJHATEIbHBIME yeaoBusgmu. Muororoueunas K3
MIPUBOJIUTCS K CUCTEME JIMHEHHBIX ajre0panvdecknx ypaBHEHUI ¢ mapaMeTpaMu, KOTOPbIe BBOJISIT-
csl KaK 3HAYEHUsI ICKOMOTO PelleHusl B TOUKax Jesienns. Halijiennble mapaMerpbl OICTABIISIOTCS
BO BCIIOMOTraTe/IbHbIe 3a1a9n KoIu Ha MoJuHTepBajiaXx pa30OueHns, PeIleHns KOTOPBIX sIBJISTFOTCS
Cy>KEHUsIMU PeIeHns UCXOMHO# 3ajaun. llosrydeHHble pe3ysibTaThl IPOBEPSIIOTCS HA UUCICHHOM
npuMepe. UucaeHHbI aHAIN3 TOKA3a/I BBICOKYIO 3P (MEKTUBHOCTD TOCTPOECHHON MOIN(MDUIIMPOBAH-
HOIT Bepcum MeToj1a mapamMerpusaruu /2KymabaeBa.

KimroueBbie cioBa: HArpy3ka, KyCOUHO-TIOCTOSTHHBIN apryMeHT, JIByXTOUeTHAas KpaeBasl 3a/ia4a,
MeTOJ] [TapaMeTPU3allui, YUCJIEHHOE PEIleHNe.

1 Introduction and preliminaries

The theory’s creators, K. Cook, J. Wiener and S. Busenberg, suggested using differential
equations with the piecewise constant argument for investigations in [1], [2]. Within the
final four decades, numerous interesting results have been found, and applications have
been realized in this theory. Numerous additional theoretical issues, such as existence and
uniqueness of solutions, oscillations and stability, integral manifolds and periodic solutions, as
well as many more, have been thoroughly discussed. Information about differential equations
with piecewise constant argument of generalized type (DEPCAG) can be found in books [3],
[4] and papers [5], [6].

This article’s basic objective is to broaden the modification of Dzhumabaev
parametrization method [7], [§] to the boundary value problem for the system of loaded
DEPCAG. For this purpose, we have developed computational method solving a boundary-
value problem for the system of loaded DEPCAG.

Loaded differential equations (LDE) were investigated in [9], [10] and the references
therewith. Numerous problems for LDE and methods for solving problems for LDE are
considered in [11]- [16].

We consider the following system of loaded DEPCAG

CCZZ_:: = Ao(t)x + K(t)fl?(’}/(t)) + Z Mz(t)x(ez—l) + f(t)v YIS Rn? te (07 T)? (1)

subject to the two-point boundary condition

Box(0) + Cox(T) =d, de€ R", (2)
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where Ag(t), K(t), M;(t), (i = 1,m + 1), are of dimensions (nxn) and are continuous on [0, 77,
and the n-vector-function f(¢) are piecewise continuous on [0, 7’| with possible discontinuities
of the first kind at the points ¢t = 6;, (j = 1,m); By and Cy are (n X n) constant matrices,
]| = max |a;].

The argument 7(t) is a step function defined as y(t) = &1 if t € [0;_1,6;), i =1,m+ 1;
Gi_l < gi—l < Qz for all 2 = 1,m+1; where 0 = 00 <t <..< Qm < 0m+1 =T.

A function z(t) is called a solution to problem (/1f) and (2)) if:

(i) the x(t) is continuous on [0, T;

(ii) the z(t) is differentiable on [0, 7] with the possible exception of the 6;, j = 0, m, where
the one-sided derivatives exist;

(iii) the x(t) satisfies on each interval (6;_1,6;), i = 1,m + 1; at the 6;, Eq. (1) is
satisfied by the right-hand derivatives of z(t);

(iv) the x(t) satisfies the boundary condition ([2)).

2 Materials and methods

We employ the approach proposed in [17] to solve the boundary-value problem for the system
of loaded DEPCAG and . This approach is based on the algorithms of the modified
version of the Dzhumabaev parameterization method and numerical methods for solving
Cauchy problems.

m+1
By using loading points, the interval [0, 7] is split into subintervals: [0,7) = | [#s—1,0s).
s=1

C([0,7),6,R™™*+1) be the space of functions systems z[t] = (z1(t), 22(t), ..., Tmi1(t)),
where z; : [05_1,05s) — R™ are continuous and have finite left-hand side limits . liem Oxs(t),
—_— —0s—
s=1,m+ 1 with norm ||z[-]| = max sup |z(t)|.
s=1,m+1tc(0s5-1,05)

Denote by z,(t) a restriction of function z(t) on r-th interval [0,_1,0,.), i.e.
x.(t) = x(t) for t€[0,-1,0,), r=1,m+ 1.
Then the function system z[t] = (21(t), z2(t), ..., 2me1(t)) € C([0,T],6, R*™D), and

its elements z,(t), r = 1, m + 1, satisfy the following boundary value problem for system of
loaded DEPCAG

d . m+1 o
dl?; = Ao(t)l’r—i‘K(t)xr(&«_l)—FZ Ml(t)xz(ﬁz_l)—i—f(t), te [0,«_1, QT), r = 1, m + 1, (3)
=1
Byz1(0) + Cy t_l}%n_o Tmi1(t) = d, (4)
t—1>19ISn—O xs(t) = xs+1(95)7 s=1m. (5>

Introduce parameters A\, = x,.(6,_1) and u, = z,(& 1) for all r = 1,m + 1. The following
problem with parameters is obtained by substituting v,(t) = x,.(t) — A, on every r-th interval
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[97‘717 91”):
d?) m+1
dtr = A0<t)(vr + )\r) + K(t),ur + Z Mz(t)Az + f(t)7 te [97"—17 97‘)7 (6)
i=1
v(6,—-1) =0, r=1m+1, (7)
BoAi 4+ Colsr + Co tli%ﬂio U1 (t) = d, (8)
As+ lim Ovs(t) =Xey1, s=1,m, (9)
fr = vp(&1) + A, r=1,m+1 (10)

A solution to problem (6)—(10) is a triple (A*,p*,v*[t]), with elements A\* =

()‘T’ Mgy )‘7*71-&-1)7 pwo= (/[{’ Ko, - 7/1“;kn+1)’ U*[t] = (Uf(t)’ U;(t)a s 7U:n+1(t))’ where U:(t)
are continuously differentiable on [0,_1,60,), r = 1,m + 1, and satisfying the system ,

conditions — at the A\, =X, =pr, 7 =1, m+ 1.
The original problem , and problem with parameters @f are equivalent.
Let consider ®,(t) a fundamental matrix of the differential equation M Ap(t)x,.(t) on

dt
01,0, r=1,m+ 1.
Consequently, the solution to the Cauchy problem @, may be expressed as follows

¢ m+1

o) = 2,(0) [ 00 [Ar)A+ K+ Y MirIN]dr

+ ®,.(t) / O () f(r)dr, te€lf,_1,0,), r=T,m+1. (11)

Consider the Cauchy problems for ordinary differential equations on the subintervals

d -
d_gL{ - A0<t)y + D(t)7 y(gr—l) = Oa te [91”—1797“]7 r= 1’m + 1’ (12)

where P(t) is a (n x n)-matrix or a n-vector, piecewise continuous on [0,7"] with possible
discontinuities of the first kind at the ¢t = 6;, (j = 1,m). On each r-th interval, denote by
P,(D,t) a unique solution to the Cauchy problem (12). The uniqueness of the solution to the
Cauchy problem yields

P(D,1) = B, (1) / o \(F)D(r)dr,  telb,1,0,], r=Tm¥l (13)

07"—1
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The following system of linear algebraic equations is get by substituting the right-hand

side of using into conditions (8)-(L0):

Bohi 4+ Codpg1 + CoPria (Ao, T)Ag1 + Co Pt (K, T) o1+
m+1
+Co Y PAM;, T)\i = d — CoPria(f.T), (14)

=1

m+1
Ao+ Pi( Ao, 0) A + Po(K, 0)pts + > PAM;, 0N — A1 = —Pu(f.05), s =T,m, (15)

=1

,U/r - PT(K7 57"71),”7‘ - Pr(Aoaérfl))\r - )\r_

m+1

=Y P(M, &)X = Po(f.6-1), r=Tm+1 (16)
=1

Symbolized by Q(0) - <2n(m + 1) x 2n(m + 1)) matrix corresponding to the system’s left
side - and write the system as

QO ) = F(B), AR g Rulm), (17)

where (A, p) = ()\1, A2y ooy A1y 1y 42, e um+1)/,
F(e) = (d - COPm-i-l(fv T)v _Pl(f7 91)7 _PQ(fv 02)a R _Pm(f> 9771)7 Pl(.fa 50)7 P?(f> 61)7 SRR
Pm+1 (f7 gm)) < RQn(m+1)'

It is simple to establish that the solvability of the boundary value problem and is
equivalent to the solvability of the system . The solution of the system is a pair of

vectors (A, ) = <)\1, A2y ooy Aty J1s fh2s ens Mm+1) e R2Mm+1) congists of the values of the
solutions of the problem (1)) and (2), i.e. A\, = 2(0,_1), ptr = x(&-1), 7 =1,m + 1.

3 The Main results

We offer the following formulation of an algorithm for solving problem and based on
the solving of Cauchy problems.

Step 1. Split up each r-th interval [0,_1,0,], r = 1,m + 1, into N, parts. Determine the
approximate values of coefficients and system’s right side ((17)) of via solutions to the following
Cauchy matrix and vector problems obtained using the fourth-order Runge-Kutta method

with step h, = (0, — 0,_1)/N., v =1,m+ 1:

d B
d_?zi = AO(t)y + AO(t)7 y(e'r—l) - 07 te [97"—17 67’]7 r= 17m + 17

dy

dt :Ag(t)y—i-K(t), y(er—l) :0; te [07“—17‘91"]7 r= 1,m+1,
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d - -
zg:Aﬁw+wmw, y(0,_1) =0, te[6_1.6], i=Lm+1, r=Lm+l,

d -
d_?; = Ao(t)y + f(2), y(0,_1) =0, te0.-1,0,], r=1,m+1.

Step 2. Then we have the approximate system of algebraic equations with respect to
parameters A and u:

Q.(O)(\', ) = F.(0), A eRMmD g RrOmD, (18)

Solve the system (18) and we find (A", ) = (N}, Agy oo oy Ny (5 s o ooy fpyq) € REOPFD),
Note that the elements of \* and p* are the values of the solution to problem and :
Ao =a"(0,—1), ur =x*(&—1), r=1,m+ 1.

Step 3. Solve the following Cauchy problems

dy LR :
a Ao(t)y + K (t)py + ZZI Mi()A; + f(t),
y<9r71> :)\:7 S [07‘71791”)7 r= 17m+17

and determine the values of the solution x*(¢) at the remaining points of the subintervals.
Hence, the offered algorithm provides us with the numerical solution to the problem for
the system of loaded DEPCAG (1)) and (2).
Consider the following example to demonstrate the proposed approach of the numerical
solving of problem and based on the modification of Dzhumabaev parametrization
method.

4 Example

We consider the problem for the system of loaded DEPCAG:

dx t 2 3 t+3

+(; t&%)a%)+(fg i)d&)+f@% re R, te(0,T), (19)

(2 D)o+ (77 4) == (1) 0)
Oy =T =1,

5743 4 2 129 97
5143 _gpf 41842 — 1294 4 91 1
v =G=7 f) <16t5 — 3218 — 513 — 4942 4 o4t — 4) 1€ [O’ 2)’

_ _°2 _ 8 16 16 —
W) =G=7 [ (mﬁ—3m6—w3—%ﬁ+2u—%g’ relp)

N | —

where 6y =0, 6, =

—_
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1 1
Here we have two subintervals: [O, 5), [5, 1) . Applying the scheme of the modification
1
of Dzhumabaev parametrization method, introduce parameters A\ = z1(0), Ay = x2(§>,

1 3
1 = T (Z_l>’ [ = X (4_1) Making the substitution

n(t) = 21(£) — A, te[O,%), va(t) = 22(t) — Mo, te[%,l),

we get the boundary value problem with parameters:

dvy t t t+3 2 t—4 6t 3
E—(zlt?’ 4) (“1+A1>+(2 2 )“1+<t3 3t ))\1+(—6t 1>A2+

543 — gpt 4 1812 — 124 4 % 1
8 16 16 _
* (16755 a6 58— 42y oap—a) 1€ 0.5): @

dvs t 5 t+3 2 t—4 61> 3
E‘(4t3 4) (”24”2”(2 2 >’“‘2+<t3 3t ))\1+(—6t 1>A2+

4743 _ gt 2 _ 105, 4 169 1
+( T3 — 9t 4 18¢2 — 184 4 1K ) te[—,l), (23)

16t° — 320 — 5¢° — 2342 4241 — 2
vg(%) — 0, (24)
(% D (7 2 (7 2) o= ()
A+ tl%lflo v1(t) = Ao, (26)
[ = v <i> + A1, o = Vo (2) + Aa. (27)

1 1
By dividing the subintervals [0, 5), [5, 1), with step h = 0.05 we give the results of the

numerical implementation of algorithm
Using equivalent problem - and solving the relevant system of linear algebraic

equations we get,

A= —0.999996216 \: 0.999995267
171 0.000001946 ) 2 \ —1.749996275 ) ’
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Tabmuma 1: Comparison of exact and numerical solutions to problem ([19)),

t () — (@] fas(t) — T [ ¢ | |2i() — @ @)] |r5() — Ta(1)]
0 0.000003784  0.000001946 0.5 | 0.000004733  0.000003725
0.05 | 0.000003775  0.000001785 0.55 | 0.000003786  0.000004755
0.1 | 0.000003772  0.000001679 0.6 | 0.000002852  0.00000587
0.15 | 0.00000378 0.000001638 0.65 | 0.000001937  0.000007011
0.2 | 0.000003807  0.000001674 | 0.7 | 0.000001054  0.000008079
0.25 | 0.000003858  0.000001796 0.75 | 0.00000023 0.000008925
0.3 | 0.000003941 0.000002011 0.8 | 0.000000489  0.000009324
0.35 | 0.000004063  0.000002324 | 0.85 | 0.000001025  0.000008942
0.4 | 0.00000423 0.000002728 0.9 | 0.000001251 0.000007283
0.45 | 0.000004451 0.000003207 | 0.95 | 0.000000967  0.000003617
0.5 | 0.000004733  0.000003725 1 0.00000014 0.000003144

M1 =\ Z0.937498204 H2 =\ _9.437491075

Then, using the found values A}, A3, pi, 5, we solve the Cauchy problems by the fourth-
order Runge-Kutta method

diy (1t %) < N t* t+3\ [ 0.874996142 N

a \ap 4 )T o 2 —0.937498204

L2 -4 (0.999996216Y 6> 3\ [ 0.999995267 .
3 3t 0.000001946 —6t 1 —1.749996275

OT3 — Ot 4 182 — 29t + 97 ~ —0.999996216 1
8 16 16 — —
* (16t5 316 55— 1902 04" 4 ) B0 =1 g 000001946 ) € 0.5)

dzy ([t %) < n 2 t+3\ ([ 2.12499977 n
a4y 4 )2 9 2 —92.437491075
(2 t—4Y (-0.999996216Y 62 3\ [ 0.999995267 N
B 3t 0.000001946 —6t 1 —1.749996275
4Ty5 gyt 4 18g2 — 1054 4 109 1 | 1
N 5815 96t +138t - 216t+16 . x2<_): 0.999995267 | te[—,l).
1667 — 3216 — 513 — 2542 1 24y — 18 2 —1.749996275 2

and we find numerical solution of the problem (19) and (20).

3 2
Exact solution of the and is * 8t 12 ftﬁlt—i_ 1>.

In Table 1, difference between the exact solutlon x*(tx) and numerical solution Z(t),
k = 0,20, are shown.

» ( 0.874996142 ) . ( 2.12499977 )
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VpaBHEHUEM JIBUKEHUsI MUKDPOYACTUIIBI B PA3JIUYHBIX CUJIOBBIX IIOJISIX SIBJISIETCS BOJIHOBOE YPaB-
wenne Illpeaunrepa. MHOrme BOIpPOCHI KBAHTOBON MEXaHUKHU B YACTHOCTU TEILIOBOE W3JIyJIEHUE
3JIEKTPOMATHATHBIX BOJIH MPHUBOJSAT K 33J[a9€ PA3MEJUMOCTH CHHTYJISIPHBIX duddepeHnnaabHbIX
oneparopoB. OJHUM M3 TAKUX ONEPATOPOB SBJISETCS BBINEyKasaHHbI onepatop Illpemunrepa.
Hammoit pabore mccaeayeTcss HA3BAHHBIN OMepaTop MeToJaMu (PyHKIIMOHAILHOrO aHamn3a. Haii-
JIEHHBI{ JOCTATOYHbBIE YCJIOBUS CYIIECTBOBAHUY PEIIEHNN U Pa3/IeIMMOCTH ortepaTopa B ['uibbepbo-
BOM IIPOCTPAHCTBE. Bce TeopeMbl MepBOHAYAIBHO JOKA3AHbI JIjIs MOJEeILHOTO ypaHernue [IITypma
-JImyBunist u pacupocrpaHeHo Ha Oojiee OOIIMIt CIydai.

B §1-2 mra menumeitnoro ypasuenus: [lltypma-JIlnyBuiuis HafiieHbI JOCTATOYHBIE yCJIOBUsI, 0O€C-
[MEYUBAIONIIE HAJNINE OIEHKU KOIPIUTUBHOCTHU, & JJIsl IEPBOil IIPOM3BO/IHOM PEIIeHNUs 0Ty YeHbI
OIIEHKH BECOBBIX HOPM. B §3-4 06006mienb pesyibrarst §1-2 miist ypasuenust IlIpeaunrepa B ciry4dae
m = 3.

Kumrouessbie cioBa: Hejunueitnble ypaBHeHUs, HEIIPEPBIBHBIN OIIEPATODP, 9KBUBAJEHTHOCTD, TOTEH-
nuaabHas QYHKIUS.

1 Introduction

In this paper, the smoothness of solutions to the nonlinear equation is considered
Lu=—-Au+q(x,u)u = f(z) € Ly(R™)

In [1,2] for the nonlinear Sturm-Liouville equation, sufficient conditions are found that
ensure the existence of an estimate for the coecitivity, and for the first derivative of the
solution, estimates for the weight norms were obtained. In [1,2]| generalized the results of §1-2
for the Schrodinger equation in the case m = 3.

2 Materials and methods
For simplicity, we present one result for the Sturm-Liouville equation.

Theorem 1 Let the following conditions are satisfied:

a) q(z,y) = 6)0;
b) q(x,y) is a continuous function on the set of variables in R*;
Q(xv CO)

c) sup sup ——— < o0, where s any finite value. Then for any
[e—n)<1 |Co—Ci|<A  |col<a  q(x,Ch)

f(z) € Lao(R™) there is a solution () to the equation

Ly = —y"(z) + q(z,y)y = f,
which has quadratically summable second derivative, i.e. y"(x) € Lo(R™).

The proof of this theorem belongs to Muratbekov M.B. [3]. Unfortunately, in the work 8]
the author was incorrectly specified. Please apologize for inaccuracy. As we will see later (in
Section 2.4), such results hold for a wide class of nonlinear operators. For linear operators of
similar work was considered in [1-3, 5-7, 9, 11, 12, 13]

Let us enter the following designations: R™ is Euclidean m-dimensional real space of
points = (x1,T,...,2y). Q is a closure of Q where ) is an open set in R™, || - |,q. is a
norm of the element L,(€2). Instead of || - ||, o at @ = R™ we will write || - ||,, if p = 2 in
designations || - ||, and || - ||, we will omit p.
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|ex]
Do — 0'“lu
[T a1 a
Ox{' ... 0xqm
a = (ag,...,q,) — multiindex, || = o + @+ ...+ ay. C1,Cy, ... are various constants

constants, the exact value of which does not interest us.

2.1 Existence of the solution

In the given section the following equation is considered

Ly = —y"(x) + q(x,y)y = f(x) € La(R), (1)

where R = (—00,00).
The function y € Lo(R) is called the weak solution of equation (1), if there is a sequence
{yn} € W3 (R) W3 ..(R) such that

190 = Yllagoeiry = 0 1LY = fllLg sy —> 0, 1 —> 00.

It is said that the sequence {n,}>, of basic functions from C{°(R™) converges to (1)) in
R™, if:

a) for any compact K C R™ there will be such a number N, that 7,(z) =1 at allz € K
and n > N

b) functions {n, } uniformly limited in R™, |n,(z)| <1,z € R™, n=1,2,...[8].

Lemma 1 Let q(x,y) > § < 0 and is continuous on both arguments in R2, then for any
f € Ly(R) there is a weak solution of the equation (1)) in the space W3 (R).

Proof. Since, according to the assumption, the function ¢(z,y) is limited from below,
then, without losing the generality of reasoning, we can assume that the condition ¢(x,y) > 1
is hold.

First, we will be engaged in proving the existence of a solution to the first boundary value
problem

(4(@, Yn.) = Dy, — i, 2)

Ly Yn. ==y +y, +
e T e T T (5 (@) (@) — 1)+ 6@ 0 )

’27(*an70«n)

Yne(+0) = yn.(a) =0, (3)

where [—an,a,] — suppn,, and b(z,y,.) = (¢(2,Yn.) — 1)yn. in the space W3i[—an, an);
W3 ol—an, an] — is space of functions z € W3 u 2(—a,) = z(a,) = 0.

We will reduce problem - to an equivalent integral equation, to which we then
apply the Schauder principle [9].

Let us denote by Lg the operator defined on nyo[—an, a,] with the equality

Loy = —y"(x) + y(x).

Due to the known theorems for the Sturm-Liouville operator there is a completely
continuous inverse operator L; ', defined all over space Ly|[—ay,, a,]. We need Lemma.
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Lemma 2 The problem - s equivalent to the integral equation

q(z, Lyt z,.) — 1)Lyt 2,
. (4(e Ly ') = DL .

T T e(a(e, Ly ) — 1)+ elble, L 2B n
Znes fnn S LQ[_an7 an]'

The proof is obvious.
Let us denote by A the operator which acts on the following formula:

(q(x, Lalz) — l)Lalz

A<Z) - N — + fnn
L+ e(g(e, Lg'2) = 1) +ellb(z, Ly 2) |3 q.
Further we denote
< 1
5(0; V) = {0 € Lo(—an,an) : [0l < N = %} |

where ¢ = z — fn,,. Consider the operator on this ball
A() = A(z) = frimn = AW + fiin) = frin =

_ (alw, Lo* 9 + 1)) = DL " (9 + fn.)
Tt (g Lo (0 + 1)) — 1)+ elb(@ Lo 0+ f1a) B o

It is obvious that, if ¥y — is a fixed point of operator ,,, then ¥y + fn, — is a fixed point
of operator . Therefore, in the future instead of operator A, it is enough to consider Ay.

Let us prove that o reflects the ball S(0; N) € Ly[—ay, a,] in itself. Let ¥ € S(0; N). We
will consider two cases:

1.

_ _ 1
(a2, Ly (9 + fna)) = DL (0 + fra)l3 —anan) S N = NG
e (4l L52) ~ DL
q(x, Ly 2) — 1)Ly =
400} = | - . <
L+e(q(z, Ly'2) = 1) +ellb(z, Lo )3l —ap an)
_ _ 1
< |l(g(z, Ly (0 + fnn)) = DL (9 + fa)[| < N = NG
2.
(q(z, Ly ' (0 + frn)) = 1)L )@ + frmyll > N.
Then ) )
H(q(xa LE (19 + fnn)) - 1)[’(; (19 + fnn)HZ(*an,an) .
AO(QS% < —1 —1 2 -
ell(q(@, Lo~ (0 4 fnn)) — DL (0 + fn) 15, —an an)
1 1 1
= 1 1 S ==
ell(a(@, Lo (9 + fna)) = DL (0 + fna)llz(-anan) ~ EN - VE
Therefore,

||A(19) ||27(*an,an) < N7 Vi e g((), N) (5)
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Now we will show that ,, — is completely continuous operator at S(0; N). Continuity is
obvious. Further, by virtue of Riesz theorem, it is enough to prove that the set of functions
{ApY : 9 € S(0; N)} is uniformly limited and the relation is performed

lim [(Ao(9)) (2 + 1) + (Ao(¥))(2)[[2,(~an.an) = 0

uniformly on ¥ € S.
Due to estimate (5] the set of functions {Aq(¥9) : ¥ € S(0; N)} is uniformly bounded.
Due to the continuity of ¢(z, y) on combination of variables and properties of the operator
Ly", the relation ¢(z,v)

I(Ao(9) (2 + h) = Ao())(@)[13,(~a,.an) = O
uniformly at A — 0 on ¥ € S(0; N).

Thus, the operator A,, is completely continuous and reflects S(0; N) in itself. Therefore,
according to the Schauder principle; integral equation has at least one solution in the ball
S(0; N). Hence, by virtue of Lemma 2, it follows that there exists a solution to problem
— (3)) belonging to the space W3.

Further [|yn. (w2 [—ay.q,) i estimated from above by constant independent of n, e.

To prove this fact, let us take the linear operator

gz) —1

by =y"(2) + 1+ +e(G(z) = 1) +ell(q(x, yn,) — Dym. I3

)y(z),

Defined on a set W3((—an, an), where ¢(z) = q(z,yn.), and y,. — is a solution of the problem
— (13) with the right side fn,. Let us construct a scalar product (¢n., y,_, y,.). Integrating
in parts and taking into account that non-integral members disappear due to (3), we obtain

1/2

I3 g < 22 / e

00 1/2
Assume that C' = 21/2 ( i |f]2d1:> , then

”yﬂa W3 [—an,an] < C. (6)

Let us choose some sequence {yy,, } of solutions belonging to a bounded set {y,,}, so that

||ynak ||W21[—an,an] < 07 (7)

where ¢, — 0 at k — oo.
By virtue of @ from the sequence {ynk} we can select subsequence, denote it again by
{Yn., }, so that
Yn., — Yn weakly in Wi (—ay,an),
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Yn., — Yn weakly in Lo(—an, an).
From we have [|Ynllwi(—an.a,) < C, and it is not difficult to see that y,, satisfies the
equation
Lypyn = _yZ(x) + q(SL’, yn)yn = fnn and yn(_an) = yn(an) =0.
Next, each y, we continue with zero outside of [—a,, a,], continuation denote by %,.
With this continuation, we obtain elements W, (R), norms of which are limited:

[9nllwpcry < C-
Therefore, from the sequence, we can select a subsequence g, , such that
U, — y weakly in Wy (R) (8)
Un, =y weakly in Lo go.(R), 9)

and besides

lyllwary < C. (10)

Let [a, (] is any fixed segment in R. Then for any £)0 there exists such number N, that
at k = N(«, ) € sup pyy,, and by virtue

LG, = fll2, (a8 (e

From here and (9) we get that y(z) is a weal solution of the equation (I)). Lemma is
proved.

2.2 Smoothness of the solution

In this section we will show that all solutions from W3 (R) will be elements from WZ(R), as
soon as a potential function known in it has some properties.

Theorem 2 Let the following conditions hold;

a) q(x,y) > 6)0;
b) q(x,y) is continuous function on a set of variables in R?;

Q(%Cﬂ

c) sup sup — s <09,

) [z—n|<1 [C1-C2|<A  |C1|<A q(x, C2)

where A is any finite value. Then for any f € Ly(R) there exists the solution y(x) € Lo(R)
of the equation (1), such that y"(x) € La(R).

Theorem 3 Let the conditions hold:

a) q(z,y) > 6)0;
b) q(x,y) are continuous on a set of variables in R
c) sup sup M < 00, where

2€R |C1—Co|<A  |Cal<a  0%(T,c2)

0(z,C)= inf (d'+ / a(n, Ca)d),

d)0|z—t|<10
[t—h|<d
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A is any finite value. Then for any f € Ly(R) there exists the solution y(z) € Lo(R) of
the equation (1) such that y”(z) € La(R).

Theorem 4 Let the conditions a)-c) of theorem 2 are held and r(x) is a continuous, such

(y)

that sup ——= < o0.
jo—yl<1 ()
If for any k > 0 the value

1/0

B =sup sup sup nP / ()| dt
zeR |C1|<K 0<n<m~1(,C1) <
t—x|<n

is finite, then for any f € Lo(R) function

@) yl@) € Ly(R). (250 < 00, p= . m(x,Cs) = (alr. C1))""),

here y(x) is the solution of the equation (1) from Ls(R).

Proof of Theorems 2-4. At any function f € Ls(R) by virtue of Lemma 1 for the
equation there exists a solution y(z) such that y(x) € Wj(R). Therefore, by Sobolev’s
embedding theorem [10] y(z) € C(R). Then according to the condition b)

q(z,y(z)) € Croc(R). (11)

Let yo(z) is a weak solution of the equation (1) with the right side fo € Lo(R). Since
yo(x) € W(R), then
/ dyo
Yo(t) — yo(n

By the Bunyakovsky inequality and by (|1 , we have

[o(t) = yo(m)] < (It = 1)) 2[| l|2.r. (12)

Assume that G(x) = ¢(x, yo(z)) and denote by L closure in norm of L, operator, given on
C3°(R) by equality Loy = —y"(x) + ¢(z)y.

Lemma 3 Operator L is self adjoint and positive defined.

Proof. The positive definiteness of L follows from condition a) of Theorem 2. Self-
adjointness follows from (2) and from the results of [2|. The lemma is proved.

Now, assuming that yo(t) = Ca, yo(n) = C1, A = 2||f]l2 > /Anl| f]2, from we obtain
|Cy—C4| < A. From here, due to conditions a)-c) of Theorem 2, for operator L all conditions
of the Theorem 3, 4 are satisfied. Therefore, the operator L is separable, i.e.

ly"ll2 + lld(@)yll < CULyIl + llyll2),

where does not depend on i € D(L), where D(-) is the definition area, and | - || is the norm
n LQ(D)
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It remains for us to show that yo(z) € D(L). Suppose the contrary, that yo(r) ¢ D(L).
By virtue of Lemma 2, there exists y;(x) € W, (R) such that y;(x) = L™! fy. So, it is assumed
that yo(z) € W3 (R) is a solution of equation (1) with the right side of f,(x), then

f/yQ = 0,92 =y1 — ¥ € La(R).
To complete the proof of the theorem, we need a lemma.

Lemma 4 Let the conditions a) and b) of theorem 2 be satisfied. Then the equation Ly=0
does not have a solution y(x) € Ly(R).

Proof. It is well known that if G(z) > ¢ > 0, then the solution of the equation y"(x) =
q(z)y exponentially grows both at x — —o0, and at x — +o00. Therefore, this solution cannot
belong to Ly(R). The Lemma is proved.

From this lemma we obtain that yo(x) = y1(x). We get a contradiction. The theorem 2.
is completely proved.

Theorems 3, 4 are proved in the same way.

2.3 Nonlinear Schrddinger-type operator in Lo(R?)

Now let us consider the equation
—Au+q(z,u)u = f(z) (13)
in the space Lo(R?).

Lemma 5 Let q(z,u) > § > 0 and is continuous on both arguments in R?, then for each
[ € L3(R?) there is a weak solution to equation in space Wy (R?).

This lemma is proved in the same way as the lemma 1.

Lemma 6 Let q(z,u) > § > 0 and is continuous on both arguments in R, then for each
[ € Ly(R3) there is a weak solution to equation and the following inequality holds

[ll o (roy + llellwy (rey < ClfllLacrs),s (14)
Where the constant C' does not depend on u and f.

Proof. Let
r,u), if r,u) < N,
e,y = { 0o
N, if q(z,u) > N

The existence of a solution to the equation
—Au+qn(z,u)u = fx (15)

follows from lemma 5.
Let u, € W3 (R?)is a solution to equation (15). Let us consider the equation

Lu:fN> (16>
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where L = —A + ¢y(x),

Since gy(,uy) are limited and gy(z), then on the theorem (), [see 11| operator L is
self-adjoint and the equation has a unique solution that coincides with uy.

It is known, if g1 (2) < go(2), then Q1(x,y) > 0 and Qa(x,y) > 0, and Q1 (z,y) > Q2(x,y),
where Q1 (z,y) and Ny(z,y) are Green functions of operators —A + qy(z), —A + go().

Let Qn(z,y)is the Green function of the operator L, then it follows from the above fact
that

QN($7y> < QO(‘Tay)a (17)

where Qo(z,y) is Green function of the operator —A + 1. It follows from this and that

g ()] = / Qu(a, ) f(y)dy| < / Qu(e,9) f(y)dy < / Qole )\ £ (4)dy.

It is known that the operator

Q) (z) = uo(x) = / Qol, )| ()ldy (15)

acts from Ly(R3) in W2(R3). Therefore, by virtue of the Sobolev embedding theorems [10],
we have

un ()| o3y < Coll fllLars), (19)

where Cy does not depend on N and f.
On the other hand, here is an estimation

lun (@) lwp ey < CullfllLars), (20)

where C does not depend on N and f.
Indeed, we will compose a scalar product (Luy, uy). Integrating in parts, we obtain (20)).

From and we will have
|un (@) || oo (re) + [unllwp gz < Call £, (21)

where Cy = max(Cy, Cy).
Moving to limit at N — oo we get

(@) || Lo (rey + (@) g re) < Coll fllLacrs)-

It is not difficult to check that u(x) is the weak solution to equation (13| (see lemma 2).
The lemma is proved.
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2.4 Smoothness of the solution

Theorem 5 Let the following conditions be satisfied: a) q(z,y) > 6 > 0; b) q(x,y) is a
continuous function on a set of variables in R* and

q(z, CY)

sup sup —_— << oo,
e—y|<1 |C1—Cal<Alc|<a 4(Y, C2)

where A is any finite value. Then: a) for any right side of f € Ly(R?) there exists a solution
u(zx) of the equation such that Au € Lo(R?); b) let r(z) is continuous function in R, if
for any k)0 the value

1/6
B =sup sup sup nP / |r(t)|%dt

TER |C1|<K 0<n<m~(z,C1)
[t—z|<n

Is finite, then
r(z)D*u(x) = Lo(R?),

(2<0<o0, p= —g, m(z,Ch) = (q(z, Cl))1/2-

Let us enter the function

¢ (t,Co) =inf{ d"';d > inf /q(m,Co)d:U :
eeF'9 (1)
Oa(t)le

where Fa(f) (t) is a set of all compact subsets of cube 04(t), satisfying the following inequality
mese < ed", €€ (0,1).
Theorem 6 Let the conditions a), b) of the theorem 5 be satisfied and
¢ (z,Co)

sup sup ———~ < o0,
lo—y|<1 |Co—Cu<a @2 (2, C1)

Let us denote m(z, Cy) = q*(z,Cy), and by Ay(z,Cy) — the function which is defined with the
equality

Ay(x,Co) = m™ (2, Cy) sup sup n=? / q(t, Cy)dt,
|C1|<K 0<n<m~1(z,Cq) o
x—t|<n

3
where % is any value, f = 2(— — 1), p — is any number from the interval (1,2). Then, if at
p

some p € (1,2) the value
A, = sup sup A,(z,Cy)
|Co|<K z€R3
Is finite, then for any f(x) € Lao(R3) there exists a solution u(x) € Ly(R®) of the equation
(13), such that Au € Ly(R?).

Theorems 5, 6 are proved in the same way as theorems 2-4, based on results of work [7].
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3 Discussion

For differential equations one of the important questions is finding solutions in function
spaces. In this paper, using operator methods, a sufficient condition for the existence of
solutions to the nonlinear Sturm-Liouville and Schrodinger equations is found. Research
methods and results can be used in the study of other nonlinear differential equations.

4 Conclusion

The issues of separability of operators and coercive estimates, and also the existence of a
solution to differential equations, are solved in combination. The results of this work are new
and generalize previously published works.
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ON A BOUNDARY VALUE PROBLEM FOR A BOUSSINESQ-TYPE
EQUATION IN A TRIANGLE

Earlier, we considered an initial-boundary value problem for a one-dimensional Boussinesqg-type
equation in a domain that is a trapezoid, in which the theorems on its unique weak solvability
in Sobolev classes were established by the methods of the theory of monotone operators. In this
article, we continue research in this direction and study the issues of correct formulation of the
boundary value problem for a one-dimensional Boussinesg-type equation in a degenerate domain,
which is a triangle. A scalar product is proposed with the help of which the monotonicity of the
main operators is shown, and uniform a priori estimates are obtained. Further, using the methods of
the theory of monotone operators and a priori estimates, theorems on its unique weak solvability
in Sobolev classes are established. A theorem on increasing the smoothness of a weak solution
is established. In proving the smoothness enhancement theorem, we use a generalization of the
classical result on compactness in Banach spaces proved by Yu.l. Dubinsky ("Weak convergence
in nonlinear elliptic and parabolic equations Sbornik: Mathematics, 67 (109): 4 (1965)) in the
presence of a bounded set from a semi-normed space instead of a normed one. It is also shown
that the solution may have a singularity at the point of degeneracy of the domain. The order of
this feature is determined, and the corresponding theorem is proved.

Key words: Boussinesq equation, degenerating domain, a priori estimates, Sobolev space.
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29n-Qapabu arergarsr Kazak Yarreik Yausepcureri, Kasaxcran, Aimars! K.
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Yuioypsiiitarbl ByccuHeck Tumnrec TeHeyiHe KOUBLIFaH ITeKapaJbIK ecer

Ocprran Jeitin 6i3 Tpamenusibl 0bJbICTarsl OipedimenM i ByccuHeck Tumrec TeHjeyi YImiH KOWbI-
JIFaH OaCTalKbI-TIIEKapaJIbIK, €CenTi KapacThIpAbIK. EcenTiH coboseB KeHicTikTepimmeri 6ipMoHIi
9JICI3 MIENTIMIIJIIr TypaJjbl TeopeMaJiap MOHOTOH/IBI OIIEPATOPJIAP TEOPHUSICHI JICIMEH I IEH I].
Ocbr Makasiaga 613 OCbl OAFBITTAFBI 3€PTTEYJIEP/Il KAJFACTHIPBII, A3FbIHIAJIATHIH YINOYPBIIITH 00-
JipicTarbl Oipesiemii Byccunueck Ttunrec TeHeyl YImiH KOMBLIFAH MIEKAPAJIBIK, €CENTIH, KACHIHIbI
KOUBLTYyBIH KapacThipaMb3. Herisri omepaTropapabia MOHOTOHIBIIBIFBIH KOPCETY Ke3iHae KOoJIIa-
HBLJIFaH CKAJISPJIbI KOOEHTIH I YCBIHBLIBII, O1PKAJILIITHI allPpUOPJIbl Oarajaysiap aablHIbl. Opi Kapaii
MOHOTOH/IBI OTIEPATOPJIApP TEOPHUSICHI YKIHE aIIPUOPJIbI Oarasayiap KOMeriMeH ecenTiy coboJIeB Kita-
CTAPBIHIAFbl OIPMOH/II 9JICI3 IIEMIM/ILIIN TypaJjbl TeopeMasiap JoJIeseH 1. OJICi3 meniMHiY, aud-
depeHImaIIbIK KACUETTEPIH KaKCAPTAThIH TeopeMa, goastemeni. [lemivuin auddepeHuaiabik,
KACHETTEPIH KAKCAPTATHIH TEOPEMAaHbI JRJIeAey Ke3diHge 6i3 6aHax KEHICTIKTepiHJeri KOMITak-
TBIIBIK TYPAJIbl KJIACCUKAIBIK, HOTUKEHIH HOPMAJJAHFAH KEHICTIKTTIH OpHBIHA IOJTYHOPMAaJIAHFaH
KEHICTIKTerl ImeHesred xKublH 6ap Gosy karmaiibiabieg, FO.U. My6unckuit ("Weak convergence in
nonlinear elliptic and parabolic equations Sbornik: Mathematics, 67 (109): 4 (1965)) moseseren
JKAJMMBLUIAYBIH TafifalaHIblK. ByFan Koca OOJIBICTBIH, a3FbIHIAMY HYKTECIHE IIeNniMHIH epeKImiri

6ap ekeniri kepceriiren. Ocbl epeKIIeTiKTIH PeTi AHBIKTAJIBII, CONKEC TeOpeMa, TJICIIIEH]I.
Tvyitin ceszep: Byccumeck tenzeyi, a3rblHIAIATHIH OOJIBIC, anpuopbl Oarasaymap, Cobosie

KEeHICTIri.
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T'panununas 3aja4a JJis ypaBHeHusi TuNa ByccuHecKa B TPEyroJibHUKE

Panee mamum OblLia paccMOTpeHa HAYAJIBHO-TPAHWYHAS 3aJ@d9a JJIsi OJHOMEPHOTO ypaBHEHUS
tuna Byccunecka B 00JIaCTH, IIPEJICTABJISIONICH CODOM TpAIEIUIO, B KOTOPOH METOJAaMU TE€OPUHU
MOHOTOHHBIX OIIEPATOPOB yCTAHOBJIEHBI TEOPEMbI 00 €€ OJIHO3HAYHON C€Iaboil pa3penuMocTu B
coDOJIEBCKUX KJlaccaX. B 9Toit cTaTbe MbI IPOIOJIZKAEM HMCCIEIOBAHNS B JAHHOM HAIPABJIEHUN W
U3ydaeM BOIPOCHI KOPPEKTHON MOCTAHOBKY IPAHUIHON 3aJIa9H JIJIsT OMIHOMEPHOIO yPABHEHUST THUIIA,
Byccunecka B BBIpOXKIatoreiics obJsiacTu, TpecTaBsioNieil coboit TpeyroabHuk. [Ipemrmoxkeno
CKAaJISIPHOE IIPOU3BEICHNUE C TOMOIIBIO KOTOPOr'o MOKAa3aHa MOHOTOHHOCTH OCHOBHBIX OIIEPATOPOB, U
[TOJIyY€Hbl PABHOMEPHBIE allpHOPHBIE OlleHKHU. /lajiee MeTogaMmu TeOpun MOHOTOHHBIX OIIEPATOPOB
U aIpPUOPHBIX OIEHOK YCTAHOBJIEHBI TeOpeMbl 00 €€ OJHO3HAYHON CJaaboi pa3penmMOCTd B
CcODOJIEBCKUX KJIACCAX. YCTAHOBJIEHA TEOPEMa O IMOBBIIMIEHUN IJIAIKOCTH cyaboro pemrenus. [Ipu
JIOKA3aTeJIbCTBE TEOPEMbl O IMOBBINIEHUH TIJIAJKOCTH MBI HUCIIOJIb3yeM 0O0OIIeHne KIIACCHIECKOro
pe3yibraTta O KOMIIAKTHOCTH B 0OaHAXOBBIX IIPOCTPaHCTBax, mokasanHoro FO.M. Jlybunckum
("Weak convergence in nonlinear elliptic and parabolic equations Sbornik: Mathematics, 67 (109):
4 (1965)) npuM HaJIMYUE OTPAHUYEHHOTO MHOXKECTBA M3 IOJYHOPMHDOBAHHOIO IIPOCTPAHCTBA
BMECTO HOPMHUPOBAHHOTO. TakKe TOKAa3aHO, YTO PEIeHHe MOYXKET MMeTh OCOOEHHOCTh B TOUKE
BBIPOKIeHuNs o0acTu. IopsaoK maHHoit 0COOEHHOCTH OIpeIesieH, U J0KA3aHa COOTBETCTBYIONTAST
TeopeMa.

Kurouesble ciioBa: ypaBHenne byccunecka, BEIDOXKTaIoNascs 06JIacTh, allPUOPHBIE OIEHKU, TTPO-
crpancTBo CoboJieBa.

Introduction

The theory of Boussinesq equations and its modifications always attracts the attention
of both mathematicians and applied scientists. The Boussinesq equation, as well as their
modifications, occupy an important place in describing the motion of liquid and gas, including
in the theory of non-stationary filtration in porous media |1|- [13]. Additionally, here we note
only the works [14]- [19]. In recent years, boundary value problems for these equations have
been actively studied, since they model processes in porous media. These problems acquire
particular importance for deep understanding and comprehension in the tasks of exploration
and effective development of oil and gas fields.

In this paper, we study questions of the correct formulation of boundary value problems
for a one-dimensional Boussinesq-type equation in a degenerating domain. The domain is
represented by a triangle. Using the method of monotone operators, we prove theorems on
the unique weak solvability of the considered boundary value problems, and also establish a
theorem on improving the smoothness of a weak solution.

1 Statement of the boundary value problem and the main result

Let Q; = {0 < & < t} and 02 be the boundary of the €;, 0 <t < T < co. In the domain
Qut = {z,t|x € Q, t € (0,7)}, which is a triangle, we consider the following boundary value
problem for a Boussinesg-type equation

atu - ax (’u‘axu) = f7 {xat} € Q:cta (1)
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with boundary conditions
U = 0, {]J,t} c th = (9Qt X (O7T),

where f(x,t) is a given function.
It can be directly shown that the nonlinear operator Ag(v) =
value problem f has the following properties:

Ao(v) + Lg(§%) — Lg/2(€) is a hemicontinuous operator,
1A0(0)l]25500) < cllvllTyns € >0, Vv € Ly(C),

(Ao(v),v) > a||v||i3(gt), a>0, Vv e L3().
We have established the following theorems.
Theorem 1 (Main result) Let
f € Lypa((0,T); Wy ().
Then boundary value problem f has a unique solution
u € L3((0,T); Ls(Q) N Leo (0, T); H™ (),
moreover, at t — 0+, © —t — 0, t — 0+ we have

u(z,t) = O (z70(t — z)~>For=F)
O<a<si, >0, a+f<3 0<a<a.

Theorem 2 (On smoothness) Let

f € L3ya((0,T); Lzja(S2)).

(2)

—0, (|v|0,v) of boundary

(3)

(9)

Then the solution of boundary value problem f admits additional smoothness, 1i.e.,

u € Loo((0,7); La(€)),

[ul?u € Ly((0,T): H (),

Deu € Lapa((0,T); Wy h(90)).

(10)

(11)

(12)
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2 Auxiliary initial boundary value problems in trapezoids

To prove Theorem (1|, we first consider auxiliary initial boundary value problems. Let €, =
{0 < z < t} and 0 be the domain of the €y, e, <t < T < 00, &1 > &g > ... >
Em > oy, Em — 0 at m — oo. In the domain Q7 = {z,t|x € Q, t € (e, T)}, which is a
trapezoid, we consider the following boundary value problems for a Boussinesq-type equation

Ottt — O ([Um|Ostim) = fm, {1} € Qi (13)
with boundary

Um =0, {x,t} € X =0 X (e, T), (14)
and initial conditions

Um =0, z€ Q. =(0,e,), (15)

where f,,(z,t) are the narrowing of function f(x,t) (6)), which is given in the triangle Q,
into trapezoids Q.
Earlier, in [1]- [2]|, we established the following theorems.

Theorem 3 Let

Fun € Lojal(ems T W h(22). (16)
Then initial boundary value problem f has a unique solution

tm € Ly((m, T); L3(2)) N Lo ((em, T); HH (). (17)
Theorem 4 Let

fm € Laja((€m, T); La/2(S2t)).- (18)

Then the solution of initial boundary value problem — admits additional smoothness,
i.e.,

U € Loo((em, T); L2((2)), (19)
(| Pt € Lo((em, T); Hy (), (20)
Ot € La((em, T); Wg_/;(Qt» (21)

Note that results similar to Theorem [ for cylindrical domains are also available in [21]-
[22].
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3 Proof of Theorem Existence

First of all, for each m and the corresponding given function f,,(z,t), according to the
statement of Theorem [3| we have established the existence of a unique solution w,,(z,t) of
initial boundary value problem .

We continue functions um(x,t) fm(z, t) from the trapezoid QJ; by zero to the entire
triangle @,; and denote them by ,,(x,t), fn.(z,t). These functions w1ll satisfy equations

Oyt — Oz (|tim|Oalm) = frmy {1} € Qus, (22)
with boundary conditions

i =0, {z,t} € Dy (23)
From (22) we obtain

(Detin(t), v) + ao(t, U (t),v) = (fin(t),v), Yo € H (), te(0,7), (24)

where ag(t, U, v) = (Ao(t, Um), v), Ao(t, Um) = =04 (|tUm|02TUm) and (-, -) is the scalar product
defined by formula

o) = [ o[(-a2)7 0] dn, Vo e HO@), te ) (25)

where d2 = £ b = (=d2) 7 ¢ —d2) =, $(0) = P(t) = 0,V € H ().
Note that concepts close to scalar product have already been used in works [21], [22].
The operator Ay(t, @) has the monotonicity property in accordance with scalar product
([25). For solutions {i,,(t)}5_,, we establish a priori estimates that are uniform in the index

m. From f we will have:

1 ~ t ~ t 5 ~
MmOl @ [ 1O sgr < [ (a0 () 1acydr <
0 0

t
3/2 « -
< 3o [ W i + 5 [ Ny <
2 /2 (T 3/2 a ' 3
< 2 [ IO e+ 5 [ )20 (26)

From here we get

t
~ ~ 3/2
Hum(t)Hifl(Qﬁ&/o I\um(f)\!i3<gt)d7< V3. > | £ 2 @y t € (0,T]. (27)

In (26) we used the following relations

1d
S ()1 ) = (0 (2), o (8), since in(t) = 0 on X,
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fm(t)HLs/z(Qt) < Hf<t)HL3/2(Qt)7
as well as Young’s inequality (p~' + ¢t =1):

E d d
DE| = |(d"*D) (d"*= )| < = |DIP + — |E|?
pE|=|(@p) (42 )| < S1pP + BT

where
2
D = [lwm(®)llz, ) E=llwm@llL,q, d=1 3o P 3/2, ¢=3.

Finally, the relations
i, — u * —weak in Lo ((0,T); H'()), (28)

U, — u weak in Ls(Qqt), (29)
i, (T) — n weak in H'(Qr), (30)
(31)

Ao(t, QNLM) — h(t) weak in L3/2<(0, T), L3/2(9t>.
follow from (27) and inequality
A0t @)l a020) < elliiullZ -
Now we continue functions @, (t), Ag(t, @mn(t)), ..., from domain @,; by zero to the infinite

domain @,;, where
z=0, t<0,
Qu=12 z€Q, te(0,T),
x € Qp, t>T,

and denote these continuations by ,,(t), Ao(t, tm(t)), ..., i-e.,
0, t <0, 0, t <0,
Um(t) = Un(t) € H'(Q), te(0,T], o(t)=< v(t)e H*'(Q), te(0,T], (32
t>1T,; 0, t>1T.

0,
As a result, for continuations we will have:

(@ (1), D)) + (Aot (), D)) = (Fn(£), () = (@ (T), B())3(t — T), ¢ € R". (33)
Further, choosing from {a,,(t)}5_, a weakly convergent subsequence {1, (t)}72, and passing

to the limit at y — oo, we obtain

(@ (), 0(t) + (h(1), (1)) = (f(t),0(1)) — (n,0(t))o(t = T), t € R,
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where @(t), h(t) and f(t) are continuations of functions u(t) (28), h(t) and f(t) to R,
that is, from here we get

' (t)+h(t)=ft)—né(t—-T), tc R (34)
Now, narrowing equality to the time interval (0,7"), we obtain

W(8) + h(t) = f(t), te(0,T), (35)

u'(t) € L3a((0,T); La2(S))- (36)

Further, on the one hand, from the monotonicity condition of the operator Ay(t,v) we
will have

T
Y, = / (Ao(t,u,(t)) — Ao(t,v(t)), u,(t) —v(t)) dt > 0 Yo € Ls((0,T); L3(2)), (37)
0
on the other hand, from (24]) we get
T T 1 ,
[ ot a0yt = [ G0), 500 bt = ST 0 (38)
Thus, it follows from relations f that
T 1 T
Y, = / (Ful), 8 (0) dt = 11 (T) 10y — / (Ao(t, T(8)), v(2)) di—
T
= [ ot @) 3,0) o0 de Yo € Lo((0. T Lol ) (39)
0
Now, using the property of weak lower semicontinuity of the norm in a Banach space

lim inf [|%,(T) 310, = 18T 1310y

we have

0 < timsupY, < [ (0, ut) dt = STy = [ (hle)0(0) e

—/0 (Ao(t, v(t)), ult) —v(t)) dt Vv € Ls((0,T); Ls({)). (40)

In turn, from we get

| o= [ pau0) e 5w, (41)
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Substituting the expression for fOT( f(t),u(t)) dt from (A1) into inequality (40]), we establish
the following inequality

/0 (h(t) = Ao(t, v(t), u(t) — v(t)) di = 0 Vu(t) € Ls((0,T); Ls(S%))- (42)

Now, to complete the proof of Theorem [I] i.e. the existence of a solution to boundary
value problem f, our goal is: to show the validity of the following equality

h(t) = Ao(u(t)). (43)

We use the property of hemicontinuity of the operator Ag(t,v) (3]). Replacing v(t) =
u(t) — Aw(t), A >0, we L3(Qu) in ([A2)), we obtain

/0 (h(t) — Ao(t,u(t) — Aw(t)),w(t)) dt >0 Yw(t) € L3(Qu)-

Hence, at A — 04, we obtain the required equality . The existence part of the solution
in Theorem [I] is proved.

4 Proof of the Theorem . Uniqueness

Let us show that the operator Ag(f,u) in problem — will have the property of
monotonicity if the scalar product is introduced in an appropriate way. For this purpose,
we take as the scalar product

o) = [ e[(-d2) o] dy, vowe B, Vie OT) (14)

1

where d2 = L 4 = (=d2) ¢ 1 —d2 = b, ¥(0) = P(t) = 0,V € H (), Vt €
(0,7).
The following lemma is valid.

Lemma 1 Operator Ao(t,u) is monotone in the sense of scalar product m space
H=Y(S), i.e. the following inequality is valid:

<A0(t,u1) — Ao(t,UQ),Ul — U2> 2 0, Vul,ug € D(Qt), Vit e (O,T) (45)

To the proof of Lemma |1 For each t € (0,7, operator Ag(t,u) = —0, (|u|0,u) is
monotonic and condition (45)) is satisfied (according to [20], chap. 2, s. 3.1). Indeed, on the
one hand, we have

(Ao(t, ) — Ao(t, 1), — ) = %/ (—d2) (Iele — [elw) (—d2) " (¢ — ) dx =

Q

1

=5 | lelo ~ [016)(o — ) d, Vo, ¥ € D), Vi € (toT),
Q¢
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On the other hand, from the convexity condition of the functional J(t,¢) =
L Lo (@) P da, o € D(Q), Vi e (0,T), it follows

(J'(t,0) — J(t,2h), 0 — ) >0, Vo, € D), Vte (0,T).
Thus, we get

/(I@Iso—lwltb)(so—@/))daf >0, Vo, v D), Vie(0,T),

Q¢

that is, inequality is established. Lemma [1|is proved.

Now we are ready to show the uniqueness of the solution in problem —. Let wuq(t)
and us(t) be two solutions to problem (I)—(2). Then their difference u(t) = ui(t) — us(?)
satisfies the homogeneous problem:

' (t) + Ao(t,uy (t)) — Ao(t, ua(t)) =0,
(u' (), u(®)) + ((Ao(t, ui(t)) — Ao(t, uz(t)), ur(t) — ua(t)) =0

and, due to the monotonicity property of the operator Ay(t,u), we have:

d .
(W' (t),u(t)) = ﬁ””(t)”?;l—l(ﬂt) <0, ie u(t)=0.
The uniqueness of the solution to problem f is proved.

5 Proof of Theorem (1| Singularity of the solution

We show that the solution u(z,t) of boundary value problem f having a singularity of
the order specified in ([§) will belong to the space L3(Q",), where Q% = {x,t|0 <z < t, 0 <
t <ty < T}. For this purpose, it suffices to show that the following integral is bounded when
to — 0+

/ g300 ( — g)T3oH3e0 =36 gy . (46)
Qs

We have
to ¢ x = tsin?6
/ t_3ﬁ/ g0t — gy Peteodpdt = || 0< 0 < /2 =
0 0 dx = 2sinf cos 6 db

to 7T/2
=2 / l—3a—38 / sin' 7620 g cog! =660 9 g9 qt.
0 0

It is not difficult to verify that under the conditions of Theorem [I|in the last expression, the
inner integral takes a finite value. Calculating the outer integral, we have

to 1
H-3a-38 gy _ t273(a+ﬁ)’
/0 2—3(a+p)"°

which, under the conditions of Theorem [I], is also bounded from above.
Note that if the order of the singularity of solution u(x,t) is higher than in , then this
function is no longer an element of space L3(QL).

This completes the proof of Theorem
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6 Proof of Theorem

It suffice for us to show the existence of a solution, and the uniqueness follows from Theorem

1l

First of all, for each m and the corresponding given function f,,(z,t), according to the
statement of Theorem {4 we have established the existence of a smoother (than in Theorem
unique solution w,,(z, t) of initial boundary value problem f for the corresponding
trapezoid Q)7;.

We continue functions wu,,(z,t), fn(x,t) from the trapezoid QJ; by zero to the entire

triangle Q),; and denote them by ,,(x,t), fn(x,t). These functions will satisfy equations

Oyt — O (|| Ouslin) = fimy {,} € Qu, (47)
with boundary conditions

i =0, {2t} € . (48)
From we obtain

(B4l (1), V) 4 ao(t, Tm(t),v) = (fin(t),v), Yo e H ), te (0,T), (49)

where ag(t, tm, v) = (Ag(t, Um), v), Ao(t, ) = —04 (|Um|0+0m) and (-, -) is a scalar product

o) = | o[(-d2) "] e, Vewe B, te D).

where d2 = £ i = (—d?) " —d%) =, p(0) = (1) = 0,V € H(Qy).
Let us rewrite equation in the form

(Beiin(), (~02) " 0) b5 () n(6), ) = (Ful), (-02) ' 0) . Vo€ HA(Q), 1€ (0.7T),

where Hj A () = {¢l ¢, 02¢ € Hy()}, or

(@it 0),0)+ 5 (i) i(6),0) = (1), 0) , Vi = (~02) v € HY(Q), £ (0.T). (50)

Further, from (50)) we obtain the following equality

(Ot (1), Um (1)) + % (Jam (6)] @ (1), =0%m(8)) = ([ (1), (1)), T € (0,T), (51)

and from , therefore, we will have

1d

§£||ﬂm(t)||%2(9t) +

4

5 [ 02 (028 0)] e = (G0, ), ¢ € 07,

or

im0 [ /Q 0. (o7 0] dedr = [ (Fu(r)san(rdr, € (0.7).
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(52)
Here we use the following equality

1 4

=i | Ty () [T (£) 02 Ty () da::§/9t [81,(|am(t)|1/2ﬂm(t))}2dx, te (0,7). (53)

Let us show its justice. First, we transform the left side of equality . Let us show that
equality

= / i () (£) 02, (£) iz = / i (6)] [0 (0)] da (54)

2 Iy

holds. Indeed, we have:

[Gm)2,  at dy > 0, 2l Olim, b T > 0,
| i | = {0, at fm(t) =0, 0y (|tm|iim) = { 0, at i (t) = 0,
—[=Un]?, at G, <0, 2 [ ipn] O lim, &b T < O.

Thus, from here we obtain: 0, (|tm ()|@n(t)) = 2 |t (t)|048m (1), ie. equality (54)).
The same holds for the right side of equality . We get

[Tim]?/?, at ty, > 0, 3] 20 lt,  at Uy > 0,
|y |20, = {0, at Gy =0, 0y (|tm|"*tn) = 0, at Ty, = 0,
—[=,,)*?, at 1, <0, 3= )20y, at Gy < 0.

Thus, from here we get: 9y (|tm (£)|2n (1)) = 2[am(t)]20stn(t), that is, the following
equality is true:

4
X / 10 (Jim ()P (D)2 d = [ i (0)] (Dt (6) d.

Qt Q
Thus, we have shown the validity of equality .

Since from Theorem we have that the functions @,,(t) are bounded in L3(Q.), therefore
the right part of is bounded when condition (6)) of Theorem [1] is fulfilled. Hence from
(52) we deduce that

U are bounded in Lo ((0,7); La(€2)), (55)

1/2 ~

Oy (|t | ) are bounded in Lo(Qgt), i.e. |t |"? @ € La((0,T); Hy (). (56)

From relations 7, equation and conditions , we establish an estimate for

the time derivative t

O¢liy, are bounded in L3/ ((0,7T); W3_/§(Qt)) (57)
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Hence, we can write

Uy — u weakly in Lo ((0,7); La(€2)), (58)

|| 20, — X weakly in Lo ((0,T); Hy (). (59)
Thus, on the basis of relations — we establish
Um — u strongly in L3((0,7"); L3(€2)) and almost everywhere,

and, further, using and applying Theorem 12.1 and Proposition 12.1 from ( |20], chapter
1, 12.2), as well as Lemma 1.3 from ( [20], chapter 1, 1.4), as a result we have

|ty | 2y — u|Y?u weakly in Lo((0,T); HL(Q)), ie. x = |u|"u. (60)

Lemma 1.3 ( |20], chapter 1, 1.4). Let O is a bounded domain in R? x R}, g, and g are
functions from L,(O), 1 < g < oo, such that

l9ullzy0) £ C, gy — g a.e.in O.
Then g, — g weakly in L,(O).
From , and we obtain the required statement —. Theorem [2 is

completely proved.

Conclusion

In this paper, we study boundary problems for a one-dimensional Boussinesq-type equation
in a domain that is a triangle. Using the methods of the theory of monotone operators and
a priori estimates, we prove theorems on their unique weak solvability in Sobolev classes, as
well as theorems on improving the smoothness of a weak solution.

Acknowledgments

This research is funded by the Science Committee of the Ministry of Education and Science
of the Republic of Kazakhstan (Grants No. AP09258892, 2021-2023).

References

[1] M.T. Jenaliyev, A.S. Kasymbekova, M.G. Yergaliyev, "On initial boundary value problems for the Boussinesq-type
equation" , The Tradit. Int. April Math. Conf. in honor of the Day of Science workers of the RK. Abstracts of reports.
(Almaty: Publ. IMMM. (2022), 76-77).

[2] M.T. Jenaliyev, A.S. Kasymbekova, M.G. Yergaliyev, A.A. Assetov, "An Initial Boundary Value Problem for the
Boussinesq Equation in a Trapezoid" , Bulletin of the Karaganda University. Mathematics, 106: 2 (2022), 11p.

[3] H. P. McKean, "Boussinesq’s Equation on the Circle", Communications on Pure and Applied Mathematics, XXXIV
(1981): 599-691.



48

On a boundary value problem for ...

(4]

(5]

(6]

7]

(8]

(9]

[10]

[11]

(12]

[13]

[14]

(15]

[16]

[17]

(18]

[19]

20]

21]

22]

Z. Y. Yan, F.D. Xie, H.Q. Zhang, "Symmetry Reductions, Integrability and Solitary Wave Solutions to Higher-Order
Modified Boussinesq Equations with Damping Term" , Communications in Theoretical Physics, 36: 1 (2001): 1-6.

V. F. Baklanovskaya, A. N. Gaipova, :On a two-dimensional problem of nonlinear filtration" , Zh. vychisl. math. i math.
phiz., 6: 4 (1966): 237-241 (in Russian).

J. L. Vazquez, The Porous Medium FEquation. Mathematical Theory, (Oxford University Press, Oxford (2007).
XXI14-625p).

P. Ya. Polubarinova-Kochina, "On a nonlinear differential equation encountered in the theory of infiltration" , Dokl. Akad.
Nauk SSSR, 63: 6 (1948): 623-627.

P.Ya. Polubarinova-Kochina, Theory of Groundwater Movement, (Princeton Univ. Press, Princeton (1962)).

Ya. B. Zel’dovich and A. S. Kompaneets, Towards a theory of heat conduction with thermal conductivity depending on
the temperature, (In Collection of Papers Dedicated to 70th Anniversary of A. F. Ioffe. Izd. Akad. Nauk SSSR, Moscow
(1950), 61-72).

Ya. B. Zel’dovich and G. I. Barenblatt, "On the dipole-type solution in the problems of a polytropic gas flow in porous
medium" , Appl. Math. Mech., 21: 5 (1957): 718-720.

Ya. B. Zel’dovich and G. I. Barenblatt, "The asymptotic properties of self-modelling solutions of the nonstationary gas
filtration equations: , Sov. Phys. Doklady, 3 (1958): 44-47.

R. E. Showalter, Monotone Operators in Banach Space and Nonlinear Partial Differential Equations, (Amer. Math. Soc.,
Providence (1997). XIII+270=283p).

M. M. Vainberg, Variational Method and Method of Monotone Operators in the Theory of Nonlinear Equations, (Wiley,
New York (1973)).

X. Zhong, "Strong solutions to the nonhomogeneous Boussinesq equations for magnetohydrodynamics convection without
thermal diffusion" , Electronic Journal of Qualitative Theory Differential Equations, 2020: 24: 1-23.

H. Zhang, Q. Hu, G. Liu, "Global existence, asymptotic stability and blow-up of solutions for the generalized Boussinesq
equation with nonlinear boundary condition" , Mathematische Nachrichten, 293: 2 (2020): 386-404.

G. Oruc, G. M. Muslu, "Existence and uniqueness of solutions to initial boundary value problem for the higher order
Boussinesq equation" , Nonlinear Analysis — Real World Applications, 47 (2019): 436-445.

W. Ding, Zh.-A. Wang, "Global existence and asymptotic behavier of the Boussinesq-Burgers system", Journal of
Mathematical Analysis and Applications, 424: 1 (2015): 584-597.

N. Zhu, Zh. Liu, K. Zhao, "On the Boussinesq-Burgers equations driven by dynamic boundary conditions" , Journal of
Differential Equations, 264: 3 (2018): 2287-2309.

J. Crank, Free and Moving Boundary Problems, (Oxford University Press, 1984).

J.-L. Lions, Quelques methodes de resolution des problemes aux limites non lineaires, (Dunod Gauthier-Villars, Paris
(1969)).

Yu.A. Dubinsky, "Weak convergence in nonlinear elliptic and parabolic equations", Sbornik:Math., 67(109): 4 (1965):
609-642.

P.A. Raviart, "Sur la resolution et I’approximation de certaines equations paraboliques non lineaires degenerees" , Archive

Rat. Mech. Anal., 25 (1967): 64-80.



ISSN 1563-0277, eISSN 2617-4871 JMMCS. Ne3(115) 2022 https://bm.kaznu kz

IRSTI 27.17.21 DOLI: https://doi.org/10.26577/IMMCS.2022.v115.13.05

M. Kozybayev North Kazakhstan University, Kazakhstan, Petropavlov
*e-mail: sveta lutsak@mail.ru

S.M. Lutsak* =, O.A. Voronina =, G.K. Nurakhmetova o_.\
sk

ON QUASI-IDENTITIES OF FINITE MODULAR LATTICES

In 1970 R. McKenzie proved that any finite lattice has a finite basis of identities. However the
similar result for quasi-identities is not true. That is, there is a finite lattice that has no finite
basis of quasi-identities. The problem "Which finite lattices have finite bases of quasi-identities?"
was suggested by V.A. Gorbunov and D.M. Smirnov. In 1984 V.I. Tumanov found a sufficient
condition consisting of two parts under which a locally finite quasivariety of lattices has no finite
(independent) basis of quasi-identities. Also he conjectured that a finite (modular) lattice has a
finite basis of quasi-identities if and only if a quasivariety generated by this lattice is a variety.
In general, the conjecture is not true. W. Dziobiak found a finite lattice that generates a finitely
axiomatizable proper quasivariety. Tumanov’s problem is still unsolved for modular lattices. We
construct a finite modular lattice that does not satisfy one of Tumanov’s conditions but the
quasivariety generated by this lattice is not finitely based.

Key words: Lattice, quasivariety, finite basis of quasi-identities.
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CoHFBI MOAYJISPJIBIK, TOPJIAPAbIH KBa3U-COUWKECTIKTEPi TypaJibl

1970 xbuier P. MakkeH3w Ke3-KeJreH COHFbI TODPJBIH TYHKIIIKTI CoOWKecTeHIipy Herisi 6ap
eKeHiH jroJieseni. Ajraiina, KBa3u-ColKeCTeH Py YIIH YKCAC HOTHXKE JyPhIC eMec. SIrHu, KBa3u-
COfKeCTeHIIPYIiH, TYIKUIIKTI HEeri3i KoK corrbl TOp O0ap. Mocene "KBazu-coiikecTeHIipy/1iH COHFBI
Herizzepi Kauait courbl Topsapra ue?" B.A. Topbynos kone /I.M. CMUPHOB YCHIHJIBL.

1984 xwpiaer B.U. TymanoB exi 6e1iKTeH TYPATHIH YKETKITIKTI yKar ail/Ibl TAIThL: KEePriJiKTi Typ-
Jle, COHFBI KBA3UKOIOeiiHe TOpJIap/ia KBa3u-ColKeCTeH Iy IiH COHFbI (Toyesici3) Herisi kKoK,
Conpaii-ak, 071 aKbIPFbl (MOJYISIPIBIK) TOP/BIH KBA3U-CONKECTEHIIPY/H COHFBI Herisi Gap jen
VYCBIHIBI COJAH KeifiH »KoHe TeK OChl TOpJaH Maiiaa OoJraH KBa3ukeroeiine Oy kenbeiine. 2Kambr
XKargaiiga runoresa gypoic eMec. B. JI3e6sK aKbIpJIbI TOPIBI TAIITHI, OJT aKCHOMATH3AINSITAHATHIH
O3IH/IIK KBA3UKOIOEHHEH] Ty AbIPaIbl. T yMAHOBTHIH MOCEIECi 911 e MOIYASIPJIbIK TOPJIap VIIIH IITe-
mriyired 2KokK. Bi3 TymMaHOBTHIH 6ip KaraaibiH KAHAFATTAHILIPMANTHIH COHFBI MOJTYISIPJIBIK TOP/IHI
caJjilaMbI3, Oipak OChI TODJIAH Iaiiga O0JIFaH KBa3UKOIIOEHHEHIH TYIK] Herisi »KoK.

Tyiiia ce3nep: Top, kBazukenbeline, KBa3W-CONKECTIKTEP/IIH, COHFbI OA3UCI.
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B 1984 romy B.U. TymamoB Hares I0CTATOYHOE YCJIOBHE, COCTOSINEE M3 JIBYX YaCTeil, IpU KO-
TOPOM JIOKAJIbHO KOHEYHOE KBA3UMHOIOOOpa3ue DEIeTOK HEe UMeeT KOHEYHOro (HEe3aBUCHUMOIO)
6a3mca KBasUTOXKIECTB. TakrKe OH IIPEIIOIOXKIII, YTO KOHEeUYHas (MOIYJIspHAs) pelleTKa MMeer
KOHEYHBIN 6a31C KBa3UTOXKIECTB TOI/Ia U TOJIBKO TOIA, KOI/a KBa3UMHOI000pa3ue, IOPOXK IEHHOe
9TOIl PeIeTKoi, siBjisieTcsi MHOroobpasueM. B obiem ciydae runoresa HesepHa. B. J[3e0sk Hammen
KOHEYHYIO PEIIeTKY, KOTOpast OPOXKIAeT KOHEYHO aKCUOMATU3UPYEMOe COOCTBEHHOE KBA3UMHOIO-
obpasme. IIpobsema TymanoBa 10 cux mop He perreHa JJjis MOIYJISPHBIX perreTok. Mbl cTponm
KOHEYHYIO MOJYJISIDHYIO DEIIeTKY, KOTOpasl He YIOBJIETBOPSIET OJHOMY U3 ycjoBuit TymaHoBa, HO
KBa3UMHOI00bpa3ue, MOPOXKIEHHOE ITON PEIIeTKO, He SBJISIeTCS KOHEYHO 0a3UpPyeMbIM.
Kutouessbie cioBa: Pemerka, kBasuMHOroobpasue, KOHEUHBI 6a3UC KBA3UTOXK IECTB.

1 Introduction

Questions concerning finite basability are among the most researched and relevant topics in
universal algebra. It is well known that the finite based results begin with R.C. Lyndon,
who in 1951 proved that the algebras on a two-element universe are always finitely based.
R. McKenzie [1] in 1970 established that every finite lattice is finitely based, and generalizing
this result, K.A. Baker in 1976 proved that every finite algebra generating a congruence-
distributive variety is finitely based. There are two major directions in which Baker’s theorem
was generalized. In congruence-modular direction there was a series of results by R. Freese and
R. McKenzie, the final result by McKenzie published in 1987 states that every finite algebra
generating a congruence-modular residually finite variety is finitely based. In congruence
meet-semidistributive direction, R. Willard in 2000 proved that every finite algebra generating
a congruence meet-semidistributive residually strictly finite variety is finitely based.

Thus, according to R. McKenzie, any finite lattice has a finite basis of identities. The
similar result for quasi-identities is not true, that was established by V.P. Belkin [2]|. In 1979
he proved that there is a finite lattice that has no finite basis of quasi-identities. In particular,
the smallest lattice that does not have a finite basis of quasi-identities is the ten-element
modular lattice M5_5. In this regard, the following question naturally arises. Which finite
lattices have finite bases of quasi-identities? This problem was suggested by V.A. Gorbunov
and D.M. Smirnov [3] in 1979. V.I. Tumanov [4] in 1984 found sufficient condition consisting
of two parts under which the locally finite quasivariety of lattices has no finite (independent)
basis for quasi-identities. Also he conjectured that a finite (modular) lattice has a finite
basis of quasi-identities if and only if a quasivariety generated by this lattice is a variety.
In general, the conjecture is not true. W. Dziobiak [5] found a finite lattice that generates
finitely axiomatizable proper quasivariety. Also we would like to point out that Tumanov’s
problem is still unsolved for modular lattices.

The main goal of the paper is to present a finite modular lattice that does not satisfy one
of Tumanov’s conditions but the quasivariety generated by this lattice is not finitely based
(has no finite basis of quasi-identities).

2 Material and methods

We recall some basic definitions and results for quasivarieties that we will refer to. For more
information on the basic notions of general algebra introduced below and used throughout
this paper, we refer to [6] and [7].
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A quasivariety is a class of lattices that is closed with respect to subalgebras, direct
products, and ultraproducts. Equivalently, a quasivariety is the same thing as a class of
lattices axiomatized by a set of quasi-identities. A quasi-identity means a universal Horn
sentence with the non-empty positive part, that is of the form

(VZ)[p1(7) = qu(Z) A -+ Apn(T) = qn(T) = p(Z) = q(T)]

where p,q, p1,q1,--.,Pn, qn are lattice’s terms. A wariety is a quasivariety which is closed
under homomorphisms. According to Birkhoff theorem [8], a variety is a class of similar
algebras axiomatized by a set of identities, where by an identity we mean a sentence of the
form (VZ)[s(Z) ~ t(Z)] for some terms s(z) and ().

By Q(K) (V(K)) we denote the smallest quasivariety (variety) containing a class K. If
K is a finite family of finite algebras then Q(K) is called finitely generated. In case when
K = {A} we write Q(A) instead of Q({A}).

Let K be a quasivariety. A congruence « on algebra A is called a K-congruence or relative
congruence provided A/a € K. The set Cong.A of all K-congruences of A forms an algebraic
lattice with respect to inclusion C which is called a relative congruence lattice.

The least K-congruence 0k (a,b) on algebra A € K containing pair (a,b) € A x A is
called a principal K-congruence or a relative principal congruence. In case when K is a
variety, relative congruence 0k (a, b) is usual principal congruence that we denote by 6(a, b).

An algebra A belonging to a quasivariety K is (finitely) subdirectly irreducible relative to
K, or (finitely) subdirectly K-irreducible, if intersection of any (finite) number of nontrivial
K-congruences is again nontrivial; in other words, the trivial congruence 04 is a (meet-
irreducible) completely meet-irreducible element of Conk.A.

Let (a] ={z € L |x <a} ([a) = {x € L | x > a}) be a principal ideal (coideal) of a lattice
L. A pair (a,b) € L x L is called dividing (semi-dividing) if L = (a] U [b) and (a] N [b) = @
(L = (a]U[b) and (a] N [b) # @).

For any semi-dividing pair (a,b) of a lattice M we define a lattice

M,y = {(x,0),(y,1) e M x2|x € (a],y €[b)};V,A) <¢ M X 2,

where 2 = ({0,1}; vV, A) is a two element lattice.

Theorem 1 (Tumanov’s theorem [4]) Let M, N (N C M) be locally finite quasivarieties
of lattices satisfying the following conditions:

a) in any finitely subdirectly M-irreducible lattice M € M\N there is a semi-dividing pair
(a,b) such that M,_, € N;

b) there exists a finite simple lattice P € N which is not a proper homomorphic image of
any subdirectly N-irreducible lattice.

Then the quasivariety N has no coverings in the lattice of subquasivarieties of M. In
particular, N has no finite basis of quasi-identities provided M s finitely axiomatizable.

In the next section, the algebra £ and its carrier (its main set) L will be identified and
denoted by the same way, namely L.
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3 Results and discussion

Let T be a modular lattice displayed in Figure 1. And let N = Q(7T') and M = V(T') be the
quasivariety and variety generated by T, respectively. Since every subdirectly N-irreducible
lattice is a sublattice of T', we have that a class Ng; of all subdirectly N-irreducible lattices
consists of the lattices 2, M3, M3 5 and T (see Figures 1 and 2). It easy to see that Mj is
a unique simple lattice in Ny; and is a homomorphic image of 7. Thus, the condition a) of
Tumanov’s theorem is not valid for quasivarieties N C M. We show

Theorem 2 Quasivariety Q(T) generated by the lattice T is not finitely based.
To prove the theorem we modify the proof of the second part of Theorem 3.4 from [9].

T

Figure 1: Lattice T

Ms < ; < ;
M3,3 M373

Figure 2: Lattices M3, M3 3 and M;z_3

Let S be a non-empty subset of a lattice L. Denote by (S) the sublattice of L generated
by S.
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We define a modular lattice L,, by induction:

n=1.L = Mz 3and Ly = ({a1,b,¢1,¢e,d}) (see Figure 3);

n = 2. Ly is a modular lattice generated by L; U {ag,bs, c2,d} such that by = co,
<{a2,b2,02,€, b1}> = Mg, and as Vb = e A d17 dV b = dl, and by < d (see Figure 3)

n > 2. L, is a modular lattice generated by the set {a;, b;, ¢; | i < n}U{e, d} such that a;
is not comparable with a; and by for all j # i and k <n, b;_; = ¢;, ({a;, b;, ¢;}) = M; for all
i<mn, b Vd=d; foralli <n,andb, <d (see Figure 4).

One can see that L, is a subdirect product of the lattices L, ; and M3 for any n > 2.

Figure 3: Lattices Ly, Lo

Let L, be a sublattice of L, generated by the set {a;, b;, ¢; | i < n}.

Lemma 1 For any n > 1 and a non-trivial congruence 8 € ConlL,, there is 1 < m < n such
that L,,/0 = L,, or L, /0 = Ms3 provided (ay,by) ¢ 0, otherwise L,,/0 = L, .

Proof of Lemma 1.

We prove by induction on n > 2. One can check that it is true for n = 3 because of
Ls3/0 = Ly or L3/0 = Ms3 if (a1,b1) ¢ 6 and L3/0 = Ly or L3/0 = Mj for any non-trivial
congruence 6 € ConLs.

Let n > 3. And let u cover v in L, and 0(u,v) C 0. By construction of L,, we have
L,/0(u,v) =L,y or L,/0(u,v) =L, _,.

Assume (aq, b1) ¢ 6. Since for every non-trivial congruence § € ConlL,, there are u,v € L,
such that u covers v and 0(u,v) C 6, we get

L,/0 = (L,/0(u,v))/(0/0(u,v)).
Since L, /0(u,v) = L,_; we obtain
L0/022 (L, [6(u, 0))/(0/0(u,0)) = Lo 1/6,

for some 0" € Con(L,,—1). And, by induction, L,,_1/0" = L,, or L,_1/0" = Ms3 for some
m > 0. Thus L, /0 = L,, or L,/0 = M.
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Figure 4: Lattice L,, n > 2

Now assume (ay,b;) € 6. Then 6(ay,b1) = 0(u,v) and L, /0(u,v) = L, . Hence
Ln/0 = (Ln/0(u,v))/(0/0(u,v)) = L, /0,

for some 6" € Con(L; ). It is not difficult to check that L; /0’ = L for some m > 0 (see
Lemma 3.1 [9]). Thus L,,/0 = L,, or L,,/0 = L.

Corollary 1 For all n > 1, there is no proper homomorphism from L, to M3 3 and T'.

Proof of Corollary 1.

We provide the proof for a proper homomorphism from L,, into M3_3. It is not difficult
to check that the same arguments hold for a proper homomorphism from L, into 7.

Assume h : L, — M3_3, n > 1, is a proper homomorphism. Hence ker h is not a trivial
congruence on L,. By Lemma 1, L,/kerh = L,, or L,/0 = Mss or L,/kerh = L, for
some m > 1. Thus L,, = h(L,) < Ms_3. It is impossible because, by definition of L,,,
|Lpm| > |Ms_3| for all m > 1, hence L, is not a sublattice of M;_3. Obviously, M3 3 and L,
are not sublattices of M3_3. Thus there is no such homomorphism h.

Lemma 2 For every n > 2, a lattice L, has the following properties:
Z) Ln Ss Ln—l X Ln—l;
ZZ) Ln S V(M3’3) == V(T),
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iii) Ln ¢ Q(T);
iv) Every proper subalgebra of L, belongs to Q(T).

Proof of Lemma 2.

i). One can check that L,/6(a;,b;)) = L, 1 for all 1 < i < n. Since n > 2 then
0(az, bs),0(as, bs) € ConL,, and 0(az, ba) N0 (ag,bs) = A. This means that L, <; L,_1 X L,_1.

ii). One can see that 7' is a subdirect product of M3 and Mj3. Hence T' € V(M33). On
the other hand, by Jonsson lemma [10], every subdirectly irreducible lattice in V(T') is a
homomorphic image of some sublattice of 7. Hence M3 € V(T'). Thus V(Ms3) = V(T),
and, by ¢) and induction on n, we get L, € V(7).

iii). Suppose L, € Q(T) for some n > 1. Then L,, is a subdirect product of subdirectly
Q(T)-irreducible algebras. Since every subdirectly Q(T')-irreducible algebra is a subalgebra
of T', we get that L, is a subdirect product of subalgebras of 7. By Lemma 1, there is no
proper homomorphism from L, onto T or Mj_ 3. Hence L, € Q(M;) for all n > 1. It is
impossible because M3 3 < L, and M3 3 ¢ Q(M3).

iv). We prove by induction on n. It is true for n < 2 by manual checking. Let n > 2 and
let S be a maximal sublattice of L,,. Since the lattice L,, is generated by the set of double
irreducible elements {a,...,an,,c1,¢e,d}, there is 0 < i < n such that a; € S or ¢; ¢ S or
e¢Sordé¢s.

Suppose ¢; ¢ S. One can see that (S) <, 2 x Mz x L, . Since L, ; <, M} we get
(S) € Q(My) € Q(T).

Suppose e ¢ S. Then (S) <, 2 x L, <, 2 x M} € Q(M3) C Q(T).

Suppose d ¢ S. Put S, = {{a1,...,am,c1,e}, m <n, and T,,, = (S,,). One can see that
Tn/0(a;,b;) = T,,—q for all 1 <i <m. And T,,/6(a1,b1) = L,,_,. Since 0(ay,b1) N O(a;, b;) =
A, by distributivity of Con7,,, we have 6(ay,b1) N (\V/{0(ai,b;) | 1 < i < m}) = A. Since
T/ (V{0(a;, b;) | 1 < i <m}) 2T we obtain (S,,) <, T x L, | <, T x My~ € Q(T).

Suppose a; ¢ S. Since n > 1 and S is a maximal sublattice, then there are i # k # [ # i
such that 0(by, cx), 0(b;, ¢;) € ConL,,

H(bk, Ck) N Q(bl, Cl) = A
and

Ln/é’(bk, Ck) = Ln/H(bl, Cl) = Ln—l or {Ln/e(bka Ck)7 Ln/e(bh Cl)} = {Ln—17 Lr:—l}'

We provide the proof for the first case, L,/0(bx,cx) = L,/0(b;,c) = L,_1. These
isomorphisms mean that L, <, L, 1 x L,y and S < L,y X L,_1. Let hy : L, — L,
and h; : L, — L, are homomorphisms such that ker hy, = 0(by, cx) and ker by = 0(by, ;).
Since (a;,b;) ¢ 0(bx,cr) U (b, c;) then hy(S), hi(S) are proper sublattices of L,_;. And,
by induction, hg(S),h(S) € Q(T). As by, cr,b,c; € S, the restrictions of congruences
O(bk,cr)|s and 0(b, ;)]s on the algebra S are not trivial congruences on S. Moreover
O(bk,ck)ls N O(b,¢r)|ls = A. It means S <g hg(S) x hy(S). Hence S € Q(T). Since every
maximal proper subalgebra of L,, belongs to Q(T") then every proper subalgebra of L,, belongs
to Q(T).

It is not difficult to check that for {L,,/6(bg,ck), Ln/0(bi, 1)} = {Ln_1, L, ;} the same

arguments hold.
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Now we prove the main result, Theorem 2.

We use the following folklore fact which provides non-finite axiomatizability: A locally
finite quasivariety K is not finitely axiomatizable if for any positive integer n € N there is a
finite algebra L, such that L, ¢ K and every n-generated subalgebra of L, belongs to K.

We show that for quasivariety Q(T"), the lattice L,, satisfies the conditions of this fact.
Indeed, by Lemma 2(iii), L, ¢ Q(T) for all n > 1. Since L,, is generated by at least n + 1
double irreducible elements then every n-generated subalgebra of L,, is a proper subalgebra.
By Lemma 2(iv), every n-generated subalgebra of L,, belongs to Q(7). Hence Q(T") has no
finite basis of quasi-identities.

We note that there is an infinite number of lattices similar to the lattice 7.

The proof of Theorem 2 give us more general result:

Theorem 3 Suppose L is a finite lattice such that Mss £ L, T < L and L, £ L for all
n > 1. Then the quasivariety Q(L) is not finitely based.

4 Conclusion

There are three measures of the highest complexity of the structure of quasivariety lattices:
(Q)-universality, property (N) or non-computability of the set of finite sublattices, and an
existence of continuum of quasivarieties without covers in a given quasivariety lattice. The
presence in the quasivariety lattices of a continuum of elements that do not have coverings
indicates the complexity of the structure of these lattices; in this case, there is a continuum
of subquasivarieties of a given quasivariety K that do not have an independent basis of
quasi-identities with respect to K. In [11] a sufficient condition for a quasivariety K to be
()-universal, to have continuum many subclasses with the property (N), continuum many
(Q-universal subquasivarieties and continuum many subquasivarieties with no upper covers in
the lattice Lg(K) was provided. In [12] a sufficient condition for a class K to have continuum
many subclasses with the property (N) but which are not Q-universal was established. In [13]
it was proved that almost all known Q)-universal quasivarieties contain classes having property
(N).

In this paper we construct a finite modular lattice that does not satisfy one of Tumanov’s
conditions but the quasivariety generated by this lattice is not finitely based. It has no finite
basis of quasi-identities.
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MULTI-TERM TIME-FRACTIONAL DERIVATIVE HEAT EQUATION FOR
ONE-DIMENSIONAL DUNKL OPERATOR

In this paper, we investigate the well-posedness for Cauchy problem for multi-term time-fractional
heat equation associated with Dunkl operator. The equation under consideration includes a
linear combination of Caputo derivatives in time with decreasing orders in (0,1) and positive
constant coeflicients and one-dimensional Dunkl operator. To show solvability of this problem we
use several important properties of multinomial Mittag-Leffler functions and Dunkl transforms,
since various estimates follow from the explicit solutions in form of these special functions
and transforms. Then we prove the uniqueness and existence results. To achieve our goals, we
use methods corresponding to the different areas of mathematics such as the theory of partial
differential equations, mathematical physics, hypoelliptic operators theory and functional analysis.
In particular, we use the direct and inverse Dunkl transform to establish the existence and
uniqueness of solutions to this problem on the abstract Hilbert space. The generalized solutions
of this problem are studied.

Key words: Dunkl operator, heat equation, Cauchy problem, Caputo fractional derivative.
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Byn makanama 6i3 Jlauks omnepaTropbiMeH OaitIaHBICTBI YAKBIT OOMBIHINIA KOIMYIIETIK OOJIIIeK
TYBIHJBICHI 6ap KbIIY OTKI3rmTIK TeHaeyi ymrin Kommm ecebiHiH KUCBIHIBI €KEeHIH 3epTTeiimis.
KapacTsIpbLibIll OTBIpFaH TeHJEY yakbIT 6oiibiaIa KamyTo TybIHIBLIAPBIHBIH, CHI3BIKTHIK, KOMOU-
nanusicel (0, 1) oy koaddurmenrrepiven kone se 6ip esmemal JTaHKII olepaTOpbIHAH TYbIHIATAH.
By ecenrin miemivainirin kepeery yinin 6i3 MurTar-Jleddiaep kemmymresnik apraiibl byHKITIsIa-
pbl 2KoHe JIaHKI TYpIeHAIPYiHIH MAHBI3IbI KACHETTEPIH KOJIIaHaAMbI3, OUTKEeHI OpTYpJIi baratayiap
OCBhI apHaiibl PYHKIUsIIAPMEH TYPJIEHIIPY/Iep TYPiHAeri HaKThI IelriMep/ieH Tybiaaiiapl. Conan
KeitiH 613 OChI ecenTiH memniMi 6ap »KoHe XKaJrbl3 eKeHiH JaJesnaeiiMiz. Ochl afThIIFaHIbI JoJIe -
ey yiriH 613 MaTeMaTUKAHBIH 9PTYPJI CATajJapblHA COUKEC KEJIETIH OiCTep/Il KOJIaHAMbBI3, aTall
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TeHJIeyJIepi, TUIOdJUINIITUKAJIBIK, OIIepATOPJIap TEOPHUCH KoHe (DYHKIMOHAJIBIK Tajagay. Kapac-
TBHIPBIN OTBIPFAH €CENTIiH IIelniMi 6ap KoHe KAJFbI3 OOJATHIHBIH aOCTPaKTThl ['UIb0epT KeHicTi-
ringe moJieeiiMiz, o1 yiriH 613 Herisri ojic periHge Typa koHe Kepi laHki TypJieHaipyiH Kosiga-
HaMbI3. By ecemnre KaJjImbliaMa ey KapacThIPBLIA b
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B sT0it cTaThe MBI HCCHIEIyEeM KOPPEKTHOCTH 3aadn Komm mjisi ypaBHEHHUsS TEILIONPOBOIHOCTH
¢ MHOTOWIEHHBIM JPOOHBIM ITPOU3BOJIHBIM II0 BPEMEHEM CBSA3AHHOIO € omeparopom Jlamkia.
PaccmarpuBaemoe ypaBHEHME BKJIIOYAET JIMHEHHYI0 KOMOWHAIIMIO MPOM3BOAHBIX KairyTo 1o Bpe-
MeHHU ¢ yobiBaromumu nopsizikaMu B (0, 1) u nosoxkuTe bHbIME KO3GbDMUIUEHTAME 1 OJHOMEPHBIM
oneparopoM Jlanka. YToObl 1OKa3aTh Pa3permMOCTh STOHM 3a/1a9u, MbI UCIOJIb3YeM HECKOJIbKO
BayKHBIX CBOIMCTB MHOTOWIeHHBIX (yHKImit Murrara-Jleddiepa u mpeobpasosanmit Jlankiia,
ITOCKOJIbKY U3 SIBHBIX PEIIeHUI B BUE ITUX CHEINAIbHBIX (DYHKINI 1 TPE0OPA30BAHUN BHITEKAIOT
pA3UYHbIE OINEHKHW. 3aTeM Mbl JOKayKeM eJIUHCTBEHHOCTh M CYyIIEeCTBOBAHUS PEIIeHUs] ITON
3aJlavu. ZL.HH JOCTUKEHNA HalllUX IeJIb MbI HCIIOJIB3YEM METO/bI, COOTBETCTBYIONINE DPA3JIMIHbBIM
00J1acTsIM MaTeMaTUKU, TAKUM Kak Teopusi JuddepeHIalibHbIX YPABHEHUN B YaCTHBIX IIPOU3-
BOJIHBIX, MATEMATHIECKAs (PU3NKA, TEOPUs TUIOILIAITHIECKAX OMEPATOPOB U (DYHKIIMOHAJIbHBIIH
arasn3. B vacTHOCTH, MBI UCIOJIB3yeM MpsAMOe u 00paTHOe npeobpaszoBanue /laHkia, 9T00BI ycTa-
HOBUTH CYNIECTBOBAHUE U €JUHCTBEHHOCTH PEIeHu 3Toi 3ajaum B abcTpakTHOM ['miibbepToBom
npoctpanctse. M3y4gatorcss 06001IeHHBIE PEITeHNsT ITOM 3a/1a9n.

Kiouessie cioBa: Omneparop [lankia, ypaBHeHHE TEILIONPOBOIHOCTH, 3ajada Koru, npobHast
npousBoaHas KamyTo.

1 Introduction

Let v be 0 < v < 1. For a fixed positive integer m, a; € R and 7; (j = 1,...,m) be constants
such that 1 >~ >~ >,...,> 7, > 0. We consider the following equation

Ojult,x) = > a;0ult,x) — A ult,z) = f(t,x) (1)
=1
in the domain (¢, ) € Qr, under the initial condition

uw(0,2) = g(z), = €R, (2)

where f and g are sufficiently smooth functions.
Here 0;” denotes the Caputo derivative defined by

o o 1 bl (s)
Oy u(t) = Ti—a)) /0 =) ds,

where T'(+) is a usual Gamma function. For various properties of the Caputo derivative, we
refer to Kilbas et al. [9], Podlubny [10].

The operator A, is called the Dunkl operator which was introduced in 1989 by C. Dunkl
[2], where a > 1/2. The Dunkl operator is associated with the reflection group Zs on R.
The Dunkl operators are very important in pure mathematics and physics. Solution of the
spectral problem generated by the Dunkl operator is called the Dunkl kernel E, (izA) which
is used to define the Dunkl transform F,, [4]. Main properties of the Dunkl transform is given
by M.F.E. de Jeu in 1993 [5]. For more information about harmonic analysis associated with
the operator A,, we refer the readers to the papers [1}3}5]6].

A general solution of problem (I)—(2) is the function u € C%([0,T7], L*(R, uo)) N
C([0,T], W2?*(R, no)) satisfying the equation (1). Let us denote that by D] := 8] —
D i1 4 9,
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2 Auxiliary materials

In this section we introduce the Dunkl operator and it’s necessary properties to our research.

2.1 The Dunkl operator and the Dunkl transform

The first-order singular differential-difference operator A,,a > —1/2, given by

Aay(z) = Ly(a) + 221 (y(x) = y(_x>) ., yeC'(R)

d:r;<> T 2

called the Dunkl operator, associated with the reflexion group Z, on R. If a = —1/2, the
Dunkl operator turns into the ordinary differential operator A_;/ = %
For a > —1/2 and X € R the spectral problem associated with Dunkl operator

{Aay@:) — (iINy(x) =0,
y(0) = 1.

has a unique solution y(x) = D, (iz ) called Dunkl kernel given by

A aalin)), 7 €R

Da(ZZE/\) = ja(ZCCA) + m

where

1 A/2)%
JaizA) =T(a+1 Z AT

is the normalized Bessel function of order «.

3ameuanue 1 For a = —%, we have
&y(@) = (Ny(a) =0,
y(0) =1

The solution of this problem is 4
D,1/2(Z‘.’L')\) = 6196)\.

Definition 1 We denote by LP(R, ui,), 1 < p < 400, the space of measurable functions h on
R such that

1
1l = ( / rh<x>|pdua<x>) < too, 1<p<+oo,
R
[hlloe = sup [h(x)] < +oo.
rxER

Here p,, is the measure defined on R by
|x|2a+1

S e — > 1/2.
e “Z27Y

dpa () =
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For h € L*(R, ,) the Dunkl transform is defined by

Fulh)N) = R(N) = /R h(2)Da(—iz))dpa(z), A€ R. (3)

This transform has the following properties ( [5]):
i) For all h € S(R), we have

FalAah)(N) = DFa(B)(N), AER. (4)

ii) For all h € L'(R, p,), the Dunkl transform F, is a continuous function on R satisfying
[Fa(P)llsc < [[]|1,a-

iii) (L'-inversion) For all h € LY(R, uo) with F,(h) € L (R, puy), we have

/ Ful D, (ixA)dpa(N). (5)

iv) F, is a topological isomorphism on S(R) which extends to a topological isomorphism on
S'(R).

v) (Plancherel theorem) The Dunkl transform F,, is an isometric isomorphism of L*(R, p,).
In particular,

|Fa(h)ll2.a = lI2]l2a- (6)
Notation. ( |6, p. 22]) For s € R we denote by
WeRopa) i= (b € SR Bl 0, = [ L+ XPIZ O Pda(d) < o0)

the usual Sobolev space on R.

3 Main results and methods

Theorem 1 Let g € W2%(R, uy), f € C([0,T], W23(R, uo)) and 0 < v < 1. Then there
exists a unique solution of problem f. Moreover, it is given by the expression

tia) = [ [ o) (1= X0 B2 (0) Daliod) D (isA)dita(1)dia ()

i /R /R /o %{TWE 14(T)}(E = 7,9) DaiwA) Do (—iyA)drdpia (y) dpia(N),
where

Ey1(t) = Ely—,irmmmin (@7 a7, A,

m l;
> k! 1 =7
E('Yl ----- Ym41),B8(21 - Zm41) — E : z: 0.1 ’ m—i—Jl (7)
k=0 li-+lobotlms1=F, m! (ﬁ+2 —1 )

1120,....lm+12>0

is the multivariate Mittag-Leffler function [7)].
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Existence of the solution. Now to show that there is a generalised solution to problem
—, we apply the Dunkl transform F, to the equation and the initial condition ([2)).
It gives us

oju(t, \) — i a; 070t N) + N2t \) = F(t, N), (8)
and
a(0,)) = G(\), 9)

for all A € R, where (-, \) is an unknown function. Then by solving the equation under
the initial condition (15)) (see [7]), we get

A1) =GN (1 - MOE, 1 (1)

+ [ 77, () e = (10

Lemma 1 [§/ Let 0 <y < 1. Then
d, .. o1
OB (0} = 07 B, (1), t> 0.

Using Lemma [1| we can rewrite the formula in the form:

at,A) =g\ (1= B, (1)

+ /0 t L Bry ()}t~ 7 N (1)

Consequently, by using the inverse Dunkl transform to , one obtains the solution

of problem —

u(t, z) = / / 9(y) (1= N'E,1 (8)) DaliaX) Dol —iyNdpia(y)dpa(h) =
R JR (12)

" /R /R /0 %{TWE 149(T)}H (t = 7,y) Da(ixX) Do (—iyA)drdpa(y)dpia (N).

Here, we prove convergence of the obtained solution ([12) and it’s derivatives
D]u(t,z), A2u(t,z). To prove the convergence of these, we use the estimate for the
multivariate Mittag—Leffler function (7)), obtained in [8], of the form

C

|E('Y_'Yl ..... ’Y_'Ymv"/),lﬁ"y(a’lt’y_’n? s amt'}’—’Ym’ _)\%7)‘ S m

Let us to show absolute convergence the first term of :

GO (1= 0B, 1 (1) < ClaOV|

V
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Let us to show the convergence of the integral term of :

/0 L B ()}t — 7| &

N
< max |l = 7 VP B (1) € )
< Orgtzi)%ﬁ(t T E,(T) < O|’f('>)‘)“C([0,T1)'

Now using obtained above inequalities and in view of Plancherel theorem we have

[t )30 = I )50 = /IuM Fdpa(N) €

< Cllgllz.a + ClFIZqo1L2@p0)):
This implies u(t, ) € C([0,T]; L*(R, 114)). Similarly we can obtain

IAZut, Y2, = A%, B, = / (0,0 Paa (N
< Clgl? FCIfIE,

W32 (R pa)

This implies immediately A2u(t,z) € C([0,T]; L*(R, yo)). Finally, we have

IDFu(t, )30 = DAt )3, = IF(E ) — N0, 3. €
< CHf(tv ')Hg,a + OH/\2’/LL\(75, ')Hg,as
< Clgll; +C|fIIZ

W32 (R,pa)
This is Dju(t,z) € C([0,T); L*(R, ita)). So we finally proved existence of the generalized
solution of the problem (I)—(2) and it belongs to the class u(t,z) € C*([0,T], L*(R, pq)) N
C([0, 7], W22(R, ).
Now, we are in a position to show the uniqueness of the solutions. Suppose that there are
two solutions u; and uy of the problem . . Denote

C(0,T];WE* (Ropa))”

([0, T (Rpa))’

u(t, ) = uy(t, x) — us(t, x).

Then the function u satisfies the equation
x) — Z a;0/ u(t, ) — A2 ju(t,x) =0, (14)
j=1

with homogeneous condition

u(0,x) = 0. (15)
Then by applying the Dunkl transform F, to the problem f one obtains

DY, a(t,A) + Nt A) = f(t,0), @0, \) = 0.

Then we have the trivial solution, i.e. (¢, A) = 0. Then by acting inverse Dunkl transform to
this trivial solution we see that the solution u of the problem ((14 . is equal to zero. This
means u; = us. It contradicts to the our assumption, so the solutlon of the problem . .
is unique.
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4 Conclusion

In this paper we showed existence and uniqueness of the solution to the f by using
direct and inverse Dunkl transforms and using property of the multivariate Mittag-LefHer
function. Further investigation problems will be application this technique for other type of
equations such as Multi-term time-fractional derivative wave equation for Dunkl operator.
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STUDY OF BOREHOLE HEAT EXCHANGER HEAT TRANSFER
ENHANCEMENT PARAMETERS

This paper discusses the study of parameters for improving the heat transfer of a borehole heat
exchanger for a ground source heat pump application. The study of efficiency parameters was
carried out based on an experimental prototype of a ground source heat pump developed by the
authors. A mathematical model has been developed for calculating the efficiency of a ground
heat exchanger based on three-dimensional equations of heat and mass transfer in a porous
medium. The numerical solution was carried out using the COMSOL Multiphysics software.
The numerical calculation algorithm was verified by comparison with experimental data from
the created prototype. Calculations were made of the efficiency of a borehole heat exchanger with
various geometric configurations of the pipes in the well. With an increase in the tube diameter,
the heat transfer increases. With a tube diameter of 40 mm, the thermal efficiency of the heat
exchanger was 42.4 W/m in the heat charging mode, which is 24% more with a diameter of
20 mm. With increasing well depth, the heat transfer efficiency increases. The influence of the
thermal conductivity coefficients of the pipe material, grout material and various types of ground
on the heat transfer efficiency was also studied. It was shown that with an increase in the thermal
conductivity coefficients of grout and ground, the heat flux increases, but above 6.0 W/m K, the
heat flux practically does not change. When the coefficient of thermal conductivity of the pipe
material is higher than 1.0 W/m K, the heat fluxes almost do not change. In general, materials
containing plastics are used for piping of ground heat exchangers, the thermal conductivity
coefficients of which vary between 0.24-0.42 W/m K.

Key words: borehole heat exchanger, ground source heat pump, thermal efficiency, heat and mass
transfer in porous media, thermal conductivity, heat exchanger geometry, mathematical model,
numerical solver.
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2KepacTbl YHFBIMAJIbI >KbLJIY aJMaCTBIPFBIIITHIH »KbIJIy O0epyiH >KakcapTy apamMeTpJjiepiH
3epTTey

Byn KymbicTa Kep KBy COPFBICHIHA MHaiiaaHy VIIiH YKEPACTbl YHFBIMAJIBI KBLTY aJiMa-
CTBIPFBINIBIHBIH KBITYy OepyiH KaKcaprTy IapaMeTpJiepiH 3epTTey KapacThIPbLIAIbl. 1 UMLK
mapaMeTpJiepiH 3epTTey aBTOPJAp 93IpJIEr€H KEP KbLIY COPFBICHIHBIH, TOyKipUOEJiK ITPOTOTHII
meriziage xkypriziai. Keyekri opragarsl KbIIy MEH Macca aJMAaCyIbIH VI OJIIEMIIl TeHIeyIepi
HETi3iHJIe KepacThl KbUIY AJMACTBIPFBINI OHIMJIJITH ecenTey/iH MaTeMAaTUKAJBIK MOJIEi
xkacasyipl. Cangbik menrim COMSOL Multiphysics 6afmapsiaMaliblK,  KacakKTaMachl apKbLIbI
Kyzere achipblIbl. CaHIIBIK ecelrTey aJlrOPUTMI YKACAJFaH MIPOTOTHUIITIH TOXKIpUOeJIiK JlepeKTepi-
MEH CaJIBICTBIPY AapPKBLIbl TEKCEPLIl. YHFBIMAIAFbl KYOBIPIIAJAD/IBIH 9PTYPJl TeOMETPUSIIBIK,
KOH(UTYpaIusIapbl 0ap KEPACTHI YHFBIMAJIBI YKBITY aJIMACTBIPFBIMIBIHBIH OHIMIIT ecenreyiepi
Kypriziamai. KyOsipimansiy, quaMeTpi yiIrafian caifblH XKbLTY Oepy apTabl.
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Ky6bipma guamerpi 40 MM, KBLTY aJIMACTBIPFBINITHIH, XKBLTY OHIMJIIIIT XKBLTY aiijiay peKuMiHJIe
42.4 Br/m kypagpl, 6ys guamerpi 20 mm Gosrrangarsl xkaraiira kKaparaaua 24 % aprbik. YHPbI-
MaHBIH, TEPEHJIIr apTKAH CailbiH XKbLTy Oepy TuiMmIiairi aprampl. KyOeipia MaTepuaibiHbIH, TPYT
MaTePUAJIBIHBIH, YKOHE 9P TYPJI 2KepacTbl MaTepuaiap (TONBIPAK) TYPJIEPIHiH Kby OTKI3rimTiK
KO3 dunmenTTepiHiy KoLty 6epy eHiMmaimirine ocepi 3eprresai. zZKepacTbl 6€TOH MEH TOIMBIPAK,
KBITY OTKI3TMIITIK KO3(DDUIMEHTTEPIHIH KOFaphLIaybIMEeH KbIIY aFbIHbI apTaJbl, aJaitaa 6,0
Br/m K-zieH »Korapbl »KbLIy arblHbl afiTapiabikTaii esrepmeiini. Ky6bipina MaTepuabiHbIH, KbLLY
erkisrimrik koaddunumenti 1,0 Br/m K korapbl Gosranma, »KbULy arblHIAPHI afiTapiibikTaii
e3repmeiini. 2Kasmbl, xbputy eorkisrimrik koaddunuentrepi 0,24-0,42 Br/m K apasnbirbiaga
©O3TepeTiH KePacCThl KbLIY AJMACTBIPFBIIITAP/IBIH, TYTIKTEpl YIMH KHpaMbIHIA ITacTMacca 6ap
MaTepHaJIap KOJIaHbLIA/ IbL.

Tvyiiia ceszep: KepacThbl YHFBIMAJIBI KbLIYAJIMACTPBIFBIIIL, YKEP KbLIY COPFBICHI, XKbLIY ©HIM-
JIJIIT], KeYeKTi OpTajarbl XKbITY YKOHE MAaCCa TACBIMAJIBI, XKBITYOTKI3TIMTIK, *KbLTYaIMaCTBIPEBIIIT
reoMeTPHUSCH], MATEMATHKAJIBIK, MOJIE/Tb, CAHJIBIK, IIIETTiM.
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HccaengoBaHue mapaMeTpoB YJIYyUIIEeHUs TeIJIolepeaadn CKBa>KNHHOIO I'PYyHTOBOIO
TenmJI000MeHHIKA

B pmammnoit pabore paccMaTpUBaeTCs HCCJIEIOBAHHE I1apaMeTPOB YJIYYIIeHUs TeIIONepeIadn
CKBaXXMHHOI'O TEeILJIOOOMEHHUKa JIjIsl IPUMEHEHUsI B I'PYHTOBOM TeIJIOBOM Hacoce. VcciieoBanue
napamMeTpoB 3pdEKTUBHOCTH IMIPOBEJICHO HA OCHOBE pPa3pabOTaAHHOI'O ABTOPAMU SKCIIEPHMEH-
TaJILHOIO IIPOTOTHIIA TPYHTOBOI'O TEIIOBOIO Hacoca. Paspaborana MmareMaTudeckasi MOJIEJIb
pacdera 3>(p@HEKTUBHOCTH TPYHTOBOTO TEILIOOOMEHHMKA HA OCHOBE TPEXMEPHBIX yPABHEHUH
TEIJIOMACCOIIEpeHoca B TOpUCTOit cpejie. HucienHoe perienne 6bL10 ocyinectBieno Ha 110
COMSOL Multiphysics. UucjienHbIil ajroputM pacdyera Obll BepuUIMPOBaH IIyTeM CPaBHEHUS C
IKCIIePUMEHTAJIbHBIMY JIAHHBIMY U3 CO3/IaHHOro pororuna. [IpoBeiensl pacyeTsl 3 PeKTUBHOCTH
IPYHTOBOTO CKBaXXUHHOT'O TEIJIOOOMEHHUKA C PA3JIUIHBIMU M€OMETPUIECKUMEU KOH(MUTYPAIMSMEI
pacnosioxkerunss TpyOboK B ckBakuue. C yBeJMIeHHEM JraMeTpa TPYyOKH Terao00MeH yBeJInIuBa-
ercs. [Ipu auamerpe Tpyoxm 40 MM TemnsoBas 3pEHEKTUBHOCTD TEIIOOOMEHHUKA cocTaBuiaa 42,4
W/m B pexxnme 3akauku Teria, 9ro Ha 24 % Gosbme npu jguamerpe 20 mm. C yBesnmueHuem
[JIyOMHBI CKBayKUHBI yBeJU4YnBaeTcs 3(P@PEeKTUBHOCTH Teluionepenadn. lcciemoBaHo BiusiHME
K03 (DUIUEHTOB TEIIONPOBOJIHOCTH MaTepuaja TPYOKH, MaTepuaja IpPyTa U Pa3/JUIHBIX THUIIOB
rpyHTa Ha 3hdEeKTUBHOCTD Temtoodmena. C yBenudueHneM Ko3(MMOUIMEHTOB TEIIOMPOBOIHOCTH
IrpyTa M [PYHTa, YBEJIMYMBAETCH TEILIOBON morok, oxuako soime 6,0 Br/m K remiosoit morok
npakTudeckn He Mensercd. [Ipm kKoadduimenTe TEMIOMpOBOIHOCTA MaTepuasa TPYOKH BBIIIE
1,0 Br/m K TemioBble MOTOKN IIPAKTUYECKHM HE MEHSIOTCS. B OCHOBHOM JJIst TPYOOK TPYHTOBBIX
TEIIO0OMEHHUKOB HCITOJIb3YIOTCS MaTEePUAJIbl, COIEPKAIIIE IIACTUK, KOI(MMOUIUEHTHI TEILIONPO-
BOJHOCTHU KOTOPBIX Bapbupyiorcs mexkiy 0,24-0,42 Br/m K.

KitioueBble cii0Ba: IPyHTOBBIN CKBAXKWHHBIN TEIJIOOOMEHHUK, TPYHTOBBIN TEILJIOBOI HACOC, TeTl-
JIOBas IIPOU3BOAUTEILHOCTD, TEIJIOMACCOIIEPEHOC B IIOPUCTOI CpeJie, TelIONPOBOHOCTD, I'eOMeT-
pus TEIJIO0OMEHHUKOB, MaTeMaTHIeCKasi MOJIEIb, YNCIEHHBIA PeIlaTellb.

1 Introduction

A heat pump system is more efficient when connected to a ground heat exchanger (GHE) than
a conventional air source heat exchanger based heat pump. This is because the ground has a
relatively more stable temperature and is generally warmer in winter and cooler in summer
than the fluctuating ambient air temperatures. As a result, GHE as part of a ground source



Amanzholo ’:[‘-)et al. 67

heat pump (GSHP) system is a critical element that determines its overall performance.
GHESs are mainly classified as either horizontal or vertical according to their configurations.
Vertical downhole GHEs, which also the so-called borehole heat exchangers (BHE), are more
widely used comparing to other GHEs. Since BHEs can provide high heat transfer capacity on
a limited surface area [1] and less influenced by ambient air temperature. On the other hand,
when there is enough land and digging trenches is not difficult |2|, horizontal GHE could be
economically attractive since vertically well drilling is avoided. For climate conditions with a
predominance of the heating season, horizontal GHEs are less suitable, because the influence
of atmospheric air on such heat exchangers is significant. From this point of view, BHEs are
more versatile. The most used BHEs are single U-shaped (one loop per well) and double
U-shaped (two loops per well) heat pipes, which are used as part of a heat pump for heating
and cooling [3].

Three main models for predicting the BHE heat transfer efficiency are widely available in
the literature: analytical, numerical, and semi-analytical models. Compared to numerical
models, analytical models are easier to implement. However, for simulations with small
time intervals, discrete numerical models are most suitable. This is applicable for example
for hourly energy analysis and optimal control of the GSHP depending on the local
meteorological and hydrogeological conditions. Also, with the help of a computational tool, it
is possible, for example, to simulate complex physical processes of heat and mass transfer in a
porous medium. On the other hand, such calculations require large computational resources,
especially for time variable year-round modeling and BHE life cycle modeling [4].

Analytical approaches include the line-source (LS) model [5| and the cylindrical-source
(CS) model [6]. In general, the LS and CS models give a rough estimate of the actual heat
transfer in the BHE; they are easy to implement and provide quick solutions. However,
these models are limited to only radial conductive heat transfer and neglect heat transfer in
the other coordinate direction. In addition, the BHE internal thermal resistance and heat
capacity are neglected, which restricted wellbore thermal resistance prediction in short-
term time interval. As a result, these models later improved by various researchers, for
example in [7] non-uniform heat flow in a well was considered. As another approach, in
[8] to estimate borehole wall temperature g-function dimensionless temperature response
coefficient was proposed. The g-function provides the response of a single BHE to a single
thermal step to predict the long-term performance of the GSHP. In [9] a more accurate two-
dimensional soil heat transfer model, which is called a finite line-source (FLS) model was
developed. As an improvement of basic analytical models, two-dimensional analytical (semi-
analytical) models have been developed. Although they are still not suitable as a numerical
simulation tool. For example, in [10] a robust two-dimensional analytical model considering U-
shaped BHEs thermal interactions have been developed. In [10] by combining analytical and
numerical approaches borehole thermal energy storage simulation model have been developed.
Combination of analytical and numerical models for the double U-shaped BHE inner and
outer regions have been studied in [11]. However, the BHE internal heat capacity was not
considered, so the model cannot be applied to predict non-stationary heat transfer inside the
BHE. In the recent decade, there have been research works on the study of heat transfer
in single and double U-shaped GHEs. Few studies have been devoted to the study of heat
transfer for more complex BHE geometries that consider the influence of thermal properties
of the ground, heat exchanger material, grout, and other BHE parameters.
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In [12] a detailed overview of the design aspects of various GHEs with an emphasis
on improving performance and overall manufacturing costs. According to this research the
most important factors influencing the GHE design are pipes geometrical configuration, GHE
location, the wellbore and pipes length and diameter, pipe connections (serial or parallel),
ground and grout properties, experimental methodology and mathematical modeling tool.
In [13] the CFD tool was used to study the effect of linear spacing on the BHEs thermal
performance with a shallow wellbore. It was reported that the temperature drop is the
smallest at a small pitch and the maximum at the largest pitch of the shank. The authors
also shoed that with increasing liner spacing the improvement in thermal performance
decreases significantly. However, in their study, there is no effect of wellbore spacing on
BHE performance with a large well depth, as well as a combined increase in the thermal
conductivity of the cement slurry with other parameters. A simple analytical model for
calculation of the average fluid temperature and hence improving the BHE thermal resistance
estimation accuracy for a single U-shaped heat exchanger-based wellbore was proposed in [14].
The authors investigated the effect of well depth and volumetric flow rate on the estimation
of RMS distribution between well thermal resistivity and efficient well thermal resistivity.
Additionally, the relative deviation between the two resistances for the specific flow rate was
estimated. However, a comprehensive sensitivity analysis regarding the combined effects of
wellbore spacing, cement slurry thermal conductivity, well depth, wellbore and pipe diameters
on the wellbore thermal resistance estimate has not been performed. As discussed above,
most of the factors affecting BHE performance have been investigated. However, most of
these research papers are not detailed as they deal with the influence of only one or a
few parameters. A comprehensive analysis of all major influencing parameters along with
a comparative performance analysis of single and double U-shaped BHEs using the same
simulation model is lacking in the literature. A detailed analysis of the influencing factors,
combined with a comparison of the thermal performance of single- and double-pipe BHEs
in terms of thermal efficiency, heat transfer per unit wellbore depth, and wellbore thermal
resistance under various conditions, is missing from the previous reports.

Therefore, in this research, a numerical analysis of the thermal performance of BHEs
was carried out based on a verified mathematical and numerical model of heat transfer. The
combined effect of borehole diameter, borehole depth, pipe diameter, grout/ground/pipe
material thermal conductivity on the thermal performance of BHE was studied, including
with various geometric configurations of the piping arrangement. Geometric configurations
include single U-shaped, double U-shaped and spiral types of heat exchangers. The analysis
was carried out and conclusions were drawn on the influence of these parameters on the
efficiency of heat transfer between BHE and the surrounding ground both heat charging and
discharging modes.

2 Physical formulation

Heat flow in a geothermal system includes heat conduction and convection occurring in
well heat exchangers and the surrounding soil mass. Thermal conductivity in the soil mass
occurs as a result of the transfer of thermal energy due to temperature gradients between the
bottom layers of the earth, air and borehole heat exchangers. Thermal convection occurs as
a result of diffusion and advection of heat due to the flow of groundwater. Temperatures and
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temperature gradients in geothermal systems are relatively low, on the order of 5-30°C. In the
presence of groundwater, the soil mass is considered as a saturated two-phase porous material
consisting of solid particles and water. Dry soil is considered as a single-phase material.

The borehole heat exchanger is one of the most important components of a ground source
heat pump system. Due to the complex nature of heat transfer in BHE, an efficient thermal
design that meets the required requirements is a challenge. When designing a BHE, thermal
performance is an important parameter that determines the effective transfer of heat between
the ground and the system. Moreover, the thermal performance of the BHE also determines
the operational efficiency and operating costs of the system integrated in the BHE. In this
regard, a comprehensive study of BHE is needed, especially from the point of view of the
complex impact of factors affecting its thermal performance. In addition to the thermal
performance of the BHE, the wellbore thermal resistance, which is an important parameter
in the design and analysis of BHE heat transfer, will also be analyzed for the single U-tube
BHE; and a comparative analysis will be carried out between different types of BHE in terms
of heat transfer, efficiency and thermal resistance of the wellbore. The thermal performance
of a BHE is influenced by various factors: geometric, thermal, geological and operational
parameters. This article will discuss the combined effect of the main parameters that affect
the performance of a BHE single U-tube heat exchanger.

In this work, a new model was described for simulating downhole heat exchangers
consisting of a single U-tube. In the first part, the theory of building a finite element of
a downhole heat exchanger was presented. The work begins with the definition of the general
equation for the balance of flow and heat transfer within each element of the heat exchanger.
The generated numerical model is for single U exchangers. It can also be adapted for two-
or multi-pipe BHEs as shown in the results of this article. The downhole heat exchanger is
modeled as a one-dimensional finite element with many degrees of freedom. It is necessary to
take into account the heat exchange between the individual sections of the heat exchanger. To
obtain a more accurate model, the division of the region into three subregions was introduced.
The first area is the pipe, which we model as a line, the second area is the cement, which we
model as a solid, and the third, the soil, which we model as a solid with porosity.

3 General equations

The nonisothermal pipe flow is used to compute the temperature, velocity, and pressure
fields in pipes and channels of different shapes. It approximates the pipe flow profile by 1D
assumptions in curve segments, or lines. These lines drawn in 3D and represent simplifications
of hollow tubes.

The heat equation to model nonisothermal pipe flow:

Ipyg

27 — 1
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where p; - density of fluid (kg/m?),u—velocity(m/s),p—pressure(Pa),fp - Darcy friction
factor, F' - volume force (H), dj, - parametric value (m).
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The heat equation to model nonisothermal pipe heat transfer:

oT 1, p
pfcl%fa_tf -+ prp,quTf = V(kaTf) —+ afDd—h]u|u2 + Qw, (3)
where ¢, ¢ - specific heat capacity of fluid (J/(kg K)), ks - thermal conductivity of fluid
(W/(m K)), Ty - temperature of fluid (K), @, - wall heat source (J).
In this work the wall heat transfer node to set up heat exchange across the pipe wall was

used for define the external temperature and the nature of the heat transfer.

Qu = (hZ)eff<Text - Tf)> (4)

where (hZ).; is an effective value of the heat transfer coefficient h (W/(m? K)) times

the wall perimeter Z (m) of the pipe. T;; (K) the external temperature outside of the pipe.
Quau appears as a source term in the pipe heat transfer equation.

27
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where 7, is the outer radius of wall (m), ry - inner radius (m), Z - is the outer perimeter
of wall (m), A, and he, are the film heat transfer coefficients on the inside and outside of
the tube, respectively (W/(m?K)).

The heat transfer in solids is used to model heat transfer in solids by conduction,
convection, and radiation. The temperature equation defined in solid domains corresponds to
the differential form of the Fourier’s law that may contain additional contributions like heat
sources.

The heat equation to model heat transfer in solids:

o7,
pscp,sﬁ + pscp,SUVTs = v(kSVTs)y (6>

where p; - density of solid (kg/m?),c, s - specific heat capacity of solid (J/(kg K)), ks -
thermal conductivity of solid (W/(m K)), Ts - temperature of solid (K), u - velocity (m/s).

The heat transfer in porous media is used to model heat transfer by conduction,
convection, and radiation in porous media. The temperature equation defined in porous media
domains corresponds to the convection-diffusion equation with thermodynamic properties
averaging models to account for both solid matrix and fluid properties. This equation is valid
when the temperatures into the porous matrix and the fluid are in equilibrium. The heat
equation to model heat transfer in porous media:

oT,
(Pcp)effa—f + (pcp)esruNVT, = V (ke VT,), (7)
(pcp)eff = Hpscp,s + (1 - e)pfcp,fv (8>
keps = Ok, + (1 — O)ky, (9)

where T, - temperature of porous media (K), 6 - porosity, ps - density of solid (kg/m?),c,
- specific heat capacity of solid (J/(kg K)), ks - thermal conductivity of solid (W /(m K)), ¢,
- specific heat capacity of fluid (J/(kg K)), k¢ - thermal conductivity of fluid (W/(m K)), py
- density of fluid (kg/m?).
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3.1 Initial and boundary condition

Two modes of operation are considered: ground charging and discharging. Ground charging
is understood as heat transfer to the ground, where the working fluid inlet temperature is
set as 45 °C. Ground discharging is understood as heat transfer from the ground, i.e., heat
extraction. In discharging mode working fluid inlet temperature is set as 5 °C.

As an initial condition for the ground temperature constant undisturbed soil temperature
is assumed. The undisturbed soil temperature is equal to 15 °C for both charging and
discharging cases.

At the boundaries of the computational domain constant temperature is assumed because
there is no influence of temperature boundary condition on the BHE temperature distribution.

4 Results and discussion

The numerical implementation of the indicated mathematical model with the corresponding
initial and boundary conditions was carried out on the COMSOL Multiphysics software. To
verify this numerical tool, a comparison was made with the experimental data of the thermal
response test [15]. Figure 1 shows this comparison. According to Figure 1, the comparison
was carried out according to the working fluid temperature T,,;. The relative error does not
exceed 2-3%, which indicates a very good agreement between the results.
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Figure 1: Verification of the numerical calculation algorithm

To study the efficiency of various heat exchanger configurations, 4 types were selected:
(1) single U - shaped (U), (2) - double U-shaped cross (dU-x), (3) - double U-shaped
parallel (dU-u), and (4) spiral (Spiral). Figure 2 shows these geometrical configurations.
These configurations have been proposed to increase BHE thermal efficiency. Of course, the
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most common is the single U-configuration, whereas more complex versions are costly and
laborious to install. However, with the use of more complex configurations, it is possible to
save on the depth of drilling a well.

Wellbore depth is one of the important BHE geometrical parameters that affects the total
amount of heat supplied (in cooling mode) and removed (in heating mode) to/from the well.
Hence, it is very important to investigate its impact on BHE performance. In order to obtain
the result of thermal performance in response to a change in well depth, the input parameters
of the numerical model, which were fixed, are specified as: distance between inlet and outlet
pipes within one BHE, X. = 0.05 m, well radius r, = 0.017 m, soil thermal conductivity
ks = 1.2 W/m.K, working fluid inlet temperature T%;, = 45 °C , 5 °C for charging and
discharging modes, flow rate = 0.6 m?3/h, pipe thermal conductivity k, = 0.4 W/m.K.
Figure 3 illustrates the effect of well depth on the overall heat transfer rate and thermal
efficiency of the BHE. With the increasing well depth, the heat transfer per unit length of
the well tends to decrease, while thermal efficiency improves significantly. The deeper the well
depth, the smaller the temperature difference between the working fluid and the surrounding
soil, and this leads to a decrease in the heat transfer rate per unit depth of the well. The
increase in thermal performance may be since as the well depth increases, more heat enters
the well (in cooling mode); consequently, the outlet liquid temperature decreases. This, in
turn, increases the difference between the inlet and outlet temperature of the working fluid,
which leads to an increase in the thermal efficiency of the BHE. However, with a deep depth
of the well, it is not economically feasible. This is due to an increase in drilling cost (which
depends on geological conditions) and installation cost, as well as the cost of materials. As
a result, when designing with a large well depth, a trade-off must be found between thermal
performance and total cost. In addition, a BHE with a large well depth requires more pump
power to circulate the working fluid and therefore requires more electricity consumption,
which again leads to increased costs.

Pipe diameter is another factor to consider when investigating the impact of pipe
parameters on BHE performance. The effect of pipe diameter on BHE thermal performance
is briefly discussed here. Conventional pipe outer diameters (from 15 mm to 40 mm) were
taken to evaluate the effect of pipe diameter on heat transfer rate, thermal efficiency and
thermal resistance of the wellbore. The effect of pipe diameter on the overall heat transfer
coefficient per unit depth of the well and the thermal efficiency of the BHE is shown in Figure
4. Heat transfer rates and efficiency increase with larger BHE pipe diameters, especially in
high thermal conductivity grounds. BHE with pipe diameter 40 mm has the highest heat
transfer rate and thermal efficiency than BHE with pipe diameter 25 mm and 32 mm. The
average heat transfer coefficient per unit of well depth and thermal efficiency of BHE with
40 mm pipe is 42.4 W/m (charging mode), which is higher than that of BHE with 25 mm
pipe diameter. Thus, according to Figure 4, BHEs with a larger diameter pipe are more
efficient and improve the transfer of more heat. This can be explained by a change in the
heat transfer area of the BHE with a well configuration and a change in the pipe diameter.
Therefore, convective heat transfer improves as the heat exchange surface area increases.

BHE consists of a U-shaped pipe, grout material, and, accordingly, the BHE surrounding
ground. Since pipe and grout materials are considered solid, the influence of their
thermal conductivity coefficient on the BHE thermal efficiency should be considered. Since
surrounding ground is a porous medium with predominantly conductive heat transfer
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Figure 2: BHE geometrical configurations
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Figure 3: Influence of well depth on heat fluxes in BHE

mechanism, then influence of the ground thermal conductivity is also interesting to test.
Since the surrounding ground is a porous medium with a predominantly conductive heat
transfer mechanism, the influence of the ground’s thermal conductivity is also interesting to
test. Figure 5 shows the influence of mentioned thermal conductivity coefficients on the BHE
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Figure 4: Influence of pipe diameter on heat fluxes in BHE

heat fluxes. A high-density polyethylene (HDPE), polyvinyl chloride (PVC), polyethylene,
polyamide, steel, and copper are some of the common piping materials. Grout material is
the cement slurry, which is in the ratio of 70% - water, 24% - cement, and 6% - bentonite.
Underground materials could be unconsolidated ground type (clay/silt, sand, gravel/stones,
till /loam), sedimentary rocks (clay/silt stones, limestones, dolomitic rocks, etc.), magmatic
and metamorphic rocks (basalt, granite, quartzite, etc.). According to Figure 5, with the
piping material’s thermal conductivity above 1.2 W/m K, there is no change in heat flux. It
is known that the HDPE, PVC, and polyethylene thermal conductivity is less than 1.0 W/m
K, and because of the flexibility, durability, service life, and the piping material cost they
are the most used in BHE. According to Figure 5, the influence of the thermal conductivity
coefficients of the grout and ground material is almost the same. This means that with an
increase in the thermal conductivity, heat fluxes increase, but above 6.0 W/m K this change
is insignificant.

Additionally, calculations were carried out on the effect of the well diameter on the
thermal efficiency of BHE. With an increase in the borehole diameter from 100 mm to 200
mm, the BHEs heat transfer increased by 5.5 W/m; on the other hand, the corresponding
thermal efficiency is somewhat reduced by 3.7 % for BHE. The result shows that as the
well diameter increases, more heat can be injected into the well as the heat transfer area
increases. However, the improvement in thermal performance with borehole diameter is not
as significant as the change in thermal performance with parameters such as borehole depth,
inlet fluid temperature, and soil thermal conductivity. However, from an economic standpoint,
a BHE with a larger borehole diameter may have a higher capital cost and therefore may not
be feasible compared to a BHE with a smaller borehole diameter.
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Figure 5: Influence of different thermal conductivity coefficients on heat fluxes in BHE

5 Conclusion

This paper discusses the study of parameters for improving the heat transfer of a borehole
heat exchanger for a ground source heat pump application. The study of efficiency parameters
was carried out based on an experimental prototype of a ground source heat pump developed
by the authors. A mathematical model has been developed for calculating the efficiency of
a ground heat exchanger based on three-dimensional equations of heat and mass transfer in
a porous medium. The numerical solution was carried out using the COMSOL Multiphysics
software. The numerical calculation algorithm was verified by comparison with experimental
data from the created prototype. Calculations were made of the efficiency of a downhole heat
exchanger with various geometric configurations of the pipes in the well. The study of the
influence of the tube diameter on the heat transfer efficiency showed that with an increase in
the tube diameter, the heat transfer increases. With a tube diameter of 40 mm, the thermal
efficiency of the heat exchanger was 42.4 W /m in the heat charging mode, which is 24% more
with a diameter of 20 mm. It has also been shown that with increasing well depth, the heat
transfer efficiency increases. However, it is not possible to excessively increase the depth of
the well and the diameter of the pipe for economic reasons. The influence of the thermal
conductivity coefficients of the pipe material, grout material and various types of ground on
the heat transfer efficiency was also studied. It was shown that with an increase in the thermal
conductivity coefficients of grout and ground, the heat flux increases, but above 6.0 W/m K,
the heat flux practically does not change. When the coefficient of thermal conductivity of the
pipe material is higher than 1.0 W/m K, the heat fluxes almost do not change. In general,
materials containing plastics are used for piping of ground heat exchangers, the thermal
conductivity coefficients of which vary between 0.24-0.42 W/m K.
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NONLINEAR VIBRATIONS OF THE "ROTOR - JOURNAL BEARINGS"
SYSTEM

The equations of motion of a rotor system mounted on journal bearings with a non-linear
characteristic are solved by high-precision analytical methods. A new technique has been developed
for solving nonlinear differential equations of motion of rotor systems mounted on journal bearings,
taking into account nonlinearity of reaction forces of the lubricating layer.Algebraic systems of
equations were obtained that allow us to determine amplitudes of nonlinear oscillations of the
rotor and supports, and construct the amplitude-frequency characteristics of the system for varying
parameters of the rotor, supports and fluid depending on the angular velocity of the rotor. The
conditions and frequency intervals for the presence of self-oscillations of the rotor and supports
were determined. The amplitude-frequency characteristics of the nonlinear oscillations of the rotor
system are obtained, taking into account nonlinearity of characteristics of journal bearings.The
optimal parameters depending on the size of the gap and the oil film, the mass of the supports,
the fluids used as a lubricating layer in the journal bearing, with rigidity and damping coefficients,
at which the magnitudes of the amplitudes of self-excited oscillations have optimal values, are
obtained.

Key words: Nonlinear Vibrations, Harmonic Balance Method, Journal Bearing, Sommerfeld’s
Hypothesis, Rotor System, Self-Excited Vibrations.
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"PoTop — ceipry MoiibiHTipeKkTepi" KylieciHin GelicbI3bIK TepbesticTepi

2Korapsl J0JIIKTI aHAJTUTUKAJIBIK, 9JIICTEPMEH CUIIATTAMAChl OEHCHI3BIK, OOJIBIIT TaOBLIATHIH CHIPEY
MOUBIHTIPDEKTEPIH/Ie OPHATBIIFAH POTOPJIBIK, XKYHEHIH KO3FaJIbic Tereyaepi memiiri. Maitnay ka-
6aThl peakius KYIITEPiHiH OefChI3BIKTHIFBIH €CKEPE OTBIPHII, CHIPFY MOWBIHTIPEKTEPiHIe OpHATHI-
JIFAH POTOPJIBIK KYyiiesep KO3FaJIBICHIHBIH, 0efich3bIK, quddepeHnnaablK, TeHIeYIePiH My IiH,
JKaHa ojicTeMeci kacaaabl. PoTrop MeH TipeKTepiH OefiChI3bIK TepOe/TiCTepiHiH, aMIIATY/IaChIH
AHBIKTAyFa YKOHE POTOPIBIH, OYPBINITHIK KBLIIAMIBIFBIHA KATBICTHI Ke3IHIErT POTOP/IBIH, TIpeKTep-
JIH 2KoHE CYWBIKTBIKTBIH, IMapaMeTpJepiH Bapusdlusiay Ke3iHje KYHEHIH aMITUTYIaIbIK-2KU1TiK
CUIIATTaMAaJIAPBIH KYPyFa MYMKIHIIK OepeTiH ajaredpaJiblk TeHaeyiep xkyiteci ampiaapl. Ceipry MOii-
BIHTIPEKTEPIHIH CHI3BIKTHI EMEC CUIATTAMAJIAPBIH €CKEPE OTHIPBII POTOPJIBIK, XK YeHiH O€ACHI3BIKTH
TepbeTicTepiHiH, AMITUTYAAJIBIK-2KUITIKTIK CHIIaTTaMaIaphbl TYPFbI3bLIAbL. 2KyiteHiH o3/1irineH Ko-
3aThIH TepOeJIicTep AMILIUTY/IACBIHBIH MOHI OIITUMAJIBII MOHTe He OOJIATHIHIAN CAHBLIAY IBIH KaJIbl-
HJIBIFBI MEH MailjiayKabaThl, TIDEKTEPIiH MAaCCAChl, CHIPFYMONBIHTIPEriHIe Mailiay KabaThl peTiHiae
KOJIJIAHBIJIATBIH CYHBIKTHIKIIEH, KATAHIBIKXKOHE AeMIpepiik KodhdUImeHTTepMeH OailIaHbICThI
ONTUMAJIB/Il TAPAMETPJIED AHBIKTAJIJIBL.

Tyitin ce3nep: Beiicb3bik Tepbesicrep, rapMOHUKAJIBIK, HAIAHC 9J1ici, CHIPFY MOIbIHTIperi, 30-
MMepdesIb/ THIIOTE3AChl, POTOPJIBIK, »KYyile, O3/iriHeH KO3aThIH TepOericTep.

© 2022 Al-Farabi Kazakh National University


https://orcid.org/0000-0002-8345-7334
https://orcid.org/0000-0001-5000-0023
https://orcid.org/0000-0001-5000-0023
User
Карандаш


Kydyrbekuly\A.B.)et al. 79

N

&blﬂb1p6eKyJIbI 1,%@2*, axMaTyJLIaeB
! HayuHo-nccie1oBaTeIbCKuil HHCTUTYT MaTeMaTUKU U MeXaHukn, Kasaxcran, I. AyMarTsl
2KazaxcKuil HAIMOHAIBHEI YHIBEpCHTET nMeHn ath-Dapabu, Kasaxcran, . ArMaTsr
3Esasuitckuit nanponaabubii yausepcurer umenn JI.H. Ivmesa, Kazaxcran, r. Acrana
*e-mail: ybraev.alysher@mail.ru
Henunelinbie kojiebauus cucreMbl "PoTop - MOMIIUIIHUKY CKOJIbXKeHUs "

Pemtennr ypaBHeHust nBUKeHUsT POTOPHON CHCTEMbBI, YCTAHOBJIEHHBIX HA HOIIUITHIKAX CKOJIbXKe-
HUs C HEJIMHEIHON XapaKTePUCTUKON BHICOKOTOYHBIMU aHAJIATHIECKNME MeTomamu. Pazpaboramna
HOBAas METOJ/INKA DEIIeHn!l HeJMHEeHHBIX InddepeHInalbHbIX YPaBHEHUN IBUKEHUS DPOTOPHBIX
CHCTEM, yCTAHOBJIEHHBIX Ha IOJINUIIHUKAX CKOJIbYKEHUS, C y4YeTOM HEJMHEHOCTH CHUJI peak-
Uil cMa309YHOrO cJjiosd. Bbuin mosydeHbl anredpamdecKue CHCTEMbl YPABHEHUil, ITO3BOJISIONINE
OTIPEICJINTh AMILIUTY/Ibl HEJIMHEHHBIX KOJEOAHWI pOTOpa W OIOp, W IMOCTPOUTH AMILIUTY/IHO-
YaCTOTHBIE XapPaKTEPUCTUKN CUCTEMBbI DU BaPbUPOBAHUY IIapaMeTPOB POTOPA, OIIOP U YKUIKOCTH
B 3aBHCHMOCTH OT YTIJIOBOI CKOPOCTH POTOpA. DbuIn OnpesiesieHsbl yCJIOBUS U MHTEPBAJIBI YACTOT
Hajau4aus aBToKojebaHuit poropa u orop. IlocTpoeHbl aMIIUTYIHO-9ACTOTHBIE XapaKTepH-
CTUKM HEeJIMHEIHBbIX KOJieOaHUil POTOPHON CHCTEMbI, C YYe€TOM HEJIMHEHHOCTH XapaKTEePUCTHUK
MIOJIIITUITHAKOB  CKOJIbKeHusi. OmpejiesieHbl ONTUMAJIbHBIE [MapaMeTPhl CBI3aHHBIE C TOJIIUHON
3a30pa U MAaCJIEHOH IIJIEHKHM, MacCOi OIOP, KUJIKOCTU HCIOJb3YIOMHEecd B KadecTBe CMa304HO-
ro CJIOS B IOIINITHUKE CKOJIbXKEHUsA, ¢ KOI(DDUIMEeHTaMN KECTKOCTH U JIeMII(DUPOBAHUS, [IPU
KOTOPBIX BEJIMYNHBI aMILIUTY/ T CAMOBO30Y K IAIOMINXCs KOJIeOAHMI NMEIOT OIITHUMAJIbHbIe 3HAYEHUS.

KJ'IIO"IeB])Ie cJioBa: HeJIHHeﬁHBIe KOJI€6aHH$I, METOZ TapMOHHYECKOT'O 6aJ1cha, IIOJIIUITHUK
CKOJIbXKEHUsI, TUIIOTe3a 30MMepdebIa, POTOPHAS CUCTEMA, CAMOBO30YXKIAIONINECS KOJICOAHMSI.

1 Introduction

Journal bearings have a number of significant advantages over rolling bearings. They are
resistant to a wide range of loads and dynamic disturbances, capable of operating at higher
rotational speeds, have a long service life and low cost, and are easy to operate.

Due to specific properties of hydrodynamic forces caused by the presence of a lubricating
layer during rotation of the rotor in journal bearings, self-excited oscillations (self-oscillations)
with large amplitudes can arise in a wide range of rotation speeds. Therefore, it is often
necessary to develop suppression measures in industry and production and study the behavior
of this type of oscillation depending on various physical and geometric parameters of the
system.

2 Literature review

At present, journal bearings, used in many rotary machines as key elements and serving to
transfer rotational energy, are complex elements for dynamic analysis since under certain
geometric and operating parameters they can cause, as mentioned above, self-excited [1-3],
parametric |3, 4] and chaotic oscillations [4, 5|. As at operating frequencies of the system
similar to the model considered in this paper, self-excited oscillations often occur, the paper
studies the conditions for occurrence and further behavior of these oscillations.

One of the first researchers who studied the phenomenon of self-excitation and the
reasons for its occurrence was Newkirk in 1924 [6]. Together with Taylor, he conducted
the first experimental study of this phenomenon and explained the causes of self-excited
oscillations |7]. When studying self-oscillations, in many cases the problem is reduced to
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studying precessional motion of the system. Approximate solutions, assuming that the load
on the stud is sufficiently small, were first obtained by Hagg [8] and Yukio Hori [9]. Works
on the analysis of the precessional movement of the stud in the oil-filled bearing were also
carried out by Kesten [10].

Conditions for stability of the equilibrium position of the rotor system mounted on journal
bearings, as well as the nature of unsteady motion in an unstable position, were studied
by Someya [11]. Experimental studies of these phenomena were also carried out by such
authors as Hagg, Boecker, Schnittger and Hori [8, 9, 12, 13|. Different results were obtained
concerning the influence of oil viscosity and the size of backlash in the bearing. Some authors
such as Schnittger have noted the benefits of low viscosity as it contributes to stud stability.
Other authors such as Boecker, Schnittger and Pinkus [14] noted that high viscosity is more
conducive to stability. According to the third group of authors, such as Hummel [15] and
Hagg, both of the above cases are equivalent. Different points of view are also observed
when studying the effect of bearing width on system dynamics. However, researchers agree
that the unbalance of the rotor has no effect on the occurrence and intensity of self-excited
oscillations. Some authors obtained different frequency of self-excited oscillations [16-19]. For
most authors, the frequency of self-excited oscillations coincided with the natural frequency
of the rotor, in some cases, for example, Pinkus, it increased with increasing speed, while
Schnittger experimentally obtained results in which the frequency curve first decreased and
then began to increase [13, 14].

Experimental studies of self-excited oscillations as a whole showed not only the complexity
of this problem, but also revealed a number of specific features of this phenomenon. The most
important of the identified effects is "inertia" (dragging), i.e. self-excited oscillations, after
arising at a certain frequency, continue to exist even when the rotor speed decreases below
the frequencies of occurrence of self-excited oscillations [20, 21-23]. Another feature is the
possibility of occurrence of self-excited oscillations under the action of a short-term pulse,
for example, a blow to the rotor, at speeds that are lower than the characteristic speeds at
which self-excited oscillations arise [24, 25].

3 Statement of the problem and equations of motion

Consider a vertical solid rotor of mass m symmetrically mounted on a flexible shaft with
respect to supports. The shaft is mounted on elastic supports. The rotor system rotates on
journal bearings of mass mg with an angular velocity w (Figure 1). Equivalent rigidity of
the elastic field of supports is ¢; ¢ is the size of the clearance in the bearing; t is the oil
temperature in the bearing; p is the oil viscosity in the bearing; d is the diameter of the
bearing spike; L is the length of the bearing; D is the bearing diameter; [ is the length of the
shaft; k1, ko are damping coefficients; e is the rotor unbalance.

To derive the equations of motion, we introduce the fixed coordinate system Ozy. Let
in this system x, y; be coordinates of O; (the center of the elastic support), xs, yo be
coordinates of Oy (the center of the bearing spike), x3, y3 be coordinates of O3 (the center of
gravity of the rotor), ¢ be the polar angle of the line of centers.

Taking into account that

T3 = Ty + ecoswt, Y3 = Yo+ esinwt, (1)
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Figure 1: Rotor system rotating on journal bearings

we obtain the differential equations of motion of the system

moZy + k1@ + cxy — 2 (P cosp + P,sing) = 0,

moiji + k1 + cy1 — 2 (Pesing — P, cos ) = 0,

y ) ) 5 (2)
mio + kot + 2 (P cos p + P,sin ) = mew? cos wt,
mija + koo + 2 (P, sin ¢ — P, cos ) = mew? sinwt.

where P, and P, are determined from the Sommerfeld hypothesis, according to which no
restrictions are imposed on the length of the lubricating layer between the bearing and the
stud and are determined as [26]

_ 12nuLR%y _ L2mplRx (w —29)
B R S CE O RV

The first two equations of system are equations of motion of the support under
the action of elastic forces cxq, cy;, damping forces kia1, k171, and reaction forces of the
lubricating layer P, and P,, directed in the opposite direction to the forces of the same name
shown in Figure 2.

The second two equations of system determine the equations of motion of the rotor
under the action of the reaction forces of the lubricating layer P, and P,, and the external
damping forces koo, koyjs. In order for the equations of system in combination with the
equations of hydrodynamic forces to form a closed system, it is necessary to express the
eccentricity of the stud center e and the polar angle ¢ through the coordinates of the center
of the elastic support x1, y; and the coordinates of the center of the stud s, ys. Figure 2
shows that

Tog —T1 = €COSP, Yo — Y = esing. (3)

Then

e= \/(962 — $1)2 + (y2 — y1)2, (4)
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Figure 2: Reaction forces of journal bearings

0 (Iz—l‘l)(iz—il):(yz—yl)(y'z—lh)7 (5)
singpz(m—;yl), 00590:@7 (6)
b= (x2_331)(92_yl);(QQ_yl)(f@_il). (7)

The system of equations and equations —@ together with expressions for the
reaction forces of the lubricating layer, the form of which depends on the accepted hypothesis,
forms a closed system of nonlinear equations, the integration of which in general is not
possible. To obtain an approximate solution of the equations of motion ([2)), we introduce
complex variables of the form

21 = X1 + 11, 2o =To+iy2, 2z3=e(cosp+isiny). (8)
Then equations and reaction forces can be rewritten as

m'z'g —I—C(ZQ — 23) —I—k‘l (22 — 23) = 0, .
0(22—23)+]€1(Z’2—2’3)ZQ(PE—Z'PQP)ew, 9
_ OGuLR? 2% (w—29Q) P _ 6uLR® 7y (w—2Q) (9)

P, = , .
2 2Hx)A=x0)" TP 2401
Let the system be "weakly" nonlinear, then its solution can be sought as

29 = 0ae’ Y o = Fye . (10)

Thus, substituting solutions in the form (|10)) into the equations of motion of system @D
and equating the terms in front of the same harmonics, we obtain a system of algebraic
equations for the rotor amplitudes in the form

—aa? cosy + acosy — x + Daasiny = 0,
aa?siny — asiny — Day + Daa cosy = 0,

(11)
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where

=0t A=ad, D=k/mQ, a=1/v1—- D2
From system (11)) we find that

xX* (14 D?*a?) _a Do?
(1 —042)2—|—D2a2’ 7= 1+ D2a?’

(12)

Thus, by varying parameters of the dimensionless damping D, dimensionless frequency
of self-excited oscillations «, etc., we obtain amplitude-frequency characteristic for a rotor
system mounted on journal bearings, taking into account nonlinearity of the reaction forces
of the lubricating layer of journal bearings (Figures 3-13).

4 Results and discussion

The calculations were carried out for a rotor system rotating at a speed of 0 to 20000 rpm. It
should be noted that five main parameters vary during the calculation, namely, the viscosity
of the fluid in the lubricating layer, the mass of the supports, the damping coefficient, the
rigidity coefficient of the equivalent field of elasticity and the size of the gap in the bearing,
since these parameters are fundamental in the study of the behavior of self-excited vibrations.
The analysis of vibrations was carried out on the basis of the analytical solution of the
system of equations , with the following initial data: rotor mass m = 5 kg, support mass
mgo = 0.15 kg, clearance in the bearing 6 = 0.06 mm, oil temperature in the bearing t = 50° C,
bearing oil viscosity 1 = 22.39 mPa.s (turbine oil), bearing stud diameter d = 20 mm, bearing
length L = 20 mm, bearing diameter D = 20426 mm, shaft length [ = 650 mm; the equivalent
rigidity of the elastic field of the support ¢ = 29 kg/s?, damping coefficients k1 = 42 kg/s,
ks = 6.59 kg/s.

Figure 3 shows the amplitude-frequency characteristics of the system with a gap of § =
0.06 mm. It can be seen from the figure that with a rigid fastening (red curve), the system
performance is limited by the rotation speed, which is approximately equal to twice the critical
speed of the rotor. Starting from 6000 rpm, intense self-oscillations arise in the system in a
wide frequency range. With the elastic mounting (blue curve), the vibration level is many
times lower. The rotor, mounted on elastic supports, does not have a self-oscillation zone,
and the system acquires the ability for stable operation at speeds of 20,000 rpm and higher,
i.e. at speeds twenty times the first critical speed. When the rotor starts up after an easy and
calm transition through two critical rotation speeds, the first self-centering zone is detected,
in which operation with small vibration amplitudes is possible.

The second, even wider self-centering zone is located in the range from 6,000 to 20,000
rpm. Finally, it can be seen from the figure that the range of possible speeds of stable rotation
of the rotor due to rotor mounting on elastic supports has increased three times compared to
the rigid mounting of bearings, and this is especially important, the upper limit of the speed
of rotation of the rotor has no fundamental boundaries. At the same time, it is observed that
rotor mounting on elastic supports leads to a decrease in the level of vibrations not only in
the areas of self-centering, but also during transition through resonant modes. In this case,
the lower the rigidity of the supports, the less the vibration overloads.
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Figure 3: Rotor amplitudes with elastic and rigid mounting in the case when d = 20 mm,
[ = 650 mm, ¢ = 29 kg/s?, § = 0.06 mm, t = 50° C, k; = 42 kg/s, ko = 6.59 kg/s,
p = 22.39 mPa.s (turbine oil)

Figures 4 and 5 show the amplitude-frequency characteristics of the rotor and support,
depending on the type of oil in the sleeve bearing, when ¢t = 50° C, § = 0.06 mm, pressure 1
atm. In the first case (red curve), when p = 14.99 mPa.s (anhydrous glycerol), the amplitudes
of both the rotor and the support are maximum. Further, as the viscosity of the liquid
increases, the amplitudes decrease and have minimum values at maximum values of viscosity
(black curve), i.e. u =40 mPa.s (fuel oil). In this case, the optimal values correspond to the
case when turbine oil is used, i.e. when p = 22.39 mPa.s, as further increase in viscosity may
lead to violation of the thermal regime in the journal bearing.
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0.0
0.4

0.2

Figure 4: Rotor amplitudes at different values of fluid viscosity in the bearing when m = 5 kg,
mo = 0.15 kg, d = 20 mm, [ = 650 mm, ¢ = 29 kg/s*, § = 0.06 mm, t = 50° C, k; = 42 kg/s,
ke = 6.59 kg/s, u = 22.39 mPa.s (turbine oil)
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Figure 5: Support amplitudes at different values of fluid viscosity in the bearing when m =
5 kg, my = 0.15 kg, d = 20 mm, | = 650 mm, ¢ = 29 kg/s?, § = 0.06 mm, ¢t = 50° C,
k1 =42 kg/s, ke = 6.59 kg/s, u = 22.39 mPa.s (turbine oil)

Figures 6 and 7 show the amplitude-frequency characteristics of the rotor and support
depending on the weight of the support. In both cases, the amplitudes of the rotor and
support are damped with an increase in the mass of the support, since the support, with a
sufficiently large mass, serves as an anti-weight and acts as a vibration damper, i.e. there
is an anti-resonance phenomenon, for example, when my = 1 kg (black curve). It should
be noted that with an increase in the mass of the support, critical frequencies are shifted
towards smaller angular velocities, whereas strong displacements of self-centering areas are
not observed. With a decrease in the mass of the support, resonance frequencies are shifted
towards large angular velocities, and amplitudes also increase, the first section of self-centering
is also narrowed, for example, the case when my = 0.15 kg (red curve).

1
—m0 =0,15 kg

0.8 —m0 = 0,25 ke
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0.4 —m0 =1kg
0,2
0
0 5 10 15 20

Figure 6: Rotor amplitudes at different values of the support mass in the case when m = 5 kg,
d =20 mm, [ = 650 mm, ¢ = 29 kg/s? § = 0.06 mm, ¢t = 50° C, k; = 42 kg/s, ks = 6.59 kg /s,
p = 22.39 mPa.s (turbine oil)

Figures 8 and 9 show the amplitude-frequency characteristics of the rotor and support
depending on the damping coefficient, for gaps = 0.06 mm. Here, the amplitudes sharply
decrease when passing through resonances. Moreover, the damping effect of the elastic
supports is most effective when passing through the first and second critical speeds of the
rotor. The influence of damping of supports on the third critical speed is less significant.
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Figure 7: Support amplitudes for different values of the support mass in the case when
m =5 kg, d =20 mm, [ = 650 mm, ¢ = 29 kg/s?, § = 0.06 mm, t = 50° C, k; = 42 kg/s,
ke = 6.59 kg/s, pn = 22.39 mPa.s (turbine oil)

An increase in the vibration amplitudes in the self-centering zones is not observed. Smooth
operation of the system with low vibration amplitudes is observed in these zones.
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Figure 8: Rotor amplitudes at different values of the damping coefficient k; in the case when
m =5 kg, my = 0.15 kg, d = 20 mm, [ = 650 mm, ¢ = 29 kg/s* § = 0.06 mm, ¢t = 50° C,
k1 =42 kg/s, ke = 6.59 kg/s, = 22.39 mPa.s (turbine oil)

At different values of rigidity of the equivalent field of the supports, there is also a shift in
the vibration amplitudes along the frequency axis and change in their magnitudes (Figures
10 and 11). For example, with an increase in rigidity, the amplitudes of both the rotor and
the supports increase. Also, with an increase in the coefficient, the peaks of the amplitudes
are shifted towards higher angular velocities. In general, an increase in rigidity, as was shown
initially (Figure 3), does not have a positive effect on the behavior of the system, while with
an increase in compliance, the opposite picture is observed.

Figures 12 and 13 show the amplitude-frequency characteristics of the rotor and support,
depending on the width of the gap in the journal bearing. As can be seen from the figures,
an increase in the width of the gap adversely affects the operation of the system. An increase
in the gap width leads to an increase in the amplitude of both the rotor and the support.
With a decrease in the gap width, the opposite effect is observed, i.e. the minimum values of
0 correspond to the minimum values of the amplitudes. But since, in practice, a small gap



Kydyrbekuly A.B. et al. 87

04
—k1=21
03 —kl1=42
02 —k1=84
—k1=126
0.1
0
0 5 10 15 20

Figure 9: Support amplitudes at different values of the damping coefficient k; in the case
when m = 5 kg, my = 0.15 kg, d = 20 mm, [ = 650 mm, ¢ = 29 kg/s?, § = 0.06 mm,
t =50° C, ky =42 kg/s, ko = 6.59 kg/s, p = 22.39 mPa.s (turbine oil)
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Figure 10: Rotor amplitudes at different values of the rigidity coefficient ¢ in the case when
m =5 kg, my = 0.15 kg, d = 20 mm, [ = 650 mm, ¢ = 29 kg/s? ¢ = 0.06 mm, ¢t = 50° C,
ki =42 kg/s, ke = 6.59 kg/s, u = 22.39 mPa.s (turbine oil)
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Figure 11: Support amplitudes at different values of the rigidity coefficient ¢ in the case when
m =5 kg, my = 0.15 kg, d = 20 mm, [ = 650 mm, ¢ = 29 kg/s?, § = 0.06 mm, ¢t = 50° C,
k1 =42 kg/s, ko = 6.59 kg/s, = 22.39 mPa.s (turbine oil)

width entails violation of the thermal regime due to heating [27], the best option in this case
is the gap value = 0.06 mm.
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Figure 12: Rotor amplitudes for different values of the gap thickness ¢ in the case when
m =5 kg, mg = 0.15 kg, d = 20 mm, [ = 650 mm, ¢ = 29 kg/s*, § = 0.06 mm, ¢ = 50° C,
k1 =42 kg/s, ko = 6.59 kg/s, 1 = 22.39 mPa.s (turbine oil)
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Figure 13: Rotor amplitudes for different values of the gap thickness ¢ in the case when
m =5 kg, mg = 0.15 kg, d = 20 mm, [ = 650 mm, ¢ = 29 kg/s*, § = 0.06 mm, ¢ = 50° C,
ki =42 kg/s, ko = 6.59 kg/s, 1 = 22.39 mPa.s (turbine oil)

In the first resonant zone, the vibrations of the disk and supports occur in phase, i.e.
the type of the waveform is cylindrical precession. In the second zone, vibrations of the
supports occur in antiphase with respect to each other; in this case, in the region of the disk,
vibrations have a node. Thus, in the second zone, the mode of vibrations is a skew-symmetric
precession. In the third resonant zone, the vibrations of the supports with respect to each
other occur in phase, and near the disk — in antiphase. Thus, the third form of vibrations
is a two-node symmetrical form, the type of which resembles the first form of vibrations of
an unsupported shaft. It should be noted that the location and types of the first and second
modes of vibrations are determined mainly by the compliance of the supports,whereas the
third form is caused by bending vibrations of the rotor shaft. Thus, these studies show that the
zones of increased vibrations are narrow resonant zones due to dynamic and static imbalances
of the rotor.



Kydyrbekuly A.B. et al. 89

5 Conclusion

Installation of rotors in elastic supports leads to complete suppression of self-oscillations
that occurred during rigid mounting of journal bearings, and oscillations of the system over
the entire speed range become purely forced. The damping efficiency of elastic supports is
very high and increases with decreasing rigidity. Self-centering of the system in non-resonant
zones leads to significant reduction in the magnitude of vibrations and vibration overloads
of the system. Installation of the rotor in elastic supports "linearizes"the dynamic system
"rotor — supports" . It should also be noted that the main parameter that determines the
type of oscillations is the size of the gap of the journal bearing, since with its increase the
amplitudes will increase, and at its limiting values, self-excited oscillations will turn into a
chaotic type of oscillations, which will negatively affect the stability of the system even at
high speeds. According to the theory of self-centering [28], where it is shown that overloads in
self-centering areas are determined only by the magnitude of the unbalance and the rigidity
of the supports, it can be concluded that vibration overloads of the system will practically
not increase even with a significant value of the rotor unbalance. Therefore, with sufficient
compliance of the supports, even with large imbalances, one can expect stable operation of
the machine with a moderate level of vibration overloads in a wide range of speeds.
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THE FEATURE OF THE AUTONOMOUS ROBOT FOR CLEANING THE
FLOOR IN THE BATHROOM

This article is a new robotic arm for cleaning the floor in the toilet with an increased radius of
action of the robotic arm type SCARA. The most common current trends in production include
short production cycles, low volumes and a wide variety of orders that can be solved with the help
of the SCARA robot. With the advent of the COVID-19 virus in the world, the term "cleaning
and disinfection" has become one of the most important tools for preventing the population from
becoming infected with the virus. The research focuses on the research and implementation of
SCARA-type robots and describes the possibilities of using a SCARA-type robot. This article
describes the selection and deployment of a SCARA robot in industrial automation. This research
project describes the simulation of a new SCARA-type robotic arm with a long reach and sliding
mechanism, we have developed a new multi-joint robotic arm for working in confined spaces with
an autonomous toilet floor cleaning system.

Key words: Automation, SCARA robot, forward kinematics, inverse kinematics.
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H.C. Tenebaes?
10.A. YKonnachexos aTbiHaarbl MexaHnKa yKoHe MAITHHATAHY HHCTHTYTHI, KazakcTaH, AIMaThI K.
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2KybiHaThiH 66JIMe eleHiH Ta3ajlayFa apHaJIFaH aBTOHOMbI POOOTTHIH €peKIeJIiri

Yzaprourran SCARA tunti poboT KOIbIMEH IopeTXaHa €JIeHIH Ta3apTATBIH YKaHa POOOTTHIH KOP-
ceTy Kasipri Karmaiila eTe MaHbBI3Ibl MOCEJIE/IEP/IbIH, MelTiMi OOJBIT TaOBLIAIbI. OHIIPICKe dcep
eTeTiH 3aMaHayd TeHJIEHIIUsIJIapFa KBICKA TayapJiblK IUKJAap, IMarblH Kejemiep kone SCARA
POOOTHIHBIH, KOMETIMEH IIIelryTre OOJIATHIH TAIICBIPBICTAP/IBIH VIKEH aJIyaHIIbIFBI YKATaIbl. OJIEMJIE
COVID-19 Bupycoiabig, maiiga 60aybiMen "Tazaiay koHe ne3nH(pernys” TepMUHiI XaJIbIKThIH BHU-
PYCTBI >KYKTBIPYBIHBIH AJIIBIH aJyIbIH MaHbI3Ibl KypaJadapbIHbIH Oipine aftHaamgsl. Coran opaif,
OCBI FBIJIBIME KYMBICTa 013 JopeTrxaHa eIeHiH Ta3apTaTbiH e3iH-031 backapy XKyiteci b6apo imki
KYPBLIBIMbBI 2KaFbIHAH YKaHa KeIl OybIHIbI poOOTTHI YehiHbLLIbL. SCARA poboTTaph! ©3/1epiHiH KaT-
TBLIBIFBI MEH YKOFapbl J9JIIiriHe 6ailjlaHbICThI caJiafia €H KOIl KOJIJAHBLIATHIH pobOTTapabIH 6ipi

60J1bII TaOBLIAIBL. 2KK0basiay mporeci KOCBLIBIM KOHCTPYKIIUSICHIH, ClITeMe KOHCTPYKITUSIChIH, KOH-
TPOJIED KOHCTPYKIMUSICHIH YKOHE MEXaHWKAJIBIK, TaHIay bl KaMTubl. I'buibiMu Kymbic SCARA

TUNITI POOOTHIH 3epTTEyre YKoHe OPBIHJAJLy mporeccitne Garbirranrad koHe SCARA Tumnri pobo-
THIH TaiifalaHy MYyMKIHJIKTepiH cunarTaiinbl. By Makasiajsa eHEPKOCINTIK aBTOMATTAHIBIPY/IA
SCARA Tunti poGOTHIH TaHJIAY KOHE OPHAJIACTBIPY YKYMBICHI TYDPaJIbl AlThLIABI. 2 yMBIC KYDbI-
JIBIMBIHJIa, POOOTTHIH, KOHCTPYKIIUSICBIH MOJEJIbJIEY, KHHEMATHKA, KHHEMATHKAJIBIK BAJIAIAINS Ka-
pacTeipbrad. KnHeMaTHKAJIbIK, BAJAIAINAST aPKBLIBI OYBIHIADIBIH OYPbLTY OYPBIIIBIH, XKbLIIAM-
JIBIFBIHBIH, JKOHE YJICY/IiH MOHI AJIbIHFAH.

Tyitia ce3aep: Asromarranbipy, SCARA pobor, ajra KuHemMaTnka, Kepi KHHEMaTHKA.

© 2022 Al-Farabi Kazakh National University
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OcobeHHOCTh aBTOHOMHOTO pO0oTa /1jIs YOOPKHM I10JIa B BAHHON KOMHAaTe

B nanHoit craTbe mpejcraBiieHa HOBas poborusupoanHas pyka tuna SCARA jyist ybopku mosia
B TyaJieTe ¢ YBEJUYEHHBIM pajuycoM jeictBusi. K Hambosiee pacipocTpaHeHHBIM COBPEMEHHBIM
TEHJICHIUSAM B MPOU3BOJICTBE OTHOCSTCS KOPOTKUE IUKJIBI POy KIUH, MaJIbie 00beMbl U GOJIBIITOE
pasnoobpa3ue 3aKa30B, KOTOPbIe MOXKHO pemuTh ¢ momoribio pobora SCARA. C nossienneMm B
mupe Bupyca COVID-19 repmun "ouncrka u je3usdekius" craj oJHUM U3 BayKHEAIINX HHCTPY-
MEHTOB IIPEJIOTBPAIICHUS 3aparKeHNs HACEJEHUs BUPYCOM. B 3TOM HCCIIEI0BATEIHLCKOM IIPOEKTE
OTIMCHIBAETCS MOJEJUPOBaHre HOBOro pobora-manumyistopa tana SCARA ¢ GOabIIUM BBLIETOM
U pa3aBUKHBIM MexaHu3MoM. Poborer SCARA gapjsiorcs ogaumu u3 Haubojiee MIMPOKO UCIOJIb-
3yeMbIX POOOTOB B MPOMBINIJIEHHOCTH OJIAroIapst MPUCYIIEi UM JKEeCTKOCTH U BBICOKOW TOYHOCTH.
[Iporiecc mpoeKTUPOBaHUS BKIIIOYAJ IPOEKTUPOBAHIE COEMHEHNUSI, IPOEKTUPOBAHUE 3BEHLEB, IIPO-
€KTHPOBaHUe KOHTPOJIIEPA, a TAK»Ke BEIOOP MEXAHNYECKUX U JIEKTPUIECKUX KOMIIOHEHTOR. Vccie-
JIOBAHUE TOCBSINEHO U3YUeHUIO U BHeapenuto poboros tuma SCARA u onuceiBaeT BO3MOKHOCTH
ucnojib3oBanus pobora tuna SCARA. B nanuoit crarbe onucana paboTa Mo BIOOPY W BHEIPEHUIO
pobora tuna SCARA B mpombinuieHHyI0 aBToMaTU3anuio. Mbl pa3paboTajin HOBBI MHOTOIIAD-
HUPHBI pOOOT-MAHUITYISTOD JJIst pAOOTHI B OTPAHUIEHHOM IIPOCTPAHCTBE C ABTOHOMHOM CHCTEMOI
yOOpKH T10J1a, B TyaJieTe.

Kurouessbie ciioBa: Asromarusaiusi, pobor SCARA, npsimasi KuHeMaTuka, obpaTHast KHHEMATH-
Ka.

1 Introduction

It has been at least two decades since conventional robotic manipulators became a common
production tool in industries ranging from automotive to pharmaceuticals [1]. In many ways,
the proven benefits of using robotic manipulators for manufacturing in various industries have
motivated scientists and researchers to try to expand the use of it in many different areas. To
apply robotics in all areas, scientists had to invent several other types of robots, different from
conventional manipulators. New types of robots can be divided into two groups: redundant
manipulators and mobile robots. These two groups of robots have greater mobility, allowing
them to perform tasks that conventional manipulators cannot. Many engineers have expanded
the work with the added mobility of new robots to make them work in tight spaces [1]. In
the course of work, the limitations for robotic arms are usually dependent on the working
environment, they are changeable. Engineers had to invent different methods to allow robots
to automatically cope with various constraints. And an autonomous robot is one that is
equipped with those methods that allow it to automatically cope with various environmental
constraints while performing the desired task [1].

Autonomous robots must be able to efficiently use and synchronize their limited physical
and computational exchequer to operate in a dynamic environment. In each field of activity
of progressive complexity, it becomes necessary to impose explicit restrictions on the control
of planning, perception and action in order to exclude unexpected interactions between
behaviors [2]. Autonomous robots must plan when to act, how to find errors and recover
from them, how to deal with conflicting goals when performing complex tasks in any dynamic
environment. Following this, robots must precisely coordinate all of their limited dynamic
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and computational resources [2|. In order to improve the comprehensibility of the system
and ensure that the robots perform their tasks, explicit constraints are needed that impose
structure on the control of planning, perception, and action as tasks and environments become
more complex. Any methodology should be to develop robotic systems consisting of sets of
behaviors, which can be independent objects that control actions. Running systems consist
of sets of local behaviors that can run without additional awareness of the environment.
The main problem is that as the number of additional tasks increases, so does the ratio of
complexity between behaviors, which can reach such an extent that it becomes difficult to
predict the overall behavior of the control system [2].

The robot arm’s arm can move within the three main x, y, and z axes associated with
base motion, vertical direction, and horizontal direction. Manipulators are available in various
configurations: rectangular, cylindrical, spherical, rotating and horizontally articulated. A
robot with a horizontal rotating configuration, the Selective Compliance Articulated Robot
Arm (SCARA) has four degrees of freedom, in which the two or three horizontal servo-
controlled joints are the wrist, elbow, and shoulder [3]. Most importantly, the last vertical
axle is pneumatically controlled. Each working task can be set as pickup, non-contact task
(ceiling mounting) and contact task (stuff sorting). SCARA, developed in Japan, is suitable
for inserting small parts on assembly lines, such as inserting electronic components [3].

SCARA robots have become popular on packaging and assembly lines with three rotating
and one prismatic degrees of freedom [4]. Hiroshi Makino first introduced this type of
robot in 1979. Commercial SCARA robots are develop in a variety of sizes, line speeds and
payload capacities, thus, the control systems of such robots are intended for general industrial
applications [4].

2 Robot design

The workplace and the task set determine the design of the robot. The robot you are designing
has several significant parts to learn; the resulting robot can work only in the analyzed and
predetermined workplace. The dimensions of the area obtained in this study, i.e. the bath,
should be 1000 mm wide and 1500 mm deep. The toilets considered in the study were obtained
in accordance with the standards of Western European countries, i.e. the dimensions of the
public toilet were 850 mm wide and 1500 mm deep [5].

Firstly, the manipulator performing the task must be accessible at any point in the given
workspace without dead zones and must be sufficiently compact. Therefore, with this in this
study, we proposed a multi-joint arm, which is similar to the structure of the SCARA robot
[5]. As shown in Figure 1, the robot arm is aligned along the slide rail after the cleaning
process. In general, in such a limited working space, there are individual advantages due to
the flexible structure of the continuum arms. The main thing in this task is to have a strong
connection with the robot in the hands of a heavy control device [5].

3 Robot arm design

The studied manipulator has the following designs: the manipulator consists of four joints and
three links. The robot arm has a particular advantage because the robot is designed to rotate
only on the Z axis. The design of the manipulator has been simplified as much as possible
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Toilet tab

Robot arm

Slider

a) b)
Figure 1: a) The mode of operation of the robot; b) Robot standby mode.

in order to reduce the cost and production time. For the accuracy of work, stepper motors
were used to drive the robotic arm [5|. This robotic arm has a total of four stepper motors.
A feature of the robot arm is that the robot arm rotates only along the Z axis. Therefore,
the design creates a significant dynamic load on the basic drive of the robot. Following these,
the dimensions of the engine, such as size and weight, are gradually reduced; on ours, we
used a 50 mm frame stepper motor for the base part, and 42 mm and 35 mm frame motors
for the middle joints respectively. The end effector that holds and drives the cleaning tool is
designed with a 28 mm stepper motor (see Figure 2).

End-effector

Slider

Figure 2: CAD design of the robot.

For the design of the robot, a two-shaft stepper motor was chosen, the effect of skew of
the links is important to us. The two-shaft motor has its own characteristics, for example,
the use of a two-shaft motor allows the link to be fixed on both sides; side links up and down
[5]. In addition, this design simplifies the connection mechanism of the robot.
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4 Robot kinematics

4.1 Forward and Inverse Kinematics

The kinematics and dynamics of SCARA robots have also been obtained and modeled using
various programs. The experimental results of the SCARA robot were obtained and compared
with the simulation results [4].

The researched SCARA robot is widely used as an assembly robot and is a kind of selective
picking robot arm. The main features of the robot are the accuracy of the repeating position
index and the ease of dynamic execution. The first generation of robots, the serial arm has
developed rapidly, and mature designs have already been formed, the connection of which is
mainly composed of a servo motor and gearboxes with high speed ratio and good accuracy,
such as harmonic reducer [6]. The kinematics of the robot has one translational joint, forming
a sequential mechanism, and three rotational joints between the links. The gear mechanism
in the rotary joints is a harmonic gear, without shading on the third axis, which makes it
possible to obtain a high reduction ratio in sufficient space.

A special advantage of the proposed robot design is the kinematic structure of the robot,
which facilitates the kinematic solution of the robot. Because we use serial manipulators, it is
much easier to get forward kinematic solutions. As mentioned earlier, the SCARA robot [6]
rotates only along the Z axis, and the design of the SCARA robot has the simplest kinematic
structure, which means it provides great advantages.

Figure 3: Kinematic structure of the robot.

The robot kinematics starts with Determination of Denavit-Hartenberg parameters. The
coordinate systems are directly attached to the robot in accordance with the DH convention
[4] and is shown in Table 1.
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Table 1: Denavit-Hartenberg parameters

R, R, T T,
0 « h d
S 0, 0 0 A
0—1
S 0, 0 [ 0
1—2
S 0 0 U 0
2—3
S 04 0 0 04
3—4
D 0 0 0 05
4—5

4.2 Forward kinematics of robot

Table 1 shows the homogeneous transformation formula.

cosfy —sin6; 0 O costly —sinfy, 0 4,
_ | sinthy costh 0 O _ | sinfp costp 0 O
Hou= | 0 1 6| Mo = | 0 1 0|’

0 0 0 1 0 0 0 1
cosfl3 —sinf; 0 /5 cosfy —sinfy 0 O 1 00 O
~ | sinfl3  costls 0 0 | sinfy costy 0 O 1010 0
Has = | 0 1o M=y 0 1o | e = 00 1 ¢
0 0 0 1 0 0 0 1 00 0 1

Here we have obtained a homogeneous transformation, then it is necessary to multiply
the matrices from Hy; to Hys.

) ] k T
Hoys = Hoy * Hig % Hog * Hgy x Hys = ( 85 j85 85 55) (1>

4.3 Inverse kinematics of robot

The robot has inverse kinematics and is quite simple compared to other existing robotic arms
[6]. As mentioned earlier, the rotation function of the robot rotates only along the Z axis and
this allows us to simplify the calculation and formulation of inverse kinematics (Figure 3).

For inverse kinematics, the robot has four variables as: linear prismatic movement is the
main difference from the SCARA robot.

s = (91,‘92,937@) = (Q17QQ,Q3,C]4) (2)

= () 0

Derivation of variables by the Jacobian method

vy = Jqu (4)
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j:( ky ke ks 134) 5)

ki X roa ko X 1oy k3 X 13y

Here rg4, 194, 734 are the access vectors of the individual rotation. Instead 7y, we can use
0 124, 3 0
714. Here ryuky parallel connection is equal to 0.

0
ko.a= (0 (6)
1

51 cos(@l) + 62 008(61 + 02) + £3 COS<(91 + 92 + (93) + 64 COS((91 + 92 + 63 + 94)
Toqa = 51 sin(@l) + 62 sin(@l + 62) + 63 sin(91 + 92 + 93) + £4 sin(91 + 92 + 93 + 84) (7)
b — s

Here: ¢4 cos(6) = l1cq; U cos(01 + 02) = lacia; € sin(01) = £181; o sin(0) + O) = lo519;
63 COS((91 + (92 + 93) + 64 008(01 + (92 + 03 + (94)
Toqg = 53 sin(91 + 92 + 93) + 64 sin(91 + 92 + 93 + 94) (8)
_65
Here: 63 COS(91 + 92 + 93) = €36123; 63 sin(é’l + 02 + 93) = 538123;
64 COS((91 + (92 + 93 + (94)
T3y = 64 Siﬂ<91 + 92 -+ 93 + 94) (9)
_65

Here: 64 COS(91 + 92 + 93 =+ 94) = 6461234; 64 sin(91 + 92 =+ 93 + 94) = 6481234;

0 0 0 O
0O 0 0 O
1 1 1 1
= 10
J Toa T24 T3a 0 ( )
0
0

5 Kinematic validation of the robot

In this study, we used RoboAnalyzer to test the robot’s kinematics. The proposed robot
arm modeling tested in RoboAnalyzer software [7]. Most industrial robots are described
geometrically by Denavit-Hartenberg (DH) parameters, which are also difficult for students
to perceive. Students will find it easier to study a subject if they can visualize in three
dimensions.
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The RoboAnalyzer software [7| was developed using Object Oriented Modeling concepts
in the Visual C# programming language. 3D graphics are rendered using OpenGL via the
Tao Framework. The ZedGraph open source library is used for graphing. The software has
been developed in modules, so adding or changing modules does not affect the entire software.
The Forward Kinematics module of serial robots with rotating joints has been reported in
a paper. It uses wireframe models. The results of the analysis were viewed in the form of
animation and a built-in plotting module. The addition of prismatic connections, inverse
dynamics and forward dynamics analysis have been reported. Additional modules have been
developed here, such as "Visualization of DH parameters and transformations" , "Import of
3D CAD models" and "Inverse kinematics" .

The software can simultaneously provide the robot’s working space and analyze the
movement trajectory (see Figure 4).

Vav

Figure 4: Model of robot movement in the RoboAnalyzer software environment.

RoboAnalyzer
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RoboAnalyzer
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This study demonstrates the design and control algorithm of a new robotic system that
cleans the bathroom floor. The importance of the robot in quarantine in hospitals is very
high. According to the survey, there are bathrooms and toilets in infected areas in public
places and hospitals. The world was not ready for COVID-19, and simple places related to
hygiene were one of the main drivers of the spread of such infections. In addition, in this
study, we took into account human rights.

In the future, we plan to conduct experiments in public places with a laboratory prototype
to test the suitability of the proposed robot’s signature and system.
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PREDICTING HEART DISEASE USING MACHINE LEARNING
ALGORITHMS

Increasing the accuracy of detecting heart disease is widely studied in the field of machine
learning. Such study is intended to prevent large costs in the field of healthcare and is the reason
for the misdiagnosis. As a result, various methods of analyzing disease factors were proposed,
aimed at reducing differences in the practice of doctors and reducing medical costs and errors.
In this study, 6 classification learning algorithms were used, including machine learning methods
such as classification Tree, Close neighborhood method, Naive Bayes, Random forest tree, and
Busting methods. These methods were collected by the University of Cleveland. Using heart.csv
dataset, they were trained to make an effective and accurate prediction of heart disease. In
order to increase the predictive capabilities of algorithms, all methods were trained primarily on
non-standardized data. A study was conducted on how much data standardization affects the
result using the Standard Scaler method. In the paper, this method helped algorithms such as
KNN and SVC improve the result about 25%.

Key words: Classification, Standardization, Training Selection, Metrics, Busting, Confusion
Matrix.
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MAIIINMHAJIBIK OKBITY AJITOPUTMAEPI APKBIJIBI 2KYPEK AYPVYJIAPBIH
BOJI2KAY

7Kypek aypyiapblH aHBIKTAYALIH JOJIIMH apTTLIPY MAINMUHAJBIK, OKBITY CAJIACHIHIa KEeHiHeH
zeprrenyae. MyHIai 3epTTey JAeHCAY/IbIK CaKTay CaJaChIHJ/IA VJIKEH MIBIFBIHAAPIBIH aIIbIH aay
VIIiH 2K9HE KaTe JIUArHO3JIbIH KOIbLLy cebemnrepiHeH TybiHIaiiael. HoTukecinge mopirepJiepiy,
TOXKIpUOECHHIETT afbIPMAIBIIBIKTAPALI a3afiTyFa YKOHE MEIUIMHAJIBIK, IIBIFBIHIAD MEH KATETIK-
Tep/li TOMEHIeTyre DAFbITTAIFaH aypy (PaKTOPJIAPBIH TAJIAY/IbIH OPTYPJI OiCTePl YChIHBLIAIH.
Byn seprreyne kimaccuuKANUSIbIK OKBITYILIH 6 aJrOPUTMH, COHBIH IimmHAe aTam afiTKamIa
JKIKTey arallrbl, YKaKbIH KOpIIijep 9ici, anrana Baiiec, ke3eiicok opMaH araIibl, OyCTHHT d/icTepi
rkosmanbael. Ockl omicrepai Kiieeseny yHuBepcurTerTiHiH KuHakTaraH heart.csv garacerine
KOJIJIAaHY apKBLIbl XKYPEK aypy/iapbl OONBIHIIA MaIIMHAFa TUIMJI XKOHE JRJIIIr YKOrapbl 60JIAaThIH
bomKaM Kacay yitperismi. AjropurmiepiH, 60Kay KablIeTiH apTThIPY MaKCATHIHIA OAPJIBIK,
oaicrep OIpiHINI Ke3eKTe CTaHJIapTTaIMAaraH JepeKTepre OKbIThLIABL. Standart Scaler omicin KoJ-
JIAHY apKBLIbI JIEPEKTEP/i CTAHIAPTU3AINIIAY HOTHUXKEre KAHIMAJBIKTBI 9Cep eTeTiHiHe 3epTTey
xKypriziag. 3eprrey Gapsicbinga Oysa omic KNN men SVC cekinii ajropurMjepre HOTUXKEHI
nmramamen 25%-ra jkakcapTyra KOMEK OepeTiHi aHbIKTAJIbL.

Tyitiu ceznep: Kitaccudukanus, cranmaprusaiiusi, OKbITY TaHIAMAaJIapbl, METPUKA, OyCTHHT, II1a-
TACy MaTPHUIACHL.
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IPOTHO3MPOBAHUE 3ABOJIEBAHUI CEPIITA C TIOMOIIIBIO
AJITOPUTMOB MAIIIMHHOTO OBYYEHUSA

[ToBbImmeHe TOYHOCTH BBISIBJIEHNS 3a00JI€BAHUI Cep/Illa MUPOKO U3YIAETCA B 00JIACTH MAITMHHOTO
obyuennst. Takoe ucciieoBanre MPU3BAHO MPEIOTBPATUTE OOJIBINIE TOTEPH B 3/IPABOOXPAHEHUN
U TPUBECTH K HEIPABUIBLHOMY JMArto3y. B pesysibrare ObLIN MPEIOKEHBI PA3THIHBIE METOJIbI
aHaju3a (PaKTOPOB 3aD0JIeBaHWs, HAIIPDABJIEHHbIE Ha CHUXKEHUE Da3/IMdMii B OIbITE Bpadeil u
CHUYKEHIE MEJIMIIMHCKUAX PACXOJI0OB U OMUOOK. B jJ1aHHOM mCCIe0BaHUM OBLIM WCIIOIH30BAHBI 6
AJITOPUTMOB KJIACCU(PUKAIIMOHHOTO OOy YeHUsI, B TOM YHCJI€ METOJbI MAITHHHOTO O0yJeHUs, TAKHE
KaK JIepeBO KJIaCCUPUKAIINM, METOJ OMMmKafimmx coceieil, HanBHbIil Baitec, ciaydaiinoe JiecHoe
JIEPEBO, METO/IbI OYCTUHTA. DTU METObI ObLIN 0000IIEHBI yHIBEpCcUTeTOM KiteBeseH 1a mpuMeHsis K
naracery CC3. Onu 66 06y4YeHbI fAesiaTh 3(PPEKTUBHBIE M BBICOKOTOYHBIE IIPOTHO3BI CEPIEIHBIX
3abosieBanuii. C 1eJIbI0 TOBBIIIEHNUSI IPEJICKA3ATEILHON CIIOCOOHOCTH aJITOPUTMOB BCE METOIbI
ObLIM OOyYEHBI B IIEPBYIO OY€pelb HECTAHIAPTU3NPOBAHHBIM JAaHHBIM. [[pOBEIeHO uccesoBaHne
TOT0, HACKOJIBLKO CTaHIAPTU3AINS JAHHBIX C UCHOJIb30oBaHneM Meroma Standard Scaler Biauster Ha
pe3yabTaT. B x0/€e mccmemoBanns JAHHBIN TOIXO0 YIYUIAI Pe3yIbTaThl agaroputMoB Kak KNN u
SVC nouru na 25%.

Kurouessie cioBa: Knaccudukarmus, crasgaprusaliys, 00y Jaoias BbIOOPKa, MeTPUKa, OyCTHHT,
MAaTPUIA, [Ty TAHUIHL.

1. Introduction

Cardiovascular disease is a disease that poses a risk of death in the modern world and
is the biggest problem, as predicted by medicine in terms of growth. According to World
statistics, this disease is such a problem that it worries the whole world, which leads to a
large mortality factor. According to the World Health Organization, about 20 million people
die from heart disease. In England, cardiovascular diseases account for 34% of deaths, while in
European countries these statistics reach 40%. According to the latest statistics, the number
of deaths from cardiovascular diseases around the world is increasing, the main reason for
this forecast is that the statistics of countries with the lowest risk of cardiovascular disease
are increasing every year. But according to who forecasts, more than 75% of cardiovascular
diseases can be prevented, thereby reducing the burden of developing diseases.

Purpose of the work: selection and description of machine learning methods in Big Data
Processing, increasing accuracy in the process of big data learning and reducing machine
learning time. Research objectives:

e analysis of the literature on the use of machine learning (ML) methods for data on
heart failure;

e analysis of python language libraries and part of machine learning methods;
e initial analysis and pretreatment of data related to cardiac arrhythmias;

e use methods for classifying signs, selecting and filling in missing values;

e analyze obtained results;

e justification of the research results in the subject area.
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Object of research: the object of research is the prediction of cardiovascular diseases using
machine learning algorithms. Use methods that allow to study and analyze the data used
to optimize the process of solving research problems. Using this method, to create a system
based on predicting the disease, minimizing human participation in analysis and creating an
optimal solution with the participation of machine learning algorithms.

2. Literature Review

Machine learning is an analysis method that allows us to conduct data training and
analysis methods that we use to optimize the process of solving research problems. This
method is a system based on minimizing human participation in analysis and creating an
optimal solution with the participation of artificial intelligence intelligence systems. This
article will explore machine learning methods to make predictions in the process of Big Data
Processing and analyze some specific methods. Currently, there is an active implementation
of machine learning methods in medical information systems (MIS). This is primarily due
to the need to analyze a large amount of information about patients in real time, as well
as predict whether to seek outpatient care or hospitalization within a given time frame [1].
For the database, there are many open sources for accessing acient records, and research can
be conducted to use various computer technologies to identify this disease in order to make
the correct diagnosis of the patient and prevent his death [2]. Patients are often diagnosed
asymptomatic until death, and even if they are under supervision, trained personnel are
required to detect cardiac abnormalities [3|. Heart disease was the cause of 6.2 million
deaths between the ages of 30 and 70 in 2019 [4]. These diseases usually occur as a result of
stroke, hypertensive heart disease, rheumatic heart disease, artery disease and other defects
in the heart vessels and the heart itself [5]. In many countries, there is little experience in
cardiovascular research and a significantly higher percentage of misdiagnosed cases, which
can be solved by developing accurate and effective methods for predicting heart disease at an
early stage through analytical support for clinical decision-making through digital medical
records [6].

Amin Ul Hak, Jiang Ping Li, Muhammad Hammad Memon, Shah Nazir and Ruinan
Sun were tested on their systems in a Cleveland heart disease dataset. Seven well-known
classifiers, such as logistic regression, KN, AN, SM, NB, DT and random forest were
used with three algorithms for selecting functions Relief, mRMR, and LASSO, which are
used to select important functions. In terms of features SVM (linear) with the selection
of functions, the performance of the mrmr algorithm was better than that of other
classifiers [7|. Fajr Ibrahim Alarsan and Mamun Yunets received a data set of 205.146
lines, which were randomly divided into two parts: training and testing. They compared
the Random Forest and Decision Tree Classifier algorithms in machine learning of this
data set. In a random forest, the learning process is faster than in a decision tree and in
a decision tree, the testing process is faster than in a random forest. The parameters of
both algorithms were changed manually. The optimal values for the configured parameters
could be obtained by running cross-checking methods, but the algorithms took a lot of
time [8]. Jiang Yi, Zhang X, Ma R, Wang X, Liu J. , Kerman M, Yang Yi, Ma J, Son
Yi, Zhang J. , He J, Go C, Go X chose dataset as the data that monitored 1,508 Kazakh
subjects in China at the initial level without cardiovascular diseases. All subjects were
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randomly divided into a study sample (80%) and a test sample (20%). LR, SVM, DT,
RF, KNN, NB and XGB were used to predict outcomes in cardiovascular diseases. LR
and SVM had better predictive characteristics than other machine learning models in the
context of discrimination and calibration. LR was similar to the predicted effectiveness of
SVM in predicting the risk of cardiovascular diseases and surpassed other ML models. The
sensitivity of LR was higher than that of SVM and the specificity gave the opposite result [9].

3. Problem Settings

This section discusses sorting data from the collected databases, conducting pre-machine
learning processing measures, fully studying target variables, dividing them into machine
learning and testing stages and learning these information using machine learning method
classifiers. Through the selected classifiers, the level of training is evaluated and measures are
taken to improve the results. The first step is to access the database used in data training. The
dataset taken from the database consists of 14 columns of 303 consecutive factors affecting
the symptoms of cardiovascular disease. This database was collected by the Cleveland Clinic,
which was connected with the university clinics of Zurich and Basel. The database originally
consisted of 72 columns, and as a result of removing columns that did not attach much
importance to special processing and research activities, 14 columns were left.

We can show statistical characteristics for numeric attributes in the database. Statistical
values are represented as the total number of attributes, the average, standard statistical
deviations, the smallest and largest values, as well as indicators of 25%, 30% and 75% on 3
quartils. You can see it in the table below.

Since the indicator of people with cardiovascular diseases was taken as a target variable,
the indicators for this variable were visually displayed. Age indicator of the number of people
suffering from heart disease according to Figure 3. As we have seen, the most sick people
can be called the age range of 40 to 55 years.

4. Materials and Methods

To check the accumulated commands, we first look at whether there are zero elements in
the dataset, and if such data is found, fill in the spaces by calculating the median or average
value of this column. Disable them because dictionary columns are not involved in training.
Algorithms of the machine learning method are used by setting target variables.

The general picture of the work carried out on the methodology is shown in Figure 4:

Until measures to improve the accuracy of the algorithms used give good results, it
is necessary to implement such measures as training, avoiding mistakes in the course of
excessive training. Classification techniques used to detect cardiovascular diseases are as
follows: Decision Tree Classifier, Kneighbors Classifier, Logistic Regression, XGBClassifier,
Random Forest Classifier, Support Vector Classfier. Although training is carried out using
such techniques, cross — checking with the target variable column of the dataset is carried
out in order to increase the result. Cross-validation (verification) is the process of improving
the result of an algorithm by training each time with different random values with a random
transfer of a target variable to a test set in order to improve the learning efficiency of
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' Column name | Meaning Tvpe | Range
Ape Patient age number | |29, 77
| Sex Gender nominal | 0 = female, 1 = male
Cp Type of pain nominal | 1 normal angina pectoris 2
abnormal angina pectoris 3 no
angina pectoris 4 = symptoms were not
observed
Tresthps Blood pressure in a calm | number | |94, 100]
state [
Chol Cholesterol levels number | 126, 564
Fhs Glucose levels in the blood of | nominal | 0 = false, 1 — true
a hungry person .
Restecg ECGI Electrocardiography) nominal | 0 = normal, 1 = The history of §T-

T iz determined 2 Hypertrophy of
the left ventricle according to the Estes
criterion

Thalach Maximum pulse rate mumber | |71, 202|

Exang Angina  pectoris during | nominal | [ = no, 1 = yes
physical exertion

Oldpeak St depression level number | |0, 6.2|

Slope ECG at maximum load nominal | 1 = high rise

2 — normal
3 = go down

Ca Fluorescent color important | nominal | |0, 3]
blood vessel number
| Thal A type of blood disease called | nominal | 3 = normal 6 = detected defect 7
thalassemia cured defect
| target Heart disease nominal | () = no, 1 = yes

-1: Database analysis

machine learning operations.

The classifier tree method is a tree-type structure consisting of certain rules that represent
the result in the learning process in a hierarchical type. It consists of 2 types of elements, a
node and a leaf. Elements to be written in the node if the elements that affect the value of
the target variables are written in the Leaf, the functions of the target variables are written
in the Leaf. The decision tree is often used because it gives good results in statistical reports,
including in medical reports for more probabilistic reports, by classifying the same data,
making better predictions, clarity, and simple processing of the data without converting or
causing severe distortion [10].

The k nearest neighbors method is an algorithm for classifying objects by class by dividing
them into groups previously distributed by region after calculating the distances by weight
by vote. This method is considered the simplest of the classification algorithms. It is a
classifier algorithm that can be used in cases where there is little information about the
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age S8 cp  frestbps chal fbs  restecg  thalach exang  oldpeak slope e thal

count 303000000 203000000 302000000 303000000 303000000 303000000 303000000 303000000 303.000000 303000000 303000000 303.000000 303.000000
mean 4366337 0683168  00GB997 131623762 246264026 0148315 0520053 1490646865 0326733 1039604 130040 Q420373 23133
std  O082101 0466011 1032082 17538043 S1B307H1 0356198 Q525860 22005161 460704 1961075 0616226 1022606 0612277
min 20000000 0000000 0000000 94.000000 128000000 OO000000  O.0OOOO0 71000000  Q.000000 Q000000  O.000000 Q000000  0.000000
% 47500000 0.000000  0.000000 120.000000 211000000  0.000000  0.000000 133500000  0.000000  0.000000 1000000 0000000  2.000000
§0% 55000000 1000000  1.000000 130000000 240000000 Q000000  1.000000 153000000 0000000  OBOOOOO 1000000  OO0O0OOO 2000000
76% 61.000000  1.000000 2000000 140000000 274500000 0000000 1000000 165000000 1000000 1600000 2000000 1000000  3.000000
max  TT000000 1000000 3000000 200000000 564000000 1000000 2000000 202000000 1000000 6200000 2000000 4000000 3000000

age

JAEHEERIRREORRE

Figure 2: Statistical indicators for databases

count

Figure 3: Quantitative indicator for the target variable

data in the preliminary data separation, and is completely unknown. The optimal method
for understanding and implementing KNN. Therefore, this situation should be taken into
account for any calcification calculations. Its main advantages are that the process is very
clear, time-consuming, efficiency and accuracy are often high, and there are methods that
eliminate noise in the process that work only for KNN [11].
The logistic regression method is a statistical method that classifies a classification using a
linear classification line. The main idea is to determine the optimal line that best divides
data through a set of data. The range of logistic regression covers the range from 0 to 1. In
addition, this method does not require a connection between input and output data. Logistic
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Figure 4: General research plan

regression is a method in medical research that allows you to perform several tests at the
same time, minimizing external factors. If the model structure created by the researcher
avoids raw data,then the probability of logistic regression is also high [12].

The XGBoost method is a method that belongs to the ensemble method, designed to
improve gradient descent, with optimal and high accuracy. This is a method that aims to
get the best results by training multiple decision trees in parallel to improve the gradient.
Through XGBoost, trees grow rapidly and parallel trees are erected, the final decision is
made by an ensemble voice. In this method, random forest trees and decision trees are solved
by using models and making comparisons with their parameters [13].

The random forest tree method is another type of algorithm that uses the ensemble method.
An algorithm that randomly creates a forest of decision trees, takes forest trees of different
selections, matches them to the classifier, and finally takes the average value in order to
increase accuracy. The main advantage is the ability to achieve good results when working
with large groups and classes, independence from the scale of learning, and the ability to
perform high parallelization. Therefore, the random forest tree is an effective predictor [14].
The method of reference vectors is a set consisting of intensive learning algorithms and
bringing changes through hyperactivity to a single norm. The idea of the method is that
we place data elements consisting of points on the n-dimensional plane, creating hyperspace
by creating a classification that best defines classes. SVM also has a core, which is used
to convert data entered into the plane by the cores to a large one, taking it as small. It is
mainly used for Tex cataloging, recognizing handwritten numbers, finding tones, classifying
images, and gene expression using a microchip [15].

In the future, we will use assessment metrics to evaluate the training of these 6 used
methods. To do this, in the process of comparing the algorithm-trained results of y with the
true value of y in the target variable, a reflection matrix is created, as in Table 5. The result
of algorithms based on the generated matrix will be evaluated.

True Positive (TP) — the classifier assumes that the positive result is positive.

True Negative (TN) - the classifier assumes that the negative result is negative.
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Positive | Negative
Positive | TP | FP
Negative | FN | TN

Table 5: Confusion Matrix

False Positive (FP) - the classifier incorrectly predicts a negative result as positive.

False Negative (FN) - the classifier incorrectly predicts a positive result as negative.

The classifier is evaluated using the formulas of the metrics listed below: Accuracy — the total
accuracy of the model, the amount of accuracy of classifiers when compared with the main
values.

TP+TN
TP+TN+ FP+ FN

Precision is an indicator that the classifier finds positive and is actually positive.

(1)

Accuracy =

TP
Precision = TP—i——FP (2)

Recall is an indicator of true positive classes among all positive classes found by the
algorithm.

TP
Recall = TP-|-—FN (3)

F1-score is the hormonal average of accuracy and completeness.

2T P 2% Precision x Recall
TP+ FP+ FN  Precision + Recall

(4)

F1 — score =

5. Results

Data source of a 303-row, 14-column collected by Cleveland Medical Center for cardiovascular
disease has gone through processing measures that consist of many steps. As a result
of the processing measures, no particularly strong outs and zero elements were found in
the database. The absence of columns that strongly influence each other on the data was
observed through the correlation matrix. After processing, 30 percent of the data was sent
for training. Subsequently, 10 classification algorithms were trained. It includes algorithms
Decision Tree Classifier, Kneighbors Classifier, Logistic Regression, XGBClassifier, Random
Forest Classifier, Support Vector Classfier. During the training of each algorithm, the result
was increased by standardization using the Standard Scaler function. The Standard Scaler
function tries to show good results by normalizing our data so that the average value does
not exceed 0 and the standard deviation does not exceed 1, which gives the opposite effect
before applying the algorithm. Algorithms such as Decision Tree Classifier showed a decrease
in accuracy from 0.7142% to 0.7023% from the scattered neural structure algorithm, while
Kneighbors Classifier helped to increase the accuracy from 0.5934% to 0.7692%. The same
result was obtained from the support Vector Classfier algorithm, which increased the accuracy
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from 0.5604% to 0.8021% by standardization. In addition to standardization, we tried to find
the most optimal parameters and increase the result using the GreedSearchCV algorithm.
GreedSearchCV refers to a cross — validation operation. It is one of the most powerful tools
in machine learning, the main reason for which the correct choice of parameters is the main
guarantee of good results. If the parameters are chosen correctly, then, of course, the training
will also go well. As for work, it calculates the result for each parameter over the entire
connection, providing us with the best indicator. The result was not satisfied, there were
significant delays in terms of time, and the result of the algorithm did not show much
difference from standardization.

Thus, 6 algorithms were evaluated on 4 metrics. The results were compared among
themselves. This can be seen in Table 6. The best indicator for the Accuracy metric was
the result of the Random Forest Classifier algorithm. In Figure 7, dynamic comparisons were

Accuracy | Precision | Recall | Fl-score |
Decision TreeClassifier | 0.71 (.72 (.70 0.68
KNeighborsClassifier 0.76 0.83 077 | 072
LogisticRegression 0.81 0.90 (.82 0.75

XGBClassifier 081 0.86 081 | 077 |
RandomForestClassifier | (.82 0.90 0.82 0.76
SupportVector Classfier | 0.80 (.88 080 | 074

-6: Comparison of results of classifiers

made. You can clearly see the real difference through the diagram.

095

W accuracy
W precision
- ecall

I fl-score

Figure 7: Comparison of results of classifiers
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Conclusion

Heart disease is one of the main problems of society, as the number of people with heart
diseases is increasing day by day. The growth of Statistics is influenced by many factors, such
as the time spent by medicine to predict diseases or the lack of an accurate diagnosis. It is
difficult to manually determine the probability of heart disease based on many such factors.
But with deep data analysis and machine learning models, it is possible to identify diseases
and treat these diseases in a timely manner. For this purpose, relevant data on heart disease
collected by the University of Cleveland were studied. Work achieved and done during the
study:

e analysis of the literature on the use of machine learning (ML) methods for data on
heartbeats was carried out;

e analysis of python language libraries and part of machine learning methods;

e primary analysis of data on heart beauties and pre-processing;

e the marks were stitched, selected and methods of filling in the missing values were used;
e the results obtained were analyzed;

e based on the results, a comparison was made between the models.

According to the conducted research, the classification method showed the highest results.
Its metrics showed accuracy = 0.82%, precision = 0.91%, recall = 0.83%, and fl-score =
0.76%. In the future, training of the algorithm on various data will continue, increasing
these results given by Random Forest. Further experiments are developed on algorithms and
optimal solutions are developed using various methods. Algorithms that have been trained
to read various data on heart disease are also good at making predictions.
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Multi-Agent Learning for the Inverse Kinematics of a Robotic Arm

This paper presents a solution to the inverse kinematics problem for robotic manipulator based
on the Adaptive Multi-Agent System (AMAS) approach. In this research, multi-agent system
is in charge of controlling a robot arm with four degrees of freedom (DOF) and two motorized
wheels, giving appropriate commands, such as rotation angles and velocities, to reach the desired
position and orientation of the end effector. The calculation of commands is directly related
to the solving of forward and inverse kinematics. Before the learning process of AMOEBA, the
rotational angles, 6 values, are encoded into a single number N, this parameter is the desired
value that we are going to predict in the predicting stage. During the learning phase, the Agnostic
MOJEI Builder by self-Adaptation (AMOEBA) builds context agents, which has local models and
is able to self-adapt. After the getting the predicted value, Npyeq, it will be decoded back to get
the set of rotational angles that is given to robot end effector. In addition, the robot with all its
physical parameters is modeled and simulated in the Robot Operating System (ROS) environment

Key words: Forward kinematics, inverse kinematics, adaptive multi-agent system, agnostic model
builder by self-adaptation.
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PoGoT KOJIBIHBIH, KEPi KWHEMATUKACHI YIIiH MYJIbTUAr€HTTIK OKBITY

By xymbicra Geitimeserin ken arenTTik kyite (Adaptive Multi-Agent System) rociiine meris-
JeareH poOOTTHIK MAHUITYASTOPFa apHAJFaH Kepi KHHEMaTHKa MOCEJIECiHiH IMIemnriMi YChIHBLIAIbI.
Bya seprreyme mynbru-areHTTIK Kyite Topt epkinaik jpexeci (DOF) 6ap poboT Koibl MeH exi
JIOHIeJIeriH bacKapyra KayarTbl. POOOTTHIK KaXKeTTi MO3UIHs YKoHe DarIapblHa YKeTYl YIITiH, OHbIH
KOJIBI M€H JIOHTeJIeKTePiHe aiffHa Ty OYPBINIbI MEH *KbUIIAMIBIK, TOPi3i TricTi KoMaHatap oepitei.
Komanmanmapabr ecenrey Typa »KoHe Kepi KnHeMaTHKa eceDiH IIernryMeH Tikeseil OailyIaHbICTHI.
AMOEBA-usbiH yitpeny keseniue jeiiia 0 aitnany Oypbiniraps 6ip N canbiaa mudpiianajibl. By
mapaMmeTp OoJKay Ke3eHiHjeri 6i3/1iH 6o/KaM KacalThbIH Heri3ri MoH OOJIbIT TabbLIa bl Y HpeHy
keseninye Agnostic MODEL Builder by self-adaptation (AMOEBA) xeprinikTi yirinepi 6ap »one
o3iH-031 GeifiM/Iell aJaThIH KOHTEKCTIK areHTTepAi KypaJel. BomkaMmaer MoH, Npreq, €cenTemiHin
aJIbIHFAHHAH KeifiH, aiffHary OYpBIMTAPBIHBIH KUBIHTHIFBIH aJTy VIMTH Kepi OareITTa mudp amrbLia-
bl ByJl >KUBIHTBIK POOOTTHIK, ATKAPYIIHI MEXAHU3MI, ATHA POOOT KOJIBIHBIH CAYCaK, YIITbl, KA2KETTi
TIO3UIINSA YKOHE OarmIapra »KeTyi VIITiH TOPT epKiHIiK JopeKesTi KOIbl MeH €Ki JOHTe/IeriHe KOMAaHIa
peringe Gepineni. ConbiMeH KaTap, poboT ©3iHiH 6apiblK (DUSMKAILIK HapameTpiepimed Robot
Operating System (ROS) opracbiiga MOJEIbICHE ] KOHE UMATAIUAIAHAIDL.

Tvyiiiu ce3nep: Kunemaruka, kepi KuueMaTnka, aJIalTHBTI KO areHTTIK XKyiie, 03iH-031 Oeitimaey,
ATHOCTUKAJIBIK, MOJIETb.
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MyabTunareHTHOe 0o0y4deHue [Jid oOpaTHO KMHeMaTUKU pPOOOTH3NMPOBAHHON PpYyKU

B mammoit crarbe mpeACTAaBIEHO permreHne OOpATHOM 3aJadn  KUHEMATHKH i poboTa-
MaHHITYJIsITOpa Ha ocHoBe noaxona Adaptive Multi-Agent System (AMAS). B srom uccienosanuu
MyJIBTHAT€HTHAs] CHCTEMa OTBEYAET 3a YIPABJICHUE MAHUIIYIATOPOM POOOTA C 9€THIPbMSI CTEIEeHS-
Mmu cBo6ogbl (DOF) u siByMsi MOTOPHU30BAHHBIMU KOJIECAMH, JaBasi COOTBETCTBYIONINE KOMAH/IBI,
TaKWe KaK YIJIbl ITIOBOPOTA M CKOPOCTH, JJIsi JIOCTUYKEHUS YKEJIAeMOTr0 TIOJIOXKEHUSI U OPUEHTAIAN
UCIIOJIHATETHHOTO MEXaHU3Ma, TO €CTh KOHIIEBOTO 3 dekTopa. Pacuer KoMaH 1 HAPSIMYTO CBSI3aH C
pelrreHneM mpsiMoit u odpaTHoit kKuHemaTuku. Ha srarme oby4uennst Agnostic MOdEL Builder myrem
camocrogrensaoii agantanun (AMOEBA) cosmaer areHTbl KOHTEKCTa, KOTOPble UMEIOT JIOKAJIb-
HbIE MOJIEJIA ¥ CIIOCOOHBI K CAMOCTOSTe/IbHOM ajanTaruu. [lepen mporeccom obyuenus AMOEBA,
YIJIBI TOBOPOTA, § 3HAYEHUsI, KOAUPYIOTCA B OJHO JHCJIO N, 9TOT IapaMerp siBJISETCs YKeJIaeMbIM
3HAYEHUEM, KOTOPOe MbI COOMpPaeMCcs IIpeCKa3aTh Ha dTale TporHo3npoBanus. [locie mosryaenus
IPEICKA3aHHOTO 3HAYEHNSA Npreq, OHO OyAET ITEKOAMPOBAHO OOPATHO, YTOOBI MOTYIATH HAOOP yT-
JIOB TIOBOPOTA, 338/ [aHHBIN KOHIIEBOMY HCIOJHUTEILHOMY MexaHu3my podorta. Kpome Toro, pobor co
BCEMU €ro (DU3MIECKUMHE [TapaMeTPaMU MOJIETIUPYETCs U cuMyupyercs B cpeje Robot Operating
System (ROS).

Kurouesbie cioBa: [Ipsvas kuaemaTnka, oOparTHasi KHHEMATHKA, aJATHBHAS MYJIbTHATCHTHAS
CUCTEeMa, HE3ABUCUMBII TOCTPOUTENIh MOJIEJIeH IyTeM CAMOCTOSITEIHHON aTAIITAIIUN.

1 Introduction

Nowadays the study and development of intelligent robots are becoming an essential part of
robotics. Many methods and approaches are aimed at making the robots fully automated and
independent of external impacts, such as neural networks and multi agent systems. Major
attention is paid to the motion of the robot, which, in turn, involves the study of kinematics.
The general objective of this research is to reach the desired point or target with end-effector
of robot with precise accuracy. In order to reach the goal, both forward and inverse kinematic
problems must be solved. The forward kinematics (FK) involves determining the position and
orientation of the robotic end-effector by giving values for each individual joint of robotic
manipulator. Vice versa, by knowing the position and orientation of the end effector, the
inverse kinematics (IK) is in charge with determination of values that must be set to the
joints, in other words, inverse kinematics is the inverse problem of forward kinematics. In
comparison with forward and the inverse kinematics, the solution of inverse kinematics
is much more complicated. The FK can be easily solved by performing linear algebraic
operations on homogeneous transformation matrices and has a unique solution. However,
due to the complex IK equations, which is strongly nonlinear, there is no single solution for
IK. As we mentioned, the IK is the main issue of robotics, and several methods are proposed
for its solution [1]. Many approaches to this problem lie on the analytical, algebraic, or
iterative methods, which give approximate results. Recently, much attention has been paid
to artificial networks and self-adaptive multi-agent systems. The controlling of the robotic arm
is considered as real-world complex problem and it cannot be solved by predefined model and
needs learning and self-adaptation. 'Multi-agent systems are particularly suitable to design
and implement self-organizing systems’ |2|. In this paper, Self-Adaptive Context Learning
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(SACL) recurrent pattern is applied to our problem. It consists of two mechanisms: Adaptive
mechanism, which perceives information from the environment and dynamically builds a
model describing the current context and its transformation Exploitation mechanism, which
decides what actions to perform over the environment .

For building a dynamic model in adaptive mechanism, Agnostic MOdEI] Builder by self-
Adaptation (AMOEBA) is used. AMOEBA is based on AMAS approach. In order to be able
to build a model, AMOEBA must learn on data provided by simulation or FK problem,
which makes it supervised learning. In the final application, the multi-agent system will be
integrated with machine learning, the function of which is to process an image, taken from
the robot’s camera, identify the target point and compute its distance and position relative
to the camera. The integration of a machine-learning application with multi-agent system
is another key feature of the project. The position of the button and the robot with all its
physical parameters are simulated in ROS environment. Motivating Example. Figure 1 shows
the real problem of the work. Consider a robot inside an elevator, the starting position and
orientation of which are known. The robot’s camera, which is attached on the end-effector,
takes a picture of buttons in the elevator and the robot needs to press the desired button. Once
the picture of elevator buttons is taken, the machine learning software identifies the desired
button and calculates its position (z, y, z) with respect to the camera. The coordinates
of the button are then sent to the multi-agent system. Multi-agent system is responsible to
control the 6 servo motors: 4 for robot arm and 2 for wheels. Taking the positions received
from ML as input data, the multi-agent system solves IK problem to get rotation angles for
each joint, 0y, 6, 6, 05. The servo motors are given an angle setpoints and they rotate and
maintain to reach this setpoint:

mage 00,01,02,03

CAMERA %€ coord 225 AMAS 22222 Robot Arm.

Compute o sovo
ooy target button

Dt i pos ot e
‘camora with espectio e

Fig: 1: The robot in an elevator, identifying the desired target and tries to reach it

Figure 2 contains a snapshot of the real robot with four degrees of freedom (DOF) arm
which is placed on the platform. The platform has two motorized wheels and one castor
wheel.
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-2: The picture of the real robot with 4 DOF named TwIRTee

2 Simulating Physical Model of Robot under Robot Operating System (ROS)

This section describes the simulation model of the TwIRTee robot under ROS/Gazebo. This
model includes the robot chassis with its two motorized wheels, the robot arm, and the
Light Identification Detection and Ranging (LIDAR). It gives the procedure to setup the
environment and to interact with the simulation via the com-mand line and programmatically.
The two wheels are identical, so they are modeled using a macro with a parameter, "tY "that

e

wheeRadts

-3: The local frame for the chassis definition

gives the translation of the wheel with respect to the Y axis. Each wheel is drawn in a local
frame that is obtained by a rotation of 7 radians along the Y and Z axis with respect to the
joint reference frame (see Figure 3). The robot is a set of links (such as the chassis described
previously) and joints. Let’s take the example of the robot arm that is fitted on top of the
robot, as show on Figure 3, with a close-up view on Figure 4.

The arm is composed of: 4 servo motors (the green boxes): link0, link1, link3 and link5;
two sets of "bars"(brown colored): link2 and link4; camera (in blue); "finger"(in red, at the
tip of the arm):

"link1_joint"joints "link1"and "link2"with a "revolute"joint;
"link3_joint"joints "link2"and "link3"with a "revolute"joint;
"link4_joint"joints "link3"and "link4"with a "fixed"joint.

In the model, the camera is represented by a simple blue box (see Figure 5).
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Fig. 4: The robotic arm closed view

¢ um  [wh D84 (00

Fig. 5: The illustration of the camera attached to the end-effector (blue box)

This environment allows the complete dynamics of the system to be simulated, in-cluding
the effect of inertia: the simulator receives the angles for each joint and com-putes the position
of the arm and camera. Figure 6 shows the general idea of integrating the machine learning
part with the multi-agent system in ROS environment. There are many related works with
image processing and object detection and ML for image processing is quit out of this paper.
The main task is to tackle with multi-agent system, to make the multi-agent system learn
and self-adapt with precise accuracy.

3 Forward Kinematics

In robotics, forward kinematics is responsible for determining the final coordinates and the
direction of the end-effector relative to the global coordinate space. Let’s consider that the
initial position and orientation of each servo motor is known. Ho-mogeneous transformation
matrices with a dimension of 4x4 will be constructed from the base frame to the end effector
frame . These matrices consist of a 3x3 rotation matrix, that describes the orientation of
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-6: The illustration of integration of ML and AMAS in ROS environment

joints and their behaviors, and trans-lation vector. Further, linear algebra operations will
be performed on matrices to ob-tain FK results. In this section, more detailed solutions are
provided for the robot arm.

3.1 Kinematics for 4 DOF Robotic Arm

In our case, the robotic arm has 4 degrees of freedom (DOF). The robot is articulated
vertically with 4 joints. It has a stationary base, shoulder, elbow and wrist, where the base
joint rotates around the z-axis and the other three rotate around the y-axis. The position
of joints is represented in the three-dimensional Cartesian coordinate system and a local
reference frame is assigned to each joint. The coordinate frame assign-ment is shown in
Figure 7. In addition, it is necessary to assign a global coordinate frame to the base of the
robot [4] (see Figure 8). The servo motors in three-dimensional space can have movements of

.7: The coordinate frame assignment of robotic arm
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rotation and translation. The homogeneous transformation matrix (H.T.M) with dimension
of 4x4 is constructed separately for each joint to describe its position and orientation relative
to the world coordinate system. The H.T.M is composed of 3x3 rotation matrix and 3x1
translation vector:

. W
0 0 0 1
— Rotational matrix describes the rotation of joints in Euclidean space. The rotation is

done about z, y and x axes through a counterclockwise angle #. The axis rotation
matrices for a rotation about z, y and x axes given, respectively [5]:

1 0 0
R.(0) = |0 cos () sin (6) (2)
0 —sin (0) cos(6)

cos (f) 0 sin (0)

R, (0) = 0 1 0 (3)
—sin () 0 cos()
cos (f) —sin(#) O

R,(0) = | sin(d) cos(d) O (4)
0 0 1

— Translation or displacement vector shows the location of each joint in the base frame.
The final translation vector is the answer of the FK problem. In order to obtain the
final translational vector, the transformation matrices of each joint are multiplied. The
sequence of multiplication is important, as it results in a trajectory generation step [5].

The transformation matrices of each joint are represented as ;1" (see Fig.8.):

1. Transformation matrix of base joint, rotates about z-axis:

1 0 0 Zo

o | 0 cos(bp) sin(6y) o

1= 0 —sin(6p) cos(6y) 2o (5)
0 0 0 1

2. Transformation matrix of shoulder joint, rotates about y-axis:

cos(f1) 0 sin(0;) x4
1 0 1 0 Y1
(

2= —sin (#1) 0 cos(61) = (6)
0 0 0 1
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Fig. 8: The coordinate frame assignment of robotic arm in world space

3. Transformation matrix of elbow joint, rotates about y-axis:

cos(fz) 0 sin(fy) a9

2 0 1 0 Y2
3 —sin(fy) 0 cos(fa) 22
0 0 0 1

4. Transformation matrix of wrist joint, rotates about y-axis:

cos(f3) 0 sin(f3) w3
37 0 1 0 Y3

(
= —sin(f3) 0 cos(63) 23
0 0 0 1

5. Transformation matrix of end joint:

100%4
010 y
4
5T_ 0 0 1 Z4
000 1

Finally, the desired transformation matrix is obtained by multiplying all ;'-T matrices:

0

5T = 4T - 5T - 5T - 4T - 5T

(10)
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where 27" has the form of:

R3><3 (11>

N e 8

0 0 O

The (x, y, z) is the answer to the FK problem. The (z,, y4, 24) is the position of the
end-effector in the local coordinate space (see Figure 7) and (z, y, 2) is the position of the
end-effector on the world system, in another words, the coordinates of the end-effector are
translated to the global coordinate system.

The Implementation of FK on 4 DOF Robotic Arm Implementing the FK to determine
the final position and orientation of the end-effector is done in Python.

Suppose the arm of the robot is raised up initially. The rotation angles are given to
each servo motor, i.e. the rotation angle setpoints, (6, 61, 65, 63), are sent to the base,
shoulder, elbow and wrist. Depending on the given angles, the motors begin to rotate. The
final location of the end-effector is determined by the translation of the coordinate from the
local coordinate system to the global one. Input data is angular setpoint, the output is the
coordinates of the end-effector on the global system:

thet0:45, thetal:50, theta2:34, theta3:23
Translation matrix T:
[[-0.20673802 -0.70710678 0.67620958 0.19346298)

[-0.20673802 0.70710678 0.67620958 0.19346298)
[-0.95630476 0. -0.2923717  0.11533945]
[o. 0. 0. 1. 1

Finger end coordinates: [0.19346298 0.19346298 0.11533945]
Finger end coordinates with dofd fk function: [0.19346298 0.19346298 0.11533945]

Fig. 9: The result of the example to check the correctness of implementation FK.

raised up and 6y = 45, 6; = 50, 0y = 34, 3 = 23 is given to the motors. The dark blue
curve is the final position and orientation of the arm manipulators. The final position of the
end-effector computed by FK is (0.19346298, 0.19346298, 0.11533945).


User
Выделение

User
Записка
Figure


E.B. Zhantileuov et al. 121

4 Inverse Kinematics

Summing up the previous section, we can say that solving forward kinematics for robotic
manipulators is a fairly simple task, only linear algebra operations are performed on matrices
to determine the final position and orientation of the end-effector. The problem has one and
only one solution. However, when the final position and orientation of the manipulators is
initially given, and the task is to find the rotation angles for each joint, (g, 61, 02, 03),
the problem becomes non-linear and complex. This kind of task in robotics is called Inverse
Kinematics Problem. There are many approaches to solving inverse kinematics problem, e.g.
analytical solution, numerical methods, artificial neural networks and self-adaptive multi-
agent systems. In this paper, we propose Adaptive Multi-Agent System based solution for
solving IK problem.

5 Adaptive Multi-Agent System

To solve IK problem, we need to prepare a model which is responsible to predict the revise the
degrees of liberty and “rotation time”. However, due to the complexity of the problem, it is
difficult and expensive to solve using a predefined model; instead, we will use several agents,
an autonomous entities, responsible for predicting the result. A system where the agents are
plugged-in should be able to adapt to the environment and learn independently. The Adaptive
Multi-Agent Systems (AMAS) approach has been applied to designed and developed self-
adaptive multi-agent system. This approach aims at solving problems in dynamic non-linear
environments by a bottom-up design of cooperative agents, where cooperation is the engine
of the self-organization process |7].

6 The Self-Adaptive Context Learning Pattern

Our self-adaptive system is connected with a dynamic environment by a cycle of observations.
The main task of system is to receive the observations coming from the environment and find a
proper actions for the current state of inputs, which, in turn, is called the context [8]. This is a
context mapping problem. The Self-Adaptive Context Learning (SACL) is recurrent pattern,
based on the AMAS approach, the key feature of which is to solve the context-mapping
sub-problem. It is composed of two mechanisms, that interacts with the environment:

e Adaptation mechanism, is dynamically building a model, that describes the current
context and possible actions in it. |2, 8] It is related to the learning phase of the system
and its changes.

e Exploitation mechanism, is in charge with the selecting the most appropriate action in
the current context.

7 AMOEBA: Agnostic MOdEI Builder by Self-Adaptation

The building of the model in adaptation mechanism is performed by using Agnostic MOdEI
Builder by Self-Adaptation (AMOEBA), based on the AMAS approach. The model explains
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the interaction that occurs between the mechanism of exploitation and the environment [2].
The model receives a set of input data, we call it percepts, and produces one output. We call
the obtained result as prediction and the actual, correct result is called oracle.

There are two types of agents in AMOEBA [9]:

— Percept agents are responsible for the perceiving information from the environment.

— Context agents are in charge of determination the context, where a specific output
would be a good one.

AMOEBA learning phase is done by building the context agents. Each context agent
has its own validity range and local model. The validity range of the context agent is the
interval, where a specific output will be relevant [9]. If the received value of the percept
agent is included in the validity range interval, we say the validity range is valid for this
percept. The context agents have rectangular shape in two-dimension space (see Figure 10).
The local model is built separately for each context agent. When the validity range of the

=
||

Xrange

dataY

23UDAL

dataX

Fig. 10: The context agents in AMOEBA

context agent is valid for the current perceived value, the output is calculated by using the
local model of that context agent. In this paper, the linear regression is used as a model. The
linear regression function computed using a set of points [9]:

p
Z TpUn +a (12)
n=1

where p is the number of percepts, x,, and v,, are the coefficients, a is the real number.
The creation of the context agent, the self-organization, the changing of the validity ranges,
the changing local model and the destroying itself is deeply described in reference [9].
Working Principle of AMEOBA. At first, AMOEBA must learn from examples with the
correct outputs. This approach of learning is called supervised learning. Once, the AMOEBA
is learned, it starts to predict the result for a new inputs.

Let’s look at the illustration taken from reference [9):

1. During the learning phase, AMOEBA uses incoming data to adapt and improve itself.
The specific data set with the correct result is given to AMOEBA. However, at the
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Puc. 11: Learning phase of AMOEBA, with (Pme. 12: The exploitation step of AMOEBA,
the given oracle (red arrow) without labeled data

beginning, the oracle, actual result, is “hidden” from AMOEBA. The valid context
agent tries to predict the output, and checks the predicted value with the oracle. If it
was wrong, it adapts and improves itself by reducing its validity range or changing the
local model (see Figure 11).

2. During the exploitation step, AMOEBA receives a set of data without an oracle. Based
on the previous knowledge it provides an output (see Figure 12).

AMOEBA for the Inverse Kinematics Problem. In IK problem for the robot arm,
the input data are the final coordinates of the end-effector, (x, y, z), remember that in
practice these coordinates are taken from machine learning software. The output is a set
of rotation angles for each servo motor, (6y, 61, 02, 03). Then the servo motors execute the
given commands to achieve the (z, y, z) target position. This means that we must predict 4
parameters for the robot arm. However, AMOEBA learns to predict only one parameter at the
time. So, using four independent AMOEBAS to perform the learning of each parameter can
give physically unreachable commands to the robot arm because the correlation between each
parameter would be lost; e.g. to reach point (x,y, z) the arm has many ways to reach desired
point by varying its angles, a single solution is given by an arm configuration expressing
four angles which depend from each other in each configuration. If the learning process for
each angle is independent, the prediction for the angle will be non-correlated to the one
of the other angles, resulting in an “impossible” arm configuration. Therefore, in order to
preserve the correlation between the joint’s positions of the robotic manipulators, we decided
to encode the four angles (6, 01, 62, 05) to one single number N. This number N is used as an
oracle in the learning process. Then, when the (x,y, z) coordinate is provided to the trained
system, the number encoding the joints angles is given as output, and decoded for the final
application.

In order to AMOEBA to predict values, the system need to be trained. Therefore, a
training data set should be provided.

Training Data for AMOEBA. The learning data for AMOEBA is built in Python
programming language. Several training sets of 100, 1000 and 5000 examples respectively,
are randomly generated in different files. The angle values uniformly cover the fallowing
ranges:

6y € (0; 1), 6, € (0;%),926 (o;%),ege (o%)
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For each example, the final position and orientation of the end-effector is calculated by
solving FK problem (see Figure 13). The result of FK problem is exact and stored in vector
(z, y, z)" form.

Fig. 13: The resulting positions of the end-effector for 5000 randomly generated set of joint
angle values

Finally, each example used in the training file is a row in a table consisting in
Oy, 01, 05, O3, x, y, z parameters, and the respective encoding of the joint positions, given
that the learning ability of AMOEBA is limited by only one parameter. This means that, we
feed AMOEBA with data, that has the correct answers or oracles.
Encoding and Decoding of 6 Values. The process of encoding 6 values into a single number,
N, occurs before the learning process of AMOEBA. The number N is used as an oracle at
the learning stage (red colored) and at the predicting stage, this is the value that we aim to
predict. The value of Np,cgict is then decoded to retrieve Oypred, 01pred, Ospred and Ospred
(see Figureld).

Xieam

—>
Yieam

Zoam AMOEBA

encode
0y, 6,.6,, 6, —— N —>|

Xtast

learn

—
Yiest
AMOEBA

predict

!

N, decode Oypred,l,pred,O,pred,;pred

Z
test
—>

Fig. 14: The role of encoding/decoding in the learning and predicting stages of AMOEBA.

Let’s see how 6 values are encoded. The movement of joints are limited within the following
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ranges:
T T T
b€ (0;7), 0, € (0; 5),«926 (0; 5),936 (0; §>7

and the maximum value that angle can assume is 180°. This value, incremented by 1, is called
the base (B = 181). Finally, the value N is calculated:

N = 0y xB*) + (6, xB*) + (6, xB") + (65 xB) (13)

To decode N, we divide it by base B. The value in remainder is 3. In order to get 65, ¢; and 6,
the division process is repeated, but instead of N, quotient of previous division is used.
Example 1. Let’s encode and decode the set of angles:

0p=45°:60,=23°; f,= 54°:03=89"°

N=(45x181%) + (23x181%) + (54x181") + (89x181°) = 267601711

The four values of 0 are encoded in one N.
The decoding of N :

267601711+181 = 1478462 (remainder 89)

1478462181 = 8168 (remainder 54)
8168-+-181 = 45 (remainder23)
45+181= 0 (remainder45)

The values in remainders are our angles, which we encode earlier.
Returning to our training data, let’s encode all the joint angles. Table 1 represents several
lines from the real dataset.

}—
60 01 92 03 £ Yy z N
7 |12 | 78 | 19 | 0.216441 | 0.026575 | 0.13153 | 5207239
72 | 18 | 36 | 74 | 0.059224 | 0.182274 | 0.20249 | 52637114
62 | 27 | 11 | 60 | 0.087914 | 0.165342 | 0.25034 | 45417750
o3 | 48 | 83 | 72 | 0.101095 | 0.134158 | -0.027521 | 39033342
19 | 83 | 53 | 48 | 0.189071 | 0.065102 | -0.095592 | 14528118

Table 1. A training data for AMOEBA)

Now instead of fourfold training for each §, AMOEBA will be trained once on the values of
N.

Learning Phase of AMOFEBA. In the problem of inverse kinematics for the robot arm,
AMOEBA starts learning by mapping (x, y, z) into cartesian plane. Note that: the oracle is
N. For each point, AMOEBA randomly produces a value N,..4. If this value is closer to the
oracle, the validity range of context agent expands, and vice versa, if the difference between
the exact value of N and the predicted value of N is large, the range becomes smaller. If
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-15: The illustration of context agents (red crosses are percept agents; the rectangles are
context agents). Each.

=

.16: 2D visualization of learning AMOEBA in JAVA.

the validity range of context agent is too small, AMOEBA decides that it is useless and the
context agent will be self-destroyed. Context agents with their local regression models are
illustrated on Figure 15.

Validation Phase. To estimate how well AMOEBA was trained, we need to provide
a testing dataset. Just like in training dataset, this file consists of 100 lines of
Oy, 01, 05, O3, x, y, z, N values. However, at this stage we will use the oracle only to
calculate model error. This means that the input for AMOEBA is only z, y, z, remember
that at the learning stage, the input was x, y, z and oracle N. Based on previous knowledge,
AMOEBA predicts the value of N, the output is N,..q. This output is then decoded to get
Oopred, Oipred, Oypred and Ozpred. Next, we simply solve FK problem for predicted joint
angles and obtain the predicted coordinates of the end-effector, (Zpred, Ypreds Zpred). These
steps are described in the following scheme:

input predic decode

z,y, 2 — AMOEBA — Np.cqg — bopred, b1pred, Ospred, Ospred

solve FK
> Tpred; Ypred, Zpred-

The performance of AMOEBA was determined based on the Euclidean distance of two
points and the mean squared error (MSE) between the predicted output and the expected
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output.

8 Experimental results

First of all, I generated 3 training datasets for AMOEBA with 100, 1000 and 5000 rows of 6
values. To find the corresponding localizations, the problem of forward kinematics has been
solved and for each row, the values of § were encoded into a single N (see Tab.2). These data
were then transmitted to AMOEBA, so that it could learn. After each training with the data
of different sizes, another testing dataset is given, to check the correctness the model.

— >
90 01 92 03 xr Yy N
7116 |19 | 19 |0.150.02 | 0.3 | 5234329
81 | 65 | 63 | 54 | 0.03 | 0.2 | -0.05 | 59581224
19 | 68|17 [0.040.21| 0.18 | 56941037
30 | 21 | 13 | 12 | 0.13 | 0.08 | 0.3 | 22041282
95 | 2 | 82 | 87 | 0.09 | 0.13 | 0.116 | 40118667

l Table 2. An example of learning data for AMOEBA

Once AMOEBA is trained, the validation phase is conducted. Tables 3, 4 and 5 show the
results of validation stage after training with 100, 1000 and 5000 data rows, respectively.

>

Yy z Noprea | Oop | 01p | O2p | O3p | T, | y, | 2, | ED | MSE
0.02 | 0.3 | 9720459 | 13 | 30 5 9 |0.17]0.04 | 0.3 |0.02]|0.001
0.2 | -0.05 | 55375708 | 75 | 86 | 45 | 58 | 0.05| 0.2 | -0.1 | 0.05 | 0.002
0.21 | 0.18 | 59999713 | 82 | 27 | 33 | 43 | 0.03|0.22 | 0.2 | 0.03 | 0.001
0.08 | 0.3 |27920717 | 38 | 27 0 17 [ 0.12 ] 0.09 | 0.31 | 0.02 | 0.00
0.13 | 0.116 | 37979806 | 52 8 77 | 76 | 0.11]0.14 | 0.11 | 0.02 | 0.01

0.33 and the Y MSE = 0.03.

x Yy z Nyrea | Oop | 01p | O2p | O3p | xp | y, | 2p | ED | MSE
0.15 | 0.02 | 0.3 | 5250410 7 18 | 17 | 80 | 0.16 | 0.02 | 0.25 | 0.05 | 0.003
0.03 | 0.2 | -0.05 | 59594295 | 81 | 67 | 28 | 75 | 0.04 | 0.25 | 0.03 | 0.09 | 0.009
0.04 | 0.21 | 0.18 | 57170504 | 78 | 38 7 74 10.04 | 0.21 | 0.21 | 0.03 | 0.001
0.13 ] 0.08 | 0.3 | 21849462 | 29 | 87 | 41 | 72 | 0.18 | 0.10 | -0.1 | 0.39 | 0.147
0.09 | 0.13 | 0.116 | 40903374 | 56 9 71 | 84 | 0.10 | 0.15 | 0.13 | 0.02 | 0.001

Table 4. After training AMOEBA with 1000 rows of data, the mean Euclidean distance is
0.12 and the Y MSE = 2.66.
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Nypred Oop | 01p | 62p | O3p Lp Yp Zp ED | MSE
. 5229175 7 15 51 85 10.19 | 0.02 | 0.16 | 0.14 | 0.021
-0.05 | 59609975 | 81 69 23 5) 0.05 | 0.29 | 0.07 | 0.15 | 0.023
0.18 | 56898316 | 78 4 43 46 | 0.03 | 0.16 | 0.25 | 0.08 | 0.008
22157307 | 30 35 42 27 1022 10.13 | 0.15 | 0.18 | 0.033

0.116 | 40903374 | 56 9 71 | 84 |0.10 | 0.15 | 0.13 | 0.02 | 0.001

Table 5. After training AMOEBA with 5000 rows of data, the mean Euclidean distance is
0.1 and the Y MSE = 3.12.

With the help of testing data, we can compute the Euclidean distance between two points,
(x, y, z) and (xme & Upred, Zpred)- With an increase in the training data, the mean Euclidean
distance decreased, and the sum of the mean squared error increased (see Figure 17). The
explanation for this is closely related to the number of context agents. When we try to
train AMOEBA with more data, it also tries to build a perfect model. Thus, it breaks down
the initial context agents into several small ones. When we have more context agents than
necessary, our model becomes overfitted. On the other hand, we can notice that the values of

o 1000 2000 3000 4000 5000 6000

Data size

Fig. 17: The graph of mean squared error of different data size.

Npreq are approximated to the real values of N and that AMOEBA always perfectly coincides
with the first angle. So, I found that the order of # values at the encoding stage is highly
important, since when encoding, the first value is multiplied by the highest base accordance
with equation ([12]).

Returning to the problem, at the encoding stage, we need to encode so that each 6 is
occurred first in order (see Figure 28).

For each N, we create 4 independent AMOEBAs. Note that in this case all links and
relations will be preserved between 6 parameters. Further, all other steps will be the same for
this learning. Only, at predicting stage, we select the better values of € from each independent
learning. Table 6 shows the testing phase results after training AMOEBA with 5000 data
rows.
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Fig. 18: At the encoding step, we encode so that each € will be first in order.

7

T Y z Oop | 01p | O2p | O3p | xp, | y, | 2p | ED | MSE
0.08 | 0.18 | -0.05| 67 | 50 | 69 | 31 |0.09 | 0.21 | 0.00 | 0.06 | 0.004
0.04 017 | -0.11 | 78 | 8 | 56 | 65 | 0.04 | 0.17 | -0.1 | 0.01 | 0.000
0.20 | 0.16 | -0.04 | 39 | 69 | 26 | 37 |0.22|0.18 | 0.04 | 0.09 | 0.007
0.18 1 0.11 | 0.19 | 31 | 34 | 18 | 56 | 0.19 | 0.11 | 0.21 | 0.03 | 0.000
0.27 |1 0.10 | 0.10 | 56 9 71 | 84 | 0.15]0.06 | 0.29 | 0.23 | 0.052

Table 6. The result of validation phase, after training AMOEBA with 5000 lines of data.
To obtain this results, learning is done independently of each other with the oracle N.

The result of latter method is pretty impressive: after 5000 learning, > > MSFE = 0.008 and
average Euclidean distance is 0.06.

9 Conclusion

This study presented a detailed solution for inverse kinematics problem using an Adaptive
Multi-Agent System approach.

To avoid parameter non-correlation, we encoded the output / input of the IK problem as
one base-dependent number. Using this approach, we were able to predict the position and
orientation of the robot arm joints, given a final position.
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The results show that the size of the training set is relevant to the performances, as the

bigger it is, the model becomes more complex and the MSE increases. To make the error less,
four AMOEBASs were trained with the differently encoded labels.

This applications were aimed as a part of a more complex system, involving machine

learning techniques to identified a goal for a robot, and multi-agent system to elaborate the
robotic arm position to reach this goal.
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MODELLING OF HORIZONTAL DRILL STRING MOTION BY THE
LUMPED-PARAMETER METHOD

The motion of drill strings is modeled in the drilling of geotechnological wells in the mining industry
by the Lumped-Parameter Method (LPM). This method is widely used in structural mechanics
and is most justified in modeling dynamic systems with a variable structure. On the example of
horizontal drilling of geotechnological wells, longitudinal vibrations of a drill string with a static
compressive load at the left end are considered |1]. The contact interaction of the drill string with
the borehole walls and the inertia force of the bit on the destructible rock at the right end of
the string are taken into account. The analysis of the column splits number, which specifies the
dimension of the system of discrete equations, is carried out by verifying the obtained results with
the previously known data |1]. For verification, the developed C# software was used, allowed to
determine the error of the column splits in comparison with the test data. The optimal number
of the drill string splits in terms of “implementation time — calculation error” by the LPM was
identified. The numerical implementation of the model is conducted by the fourth-order Runge-
Kutta method. In connection with the increase in the implementation time of the program code
due to the increase in the dimension of the system, the numerical algorithm is optimized using the
parallel programming tools. The expediency of this optimization is analyzed.

Key words: drill string, nonlinear, vibrations, lumped-parameter method, parallel programming.

JLLA. Xamkuesa™®, FO.®. Cabuposa, P.®. Cabuposa
os-Papabu areiagarsl Kazak yarTeik yHuBepcuTeri, Kazakcran, Aimarsr K.
*e-mail: khadle@mail.ru
2KubIHTBHIK MapaMeTpJiep 9/ici 6oiibIHIIIa OypFrbLJIay OaraHaHbIH KOJIJIEHAeH KO3FaJIybIH
MoJieabaey

Byprouiay 6aranaHblH KO3TAJIBICH Tay-KEH OHEPKICIOIH/IE Te0TeXHOIOTHSIIBIK, YHFBIMAJIAD/IbI Ure-
PyJie *KUBIHTBIK, apamerpiiep oficiven (ZKITO) momenbaeneni. By omic KyphUIBIMIBIK MeXaHU-
KaJ1a, KeHiHeH KOJIJaHbBLIAJIbl 2KOHE aflHbIMAJIbl KYPBLIBIMBI Oap JIMHAMUKAJIBIK, JKYyiiejep/1i Moe/b-
neyze OapbIHIA Herizeared. [ eoTexXHOIOTHSIIBIK, YHEBIMAIAPIbI KOJIJIEHEeH Oy PFbLIay MBICAIBIHIA
OHBIH, COJI JKAK, IETiHJe CTATHKAJBIK KBICY JKYKTeMeci O0ap Oyprbuiay OaraHAHDBIH OONJIBIK, Tep-
Gemicrepi kapacteipeutran |1]. Bypreutay GaraHaHBIH YHFBIMA KaOBIPFATapbIMEH YKAHACY OPEKeTi
JKoHe Ti30eHiH OH, KaK, [IETiH e YKONbIJIATHIH *KBIHBICKA Kalllay WHEPIUs KYIIi ecKepiieai. AbHran
HoTmKesiepai GypbiH Gesrini [1] mepekTepmen Tekcepy apKbLIbL, JUCKPETTI TeHJEYIep KyiieciHin
eJIIeMiH OesriieiiTin GaraHaHBIH, OOJIIMIEp CAHBIHBIH, Tajadaybl XKyprizigemi. Texkcepy ymmiu C#
TiiHAEe O3ipJeHreH Oargap/iaMaiblK KaMTAMAChI3 €Ty MaiJaaHbLIagbl, OyJl ChIHAK, J€peKTepi-
MEH CaJIbICThIPFaH/Ia IILIFapbLIran OaraHa OeiMIepiHiH KaTesirin aHbIKTayra MYMKIHIIK Oepesi.
Baramanbia, GeiMaepiHiH OHTAMIBI CAHBI «ECENTey YaKbIThI-eCENTey KATEeCi» TYpPFBICHIHAH aHbI-
KTasaapl. Mosenbiin canablk opbiaaaybl 4-1mi perti Pynre-KyTra omicimen Ky3ere acbIpbLIIbI.
2Kyite esmeMiniH 6Cyl MEH TPOrPaMMAJIBIK, KOJATHI OPBIHIAY YaKbITHIHBIH, VJIFAObIHA OAlIaAHBICTHI
mapaJutesibal OargapiaMaiay KypaJslapblHbIH KOMEriMeH CAHJIBIK aJrOPUTM OHTANIaH IBIPBLIIb.
Ochbl OHTANTAHABIPY/IBIH, OPBIHBLIBIFBIHA TAJIAY KYPriziii.

Tyiiin ce3zep: 6yproutay HGarama, OEHChI3BIKTHIIBIK, TEPOETICTED, XKUBIHTHIK, TApaMeTp OJIici, ma-
paJiens/i OargapiamMasay.

© 2022 Al-Farabi Kazakh National University
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MO,Z[eJ'II/IPOBaHI/Ie TOPU3O0OHTAJBbHOI'O IBU>KEHUA 6yp0B0ﬁ KOJIOHHBI ME€TOAOM COCpeadOTOYE€HHBbIX
napamMeTpoB

Mopgenupyercst aBukenHne OypPOBBIX KOJIOHH IPHU Pa3pabOTKe TeOTEXHOJIOTMYECKUX CKBAaXKUH B
JIOOBIBAIOIIEH TPOMBIIIIIEHHOCTH METOJIOM cocpeioToueHHbIX apamerpos (MCII). Janubiit MeTos
IIIPOKO IIPUMEHSIeTCsI B CTPOUTE/IbHON MexaHuKe W Hambojiee OIpaBiaH IIPU MOJIETUPOBAHUN
JIMHAMUYIECKUX CUCTEM C TIepeMeHHO# cTpyKTypoii. Ha npuMepe ropu3oHTaIbHOTO Oy peHust reorex-
HOJIOTUYECKNX CKBAXKUH PACCMOTPEHBI IIPOJIOJIbHBIE KOJIeOaHusi Oy POBOIl KOJIOHHBI CO CTATHIECKOM
CKUMaoIeli Harpy3koil Ha ee jeBoM Kouie |1|. Yurensl KoHTakTHOE B3amMojeiicTBue GypoBOii
KOJIOHHBI CO CT€HKAMU CKBAaKUHBI U CHUJIa WHEPIIUU JI0JI0TA HA PA3PYIIAEMYIO [IOPOIY Ha IIPABOM
KOHIIe KOJIOHHBI. llocpesicTBoM BepudUKAIMKM TIOJyYEeHHBIX Pe3yJbTaToOB C pPaHee U3BECTHBIMU
JaHHbIME |1] mpoBeleH aHaM3 uncia pasbHeHUil KOJIOHHBI, 3aJAKNMA PasMEPHOCTb CHCTEMBI
JIMCKPETHBIX ypaBHeHuil. [l Bepudukanum UCHOIb30BAJIOCH pa3pabOTAHHOE MTPOTPAMMHOTO
obecrieuenne Ha CF#, MO3BOJIAIONIEE OMPEIEUTD IOIPENIHOCTD TPOM3BOINMBIX Pa3dbUeHnii KOJIOH-
HbI B CPABHEHUU TECTOBBIME JAaHHBIMU. OIPEIEseH0 ONTUMAJBHOE UHCI0 Pa30MeHnit KOJOHHBI
C TOYKHU 3PEHHUS <«BBIYUCJIUTEIHHOE BPEMS-IIOIPENIHOCTh pacyderay. UUCIEHHAs peain3aliis
MOJIeJIi OcyIecTBiieHa MeTojoM Pynre-Kyrra 4-ro mopsinka. B cBsi3u ¢ yBejindeHueM BpeMeHU
peaim3aIiy TPOrPaMMHOIO KOJA 33 CIeT POCTa PA3MEPHOCTHU CUCTEMBI IIPOU3BEIEHA OTITUMUABAIINS
YUCJIEHHOTO AJTOPUTMA C IIPUMEHEHHEM CPEJICTB MapasuIeIbHOTO porpaMMupoBanus. [IpoBenen
aHAJIN3 11eJIeCO00PA3HOCTU JAHHON ONTUMUASAIIN.

KuroueBble ciioBa: OypoBasi KOJIOHHA, HEJTMHEHHOCTD, KOJIEOAHUs, METO/, COCPEIOTOMEHHBIX ITa-
pPaMeTpoB, MMapaJuie/IbHOe IPOrPaMMUPOBaHUE.

1 Introduction

In the complex process of drilling geotechnological wells in the mining industry, horizontal
drilling has become widespread [2-4]. Research in the field of modelling the motion of
horizontal drill strings from the point of view of the influence of stochastic processes
on the dynamics of drilling equipment was carried out by Ritto T.G. with a group of
scientists [1,5,/6] and the authors of [7]. The authors of [8,9] created an experimental setup
based on the principle of mechanical similarity, and analyzed the accuracy of the theoretical
models in accordance with the obtained experimental data. The authors of [10] studied the
importance of drilling fluid formulations when drilling horizontal wells and proposed the use
of biopolymer-based drilling fluids. In [11], the longitudinal vibrations of the column were
modeled by the method of summation of modes, the analysis of the influence of the modes
number on the dynamics of the system and their convergence was carried out. The authors
of [12] developed a model that takes into account the geometric nonlinearity and the contact
of the drill string with the well, based on the geometrically exact beam theory and the method
of quadrature elements.

The search and application of alternative solutions in modelling are of scientific and
practical interest, since they allow verifying the correctness of the already available results
and expanding the class of problems under study. In particular, today, little-studied problems
of modelling the dynamics of industrial equipment and machines in complicated conditions
are relevant, namely due to the inhomogeneity of physical and mechanical properties, the
variable structure of the research object, local and point loads.
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Sadler J.P. in his work [13| considered the lumped-parameter method (LPM) for kinetic-
elastodynamic analysis of mechanisms, later successfully used for the analysis of nonlinear
vibrations of elastic multi-link mechanisms [14-16]. LPM is a special case of the finite
element method, when the equation of a one-dimensional continuous medium is replaced
by its discrete analogue. The essence of the method lies in the convertion from the model
of a continuous medium to its discrete representation at the nodes by a system of ordinary
differential equations. This method is widely known in structural mechanics, as well as in
the study of the dynamics of flat beam structures [17H19|. Its application is most justified
when modelling nonlinear systems with elements of heterogeneous material, variability of
cross sections, loading, etc.

The purpose of this work is to identify the optimal number of drill string splits from
the point of view of “implementation time-calculation error” by the LPM using parallel
programming tools.

2 Mathematical model and its discretization

The horizontal motion of a drill string [1] under the action of a static compressive load at
its left end, friction forces of the drill string against the rock, a variable harmonic force,
gravitational forces, as well as an interaction force between the bit and the rock at the right
end is considered

Figure . The lumped-parameter method (LPM) for solving the problem of the dynamics
of drilling equipment was applied.

The equation of motion of the drill string with a length L is given in a general form [1]:

a2u($,t) aQU(l’,t) _
T — EAW — fsta($7t) + fhar(x’t)+ (1>

+lsz't<u(x’ t)) + ffric(u(ma t)) + fmass(u(xv t))

pA

where u(x,t) is the longitudinal displacement of the drill string, p is density of the column
material, A is the cross-sectional area, E is Young’s modulus. The right-hand side of Eq.
contains the forces acting on the drill string.

The constant force fy, acts on the left end of the drill string (x = 0) and it is given by

fsta(fﬁ, t) = Fsta(s(x)a (2)

where Fy, is an amplitude, d(z) is the Dirac delta function.
The harmonic force f,, is given as:

Jhar(x,t) = Fysin(wyst)d(x — L), (3)

where Fj is an amplitude, wy is the harmonic force frequency.
The bit inertia force and the drill string friction force on the rock are defined, respectively,
as:

fmass(U(z, 1)) = —mypii(x, t)o(x — L),
ffric(iL(‘rvt)) = —[L(JI)(pA)g SgTL(iL((L’,t)), (4)
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Figure 1: The sketch of forces acting on a drill string

where my,; is the mass of the bit, concentrated at the point z = L, u(x) is the coefficient of
friction against the rock, g is gravitational acceleration.

The static compressive force at the right end of the column is determined in an exponential
form as

(crexp(—cou(x,t)) — c1)0(x — L)  for u(L,t) > 0,

0 fora(L,t) <0 5)

Joir(a(z, 1)) = {

where ¢q, ¢y are the coefficients of the bit-rock interaction.

The mathematical model Eq. was solved by T.G. Ritto et al. in the work [1]| by the
finite element method. Here, the authors of the work, as in [20], use LPM, which is an effective
method for the numerical analysis of such dynamical systems. Due to the inhomogeneity of
the drill string loading, the mathematical model is written in accordance with the drilling
equipment loading scheme (Figure [1)) as follows:

0*u(x,t) OPu(x,t) .
PAT - EAW = [tric(u(z,1)) (6)
with the boundary conditions
x=0: EAa—u = —F,,
ox
0 . .
r=1L: EAa_Z = fhar(x7t)) + fmass(u(xa t)) + fbit(u(ma t)) (7)

The metric is introduced in spatial and time coordinates:

T | E
’LL:LU,.Z':LX,t:E,C: m (8)

Approximate the derivatives according to the LPM used here:

(82_U) _ 5 BAXj1Uj1 — (AXj + AXj1)Uj + AXUj4
ox? ) ; AX; 1 AXG(AX; + AXjpq)
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OUN _Ui— Ui (OU) Ui =0 0
0x j_ Ax; 7 \ox j_ AX;iq
(a_U) _ Ui+ = Ui )
OX);  AXjp+ AX;
v v @D forl<j<N 1 .
where AX; = X; — X;_1, X; = { 1 for j—= N +1 , 2l = N1 N is the number of

the drill string splits.
The model Eq. @ and its boundary conditions Eq. are represented in the discrete
form:

a;f; 312 (2Up — 3Uy + Ug) = 592 sgn(Uy) for j =1,
a(;U; - %(Ujl —2U; 4 Uj) = L%Sgn( j) for j=2,N—2 (12)
SV
X:O:U1—U0:—lFsm
) EA
x=1 a@iN T ([;;:f S _ZUNl) - mbfj(}/cQ sin (%T> + T L2 foir(LcUy) (13)

As a result, the system of N nonlinear second-order ordinary differential equations with
respect to time with one algebraic expression is obtained.

3 Numerical analysis of the model

The numerical analysis of the model was carried out by the fourth-order Runge-Kutta
method. The algorithm and the program code for numerical modelling have been developed
in the C4++ programming language.

The values of the physical and geometric parameters of the drill string, the indicators of
the acting loads were taken in accordance with the author’s values of [1]: £ = 2.1-10''Pa,
p = T7850kg:m™3 g =9.81m-s7% D; = 0.10m (inner diameter), D, = 0.15m (outer diameter),
— =400, my; = 20kg, ¢; = 1.4-10°N, ¢y = 400, p = 0.1, wy = 100 - z—grad shte 0, 10]s,

D,
At = 0.0001s, fya = 5500N, Fy = 550N.

To evaluate the efficiency of the drilling rig, the ratio of the input power of the drill to
the power of the drill at the output was used:

pm(t) = fstau(oa t) + fharu<L; t)
pout(t) = sztu(L7t) (14)

where p;,(t) is the input power, py.(t) is the output power.
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Figure 2: Verification of the obtained results of the longitudinal displacement.
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Figure 3: Verification of the obtained results of the bit speed.

The number of the drill string splitting nodes was taken, as in [20], equal to N = 101.

The research results, which are longitudinal displacement of the drill string at an interval
of 10 s, are shown in Figure 2] The data of the bit speed are demonstrated in Figure [3]

The verification of the obtained results with the results of works 1] and [20] was carried
out. In [1], the numerical modelling of the drill string motion was realized by the finite element
method. The authors of [20] used LPM, and the numerical solution of the mathematical
model was found in the symbolic mathematics package Wolfram Mathematica (WM). Here,
numerical modelling was conducted in C+-+.

It was found that the longitudinal displacement of the drill string at the point z = L
increases with time, and the speed of the drill string at the right end is oscillating. It is
caused by the presence of loads on the drilling equipment in the model.

The dashed black line shows the results of T.G. Ritto [1], solid red line is the results of
L. Khajiyeva, A. Sergaliyev |20], dotted black one is the results of this work.

It is visually clear that the graphs in both figures are qualitatively convergent.
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Longitudinal displacements grown by red and dotted black lines coincide completely, while in
comparison with dashed black one, the error increases with time. The amplitudes of the speed
of motion depicted by red and dotted black lines are slightly higher than the amplitude of
dashed black line, which may be caused by the digitization error, the use of various numerical
methods, or an insufficient number of nodes in the discrete model.

In Figure 4] the change in the ratio between the output and input power is shown. The
higher this ratio, the more efficient the drilling rig is. It can be seen from the graph that
this indicator of the drill string does not exceed 25%, which is explained by the fact that
the model takes into account the loads affecting the equipment, which are friction forces, the
reaction force of the rock on the drill, static compressive force, gravitational forces, etc. The
dashed black line shows the results of T.G. Ritto, solid red line is the results of L. Khajiyeva,
A. Sergaliyev, dotted black one is the results of this work. Good consistency of the results is
observed.

P, (0/P_ (D

e""7""tissl""9““1o

Figure 4: Verification of the obtained results of the ratio between the input and output power

4 Dimension analysis of the discrete ODE system

Obviously, the calculation accuracy depends on the choice of the number of points for dividing
the drill string along the length: the spatial steps [ decrease with an increase in the nodes
in space, the discrete system tends to the continuity equation. However, with an increase
in the number of partitions, the program implementation time also increases. This requires
additional analysis of the dependence of the computational accuracy on the number of nodes
N and the time spent on executing the program code.

The results of T.G. Ritto, who first considered this problem, were taken as a sample to
estimate the calculation error. For algebraic verification, a WPF Application was written in
the C# language. It compares the digitized data of the work |1| with the results of this work
and finds the difference in the data of the loaded files at the closest possible time points.

The results of the longitudinal displacement of the drill string were taken as comparative
data. Tables [I| presents the results showing the effect of the number of split points on the
calculation error. It is relevant to notice, the accuracy of the results is influenced by the
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quality of the digitized data from the test graph; the error of the time points at which the
difference in the results is located (this indicator does not exceed the time step dt = le — 5s);
the error of the used numerical methods.

Tables [1| shows that the best convergence values were obtained by splitting the column
into 1000 segments: the maximum error does not exceed 0.39 mm, while the computation
time is no more than 8.5 minutes.
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Figure 5: Influence of the number of column splits on the error and implementation time

Table 1: Analysis of the influence of the number of partitioning nodes on time and

computation error.
The number of nodes 11 101 201 401 601 801 1001

Maximum error (mm)  47.3475 2.837 1.3428 0.68111 0.46391 0.3847 0.3922
Standard deviation (mm) 26.5089 1.573 0.7076 0.304  0.19071 0.1513 0.1392
Time implementation (s)  6.667  48.9 94.837 196.707 304.165 405.95 510.85

Figure 5| clearly demonstrates the need to use more points, where the bar graph
corresponds to the standard deviation for a particular number of splits, and the graph depicts
the implementation time. Note that the error for 101 points is more than 1.5 mm, therefore,
more than 300 nodes are required to obtain quantitatively accurate values.

If the priority of the research is the accuracy of the calculation with a sufficient amount
of time resources, splitting into 1000 or more parts is the most appropriate.

5 Optimization of the numerical algorithm using parallel programming tools

A small time step, the need to use a large number of partitions and, as a consequence,
a large number of iterations served as factors for the next stage of the study which is
optimization of the program code using parallel programming tools. Parallelization of the
C+-+ code was implemented using the Open Multi-Processing (OpenMP) API. The OpenMP
technology, designed for shared memory systems, implements parallelism of calculations due
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Figure 6: Acceleration coefficient for a different number of points

to multithreading. The master thread creates a number of threads, the task is distributed
among them. Due to this technology, the logic of the code does not change compared
with MPI, oriented to distributed memory systems, where it is necessary to determine
connections between processes. OpenMP allows to find "vulnerable"places in the program and
significantly speed up the execution of these blocks, alternating them with a sequential part.
In particular, this approach is applied to linear algorithms, which include the fourth-order
Runge-Kutta method.

To analyze the advantages of using parallel programming, spent time resources, and the
optimal number of threads, the program code was tested for various values of the parameters
of the partition nodes and number of threads on the interval of ¢ = 10s.

The test results are clearly shown in Figure [6] where the values of the acceleration factor
of the program using the OpenMP library are presented for a different number of points. The
bar chart shows the implementation time of the code, where the red columns correspond to
the execution time of the code by one thread, that is, without using parallel computations, the
green columns correspond to the time of the optimal number of threads (in parentheses next
to the number of nodes). The line graph shows the acceleration factor as the ratio of the time
taken by one thread at the optimal time. Thus, for a smaller number of points, one stream
is optimal, but with an increase in the number of points, the use of parallel computation is
justified.

It is worth noting that in the further, considering a more complex model and complicating
the computational algorithm, using a larger number of nodes, the efficiency indicators will
increase accordingly.

6 Conclusion

During the research of the dynamics of longitudinal vibrations of a horizontal drill string the
optimal number of the drill string splits by LPM using the developed software in the C#
language and parallel programming tools was found. The optimal number of the drill string
splits in terms of “implementation time-calculation error” varies within the range of 400-600
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nodes. It improves the accuracy of the solution in comparison with the case of splitting the
string into 100 elements |20]. A good agreement between the obtained results and the results
of T.G. Ritto’s work [1] based on the FEM has been established.

In addition, the numerical algorithm implemented in the C++ language allows further
refinement of solutions by increasing the number of the drill string splits. At the same time,
the increase in the dimension of the discrete lumped model is successfully implemented
through the use of parallel programming. Comparative analysis showed the justification of
its application for optimization of the numerical algorithm.

In the future, this work of the authors is seen in the use of LPM in modelling nonlinear
vibrations of vertical drill strings with spatial type of deformation, inhomogeneous structure,
inhomogeneity of loading due to local and point loads, etc.
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