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EDITORIAL

The most significant scientific achievements are attained through joint efforts of different 
sciences, mathematics and physics are among them. Therefore, publication of the Journal, 
which shows results of current investigations in the field of mathematics and physics, will 
allow wider exhibition of scientific problems, tasks and discoveries. One of the basic goals 
of the Journal is to promote extensive exchange of information between scientists from 
all over the world. We propose publishing service for original papers and materials of 
Mathematical and Physical Conferences (by selection) held in different countries and in 
the Republic of Kazakhstan. Creation of the special International Journal of Mathematics 
and Physics is of great importance because a vast amount of scientists is willing to publish 
their articles and it will help to widen the geography of future dissemination. We will also 
be glad to publish papers of scientists from all the continents. 

The Journal will publish experimental and theoretical investigations on Mathematics, 
Physical Technology and Physics. Among the subject emphasized are modern problems of 
Applied Mathematics, Algebra, Mathematical Analysis, Differential Equations, Mechanics, 
Informatics, Mathematical Modeling, Astronomy, Space Research, Theoretical Physics, 
Plasma Physics, Chemical Physics, Radio Physics, Thermophysics, Nuclear Physics, 
Nanotechnology, etc. 

The Journal is issued on the base of al-Farabi Kazakh National University. Leading 
scientists from different countries of the world agreed to join the Editorial Board of the 
Journal. The Journal is published twice a year by al-Farabi Kazakh National University. 
We hope to receive papers from many laboratories, which are interested in applications of 
the scientific principles of mathematics and physics and are carrying out researches on such 
subjects as production of new materials or technological problems.

This issue of the journal is dedicated to the 70th anniversary of the birth and 45th 
anniversary of the scientific and pedagogical activity of the famous scientist, teacher, 
organizer of science and education of the Republic of Kazakhstan, doctor of physical and 
mathematical sciences, professor, member of the National Engineering Academy of the 
Republic of Kazakhstan, corresponding member of the International Engineering Academy 
Kaltaev Aydarkhan Zhusipbekovich. The direction of his scientific activity is the mechanics 
of liquid and gas, physicochemical fluid dynamics, namely, the study of the regularities of 
the propagation of subsonic flame in complex areas, the study of the mechanism of the 
transition from conventional combustion to detonation, modeling of hydrogen combustion 
in a supersonic flow. He and his students also conduct research on the development of 
methods for calculating turbulent reacting currents, on the receipt and storage of solar 
thermal energy, and on the development of digital technologies for managing uranium 
mining using the underground leaching method. Most of his research was carried out in 
close collaboration with foreign professors - Payman Givi (University of Pittsburgh, USA), 
A. Wojtanowicz (Louisiana State University, USA), Nagy S. (AGH-University of Science 
and Technology, Krakow), M. Panfilov and Jean-Jaсques Royer (University of Lorraine, 
Nancy), C. Josserand (University of Marie and Pierre Curie, Paris), K.Ng (National 
University of Singapore), S. Jayaraj (National Institute of Technology Calicata, India), 
M. Mohanraji (Hindusthan College of Engineering and Technology), B. Saha (Kyushu 
University, Japan).

Scientific conference-seminar «Applied Mathematics and Mechanics» dedicated to the 
70-th anniversary of professor Kaltaev Aydarkhan took place on December 18, 2020. The 
issue of the journal contains selected scientific reports of this scientific conference-seminar 
like the reports of Professor Peyman Givi from the University of Pittsburgh (USA) and 
Professor Jayaraj Simon from the National Institute of Technology Calicut (India).
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Computational turbulent combustion
in the age of artificial intelligence and quantum information

Abstract. The impact of high-performance computing on the society has been enormous, but it is easy 
to be taken for granted. In today’s world, it is virtually impossible to imagine system design or major 
decision making not aided via predictive modeling and simulation. Now that we are experiencing the Data 
Revolution and the emergence of the Second Quantum Revolution, it is wise to consider both of these 
elements in computational science and engineering. Data-driven modeling approaches and demonstrated 
speed-ups of quantum algorithms have the potential to transform scientific discovery. This will affect the 
fabrics of industrialized societies in diverse disciplines. A research arena which can substantially benefit 
from these technologies is combustion. This field has been the subject of heavy computational research for 
many decades now. In this review, some examples taken from the previous works of the author are 
presented to demonstrate how the field of computational turbulent combustion is benefiting from modern 
developments in machine learning (ML) and quantum computing (QC).

Key words: computational turbulent combustion, computational science and engineering, speed-ups 
of quantum algorithms, machine learning,  quantum computing.

Introduction 

Computer modeling and numerical simulation 
have been rapidly growing in importance throughout
the sciences, engineering, medicine as well as in most 
other disciplines. We are now in an era where, 
increasingly, experimental and computational 
researchers are teaming up to tackle grand challenge 
problems. For over two decades the case has been 
made for recognizing computational science and 
engineering (CSE) as a priority interdisciplinary area 
for funding agencies, and to expand and strengthen 
the education in its related disciplines [1–3]. We are 
also in the midst of experiencing both the Big Data 
Revolution [4], and the emergence of the Second 
Quantum Revolution [5]. The amount of data 
available is doubling yearly, and artificial 
intelligence (AI), in particular machine learning 
(ML) methods are playing an increasingly important 
role in analyzing this data and using it to deduce new 
models of processes. Moreover, quantum mechanical 
phenomena have evolved into many core 
technologies and are expected to be responsible for 
many of the key advances of the future. Quantum 
computing (QC), in particular, has the potential to 
revolutionize computer modeling and simulation. 
The importance of these fields to the global economy 

and security are well recognized, promoting an even 
more rapid growth of the related technologies in the 
upcoming decades. This growth is fueled by large 
investments by many governments and leading 
industries. An arena in which both QC and AI are 
promoted to play a more significant role is CSE [2, 3, 
6, 7]. Since the early 1980s, computational 
simulations have been known as the 3rd pillar of
science [8, 9], and are now being augmented by this 
4th paradigm because of the big data revolution [10].

In the arena of computation, now there are some 
doubts about the longevity of Moore’s law [11] 
which has largely held true for over five decades [12]. 
As silicon-based processors shrink to smaller and 
smaller sizes, physical limitations start to play an 
important role. As a result, the expense and effort 
required to continue the increase in performance of 
supercomputers are now much greater than ever 
before. In order to provide new disruptive means to 
perform computations with increased complexity, the 
CSE community will need a radical departure from 
the conventional classical computing platforms. 
Quantum computing is a particularly promising 
candidate to be this disruptive technology for many 
computational problems [13–23].

The rate of progress in QC technology is very 
promising. In fact, the rapid development of this 
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technology has led to what is now known as the 
“Neven’s law,” stating that: “quantum computers are 
gaining computational power relative to classical 
ones at a doubly exponential rate.” The QC 
community as a whole has an overarching goal to 
build a general purpose, universal quantum 
computers [24]. Google, IBM, Intel, Microsoft, and a 
large and growing number of start-ups in the US and 
abroad are developing such machines [23]. Quantum 
computers are increasingly available on the cloud, 
with commercial offerings from IBM, Microsoft, and 
Amazon recently being announced. There is also 
increasing momentum and excitement in the field, 
with rapid progress in building non-corrected, so 
called noisy intermediate scale quantum (NISQ) 
computers [19], and the promise of error-corrected 
machines in the not-too-distant future.

Applications in Turbulent Combustion

Despite all of the dedicated efforts towards the 
development of alternative and/or sustainable energy 
resources, combustion still provides a large portion 
of the energy needs worldwide, a situation that will 
likely remain the same within the foreseeable future. 
Associated with combustion is air pollution and the 
greenhouse effect; thus the need for the reduction of 
CO2 emissions while maintaining high combustion 
efficiency. These concerns, along with stringent 
demands to reduce petroleum consumption, are 
putting a high priority on combustion research. In 
most cases, combustion is accompanied by 
turbulence where the latter provides the means of 
enhanced fuel-air mixing. The physics of turbulent 
reactive flows is notoriously difficult due to the 
intricacies of the interactions between chemistry and 
turbulence. The phenomenon of mixing at both micro 
and macro scales and its role and capability (or lack 
thereof) to provide a suitable environment for 
combustion, and the subsequent effects of 
combustion on hydrodynamics, have been at the heart 
of turbulent combustion research for over half a 
century now [25–27].

Researchers in computational turbulence and 
combustion are well versed in advanced numerical 
algorithms, and how to use them effectively in 
parallel numerical simulations. For over 40 years, the 
fields of computational turbulent combustion have 
been one of the most intense fields of CSE [28]. 
Statistical methods continue to constitute the most 
practical means of turbulent combustion predictions. 
These methods involve stochastic representation of 
the transport equations, augmented with closures to 

account for the effects of unresolved scales. Among 
the variety of stochastic tools developed within the 
past century, the probability density function (PDF) 
methods have proven to be particularly effective [29]. 
This is due to the fundamental property of PDF as it 
accounts for all of the statistical variations of the 
transport variable [30–32]. This feature is 
particularly appealing for modeling of chemically 
reactive flows, as it accounts for the effects of 
chemical reactions in an exact manner [33–35].

A major challenge in utilizing PDF is associated 
with its modeling and computational simulations. 
Combustion engineers have been trying to deal with 
this issue [36], and there is a continuing need to make 
use of advanced computational methodologies for 
turbulent combustion research. In this article, two 
examples are presented to demonstrate how ML/DL 
and QC can be useful in this regard. These examples 
are taken from this previous publications in which 
this reviewer is a co-author.

a. Deep-Learning of Turbulent Scalar Mixing

In this example, detailed in Ref. [37], we consider 
the problem of mixing of a Fickian passive scalar 
𝜓𝜓𝜓𝜓 = (𝑡𝑡𝑡𝑡,𝒙𝒙𝒙𝒙) (𝑡𝑡𝑡𝑡 denotes time and 𝒙𝒙𝒙𝒙 is the position 
vector), with diffusion coefficient Γ from an initially 
symmetric binary state within the bounds −1 ≤ 𝜓𝜓𝜓𝜓 ≤
+1. Therefore, the single-point PDF of 𝜓𝜓𝜓𝜓 at the initial 
time is 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿(0,𝜓𝜓𝜓𝜓) = 1

2
[𝛿𝛿𝛿𝛿(𝜓𝜓𝜓𝜓 − 1) + 𝛿𝛿𝛿𝛿(𝜓𝜓𝜓𝜓 + 1)]. In 

homogeneous turbulence, the PDF is governed by 
[33] 𝜕𝜕𝜕𝜕𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
+ 𝜕𝜕𝜕𝜕(𝐷𝐷𝐷𝐷𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿)

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
= 0, where 𝐷𝐷𝐷𝐷 denotes the 

conditional expected diffusion of the scalar field. The 
closure problem in the PDF transport is associated 
with this diffusion, and modeling of this term has 
been a stumbling block since the early days of PDF 
modeling [33, 34, 38]. 

Modern ML techniques have the potential to be 
utilized for PDF model developments [39, 40]. Given 
data {𝑡𝑡𝑡𝑡𝑛𝑛𝑛𝑛,𝜓𝜓𝜓𝜓𝑛𝑛𝑛𝑛,𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿𝑛𝑛𝑛𝑛}𝑛𝑛𝑛𝑛=1𝑁𝑁𝑁𝑁 on time and the PDF, we 
approximate the functions 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿 and 𝐷𝐷𝐷𝐷 by two deep 
neural networks to obtain the physics-informed 
neural network 𝑅𝑅𝑅𝑅 ≔ 𝜕𝜕𝜕𝜕𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
+ 𝜕𝜕𝜕𝜕(𝐷𝐷𝐷𝐷𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿)

𝜕𝜕𝜕𝜕𝜕𝜕𝜕𝜕
as illustrated in 

Fig. 1. We obtain the required derivatives to compute 
the residual network 𝑅𝑅𝑅𝑅(𝑡𝑡𝑡𝑡,𝜓𝜓𝜓𝜓) via automatic 
differentiation [41]. This allows accurate evaluation 
of derivatives at machine precision with ideal 
asymptotic efficiency. To assess the performance of 
this deep learning algorithm, we considered the PDF 
model obtained by the amplitude mapping closure 
(AMC) [42–44]. The AMC captures many of the 
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basic features of the binary mixing problem. Namely, 
the inverse diffusion of the PDF in the composition 
domain from a double delta distribution to an 
asymptotic approximate Gaussian distribution, as the 
variance goes to zero. Figure 2 depicts the exact [44] 
and the learned conditional expected diffusion 
𝐷𝐷𝐷𝐷(𝑡𝑡𝑡𝑡,𝜓𝜓𝜓𝜓). As demonstrated the agreement is excellent 
even though the algorithm has seen no data 
whatsoever on the conditional expected diffusion.

b. Quantum Computing for Combustion

In this example, detailed in Ref. [45], we 
demonstrate some potentials of QC for turbulent 
combustion simulations. We consider the transport of 
two initially segregated reactants 𝐹𝐹𝐹𝐹(𝒙𝒙𝒙𝒙, 𝑡𝑡𝑡𝑡) and 𝑂𝑂𝑂𝑂(𝒙𝒙𝒙𝒙, 𝑡𝑡𝑡𝑡),
where 𝒙𝒙𝒙𝒙−𝑡𝑡𝑡𝑡 denote the (homogeneous) space-time. An 
idealized irreversible binary reaction of the type 𝐹𝐹𝐹𝐹 +
𝑟𝑟𝑟𝑟𝑂𝑂𝑂𝑂 → (1 + 𝑟𝑟𝑟𝑟)𝑃𝑃𝑃𝑃𝑟𝑟𝑟𝑟𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡𝑡𝑡 is considered, and turbulent 
mixing is modelled by the coalescence/dispersion 
(C/D) closure of Curl [38, 46, 47]. Subsequently, all 
of the pertinent single-point statistics of the reacting 
field are determined. The most important of these 
statistics are the mean rates of reactant conversion, 
denoted by 𝒵𝒵𝒵𝒵(𝑡𝑡𝑡𝑡).

A Monte Carlo (MC) methodology is used for the 
stochastic simulation of the C/D model. The quantum 
algorithm is based on quantum phase estimation [48]. 
Figure 3 shows classical simulations of the quantum 
algorithm for estimating the rate of mean fuel 
conversion 𝒵𝒵𝒵𝒵𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡). The increasing behavior of 
𝒵𝒵𝒵𝒵𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡) as a function of 𝑡𝑡𝑡𝑡 is demonstrated in Fig. 3 
(a). The results of the quantum algorithm are in 
agreement with the highly accurate results via 
classical MC calculations obtained with 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟 = 220 × 60 
runs, allowing to obtain estimates 𝒵𝒵𝒵𝒵�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡) that are 
very close to the actual value of 𝒵𝒵𝒵𝒵𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡). The 
estimated rates of reactant conversion from the 
quantum algorithm relative to 𝒵𝒵𝒵𝒵�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡), for two values 
of MC samples (𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟), are shown in Fig. 3 (b). The 
relative errors decrease as a function of time because 
the 𝒵𝒵𝒵𝒵(𝑡𝑡𝑡𝑡) approaches 1 as 𝑡𝑡𝑡𝑡 increases. Figure 4 shows 
comparisons of estimation errors from classical MC 
methods (𝜖𝜖𝜖𝜖𝑀𝑀𝑀𝑀) and the quantum algorithm (𝜖𝜖𝜖𝜖𝑄𝑄𝑄𝑄) as 
functions of the total number of computational 
elements (𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟). It is observed that 𝜖𝜖𝜖𝜖𝑀𝑀𝑀𝑀 decreases as 
1 �𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟⁄ while 𝜖𝜖𝜖𝜖𝑄𝑄𝑄𝑄 decreases as 1 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟⁄ , demonstrating a 
quadratic quantum speedup of the quantum algorithm 
with respect to the classical methodology. The 
advantages of the quantum algorithm are more 
obvious for values of 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟 for which 𝜖𝜖𝜖𝜖𝑄𝑄𝑄𝑄 ≤ 𝜖𝜖𝜖𝜖𝑀𝑀𝑀𝑀.
However, the genuine advantage is in the different 

scaling of the algorithm. This example has substantial 
applications in practical engineering combustion 
systems. In the near future, it is expected that the 
current classical turbulent combustion simulations 
[49, 50], exemplified by Fig. 5 can benefit from 
quantum speed-up.

Concluding Remarks

The emergence and increased importance of 
massive data sets in many disciplines, coupled with 
the emergence of ML/DL to analyze these data sets 
is already transforming the world, and QC has the 
potential to revolutionize CSE. Data-driven modeling 
approaches, and demonstrated speed-ups of quantum 
algorithms have the potential to transform scientific 
discovery. This will affect the fabrics of 
industrialized societies in diverse disciplines far 
beyond science and engineering. The paradigm of 
scientific discovery offers an elegant path to 
generalization and enables computing with 
probability distributions rather than solely relying on 
deterministic thinking. We have also been witnessing 
demonstration of quantum speed-up. With 
emergence of quantum simulators, quantum 
annealers and analog quantum machines [51–53], 
and the arrival of universal quantum computers with 
50+ qubits, we are now in the era where quantum 
supremacy exists both as a theoretical proposal [54, 
55] and experimental realization [56].

Machine learning is currently one of the most 
popular areas in almost all disciplines. Significant 
efforts are being devoted to this field, not just in its 
basic developments, but also in numerous diverse 
applications. However, it is to be emphasized that 
ML is not magic! It consists of four basic elements: 
linear algebra, optimization, probability & statistics 
and algorithms. Machine learning’s broad popularity 
has been, in part, motivated by production of 
excellent software such as Tensorflow [57]. While 
ML will surely remain as a powerful research tool, it 
must be utilized in the context of a very strong 
physical & mathematical modeling. It is also clear 
that the era of QC is here and the community is 
moving towards developments that could potentially 
have a profound impact on CSE. The challenge lies 
in understanding the new technology, and identifying 
the highest-impact applications. As the Nobel 
Laureate Bill Phillips said: “...Quantum information 
is a radical departure in information technology, 
more fundamentally different from current 
technology than the digital computer is from the 
abacus...” The computational combustion 
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community needs to recognize that this is not a short-
term endeavor. There is a need to build infrastructure 
and expertise in this technological frontier of the 21st 
century.
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Figure 1– Physics-Informed Neural Network: The residual neural network
f is obtained by approximating the unknown solution u by a deep neural network and 

by taking the required spatial and temporal derivatives using automatic differentiation. 
Taken from Ref. [37]

Figure 2 – The exact 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿 via the exact model and the learned one are on the top, 
while the exact and learned 𝐷𝐷𝐷𝐷s are in the bottom panels. Taken from Ref. [37].
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Figure 3 – Estimates of the rate of reactant conversion obtained from classical simulations 
of the quantum-algorithm that would solve a reacting flow process using Curl’s model [46]. 

(a) Growth of the estimated rate of reactant conversion as a function of time. 
(b) Comparison of two estimated rates of reactant conversion for 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟 = 217 × 24 (black line) and
𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟 = 220 × 24 (red line), given by the quantum algorithm, with 𝒵𝒵𝒵𝒵�𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝑡𝑡𝑡𝑡). Taken from Ref. [45].

Figure 4 – Comparisons of errors output by the Classical MC method (𝜖𝜖𝜖𝜖𝑀𝑀𝑀𝑀) and 
the Quantum MC algorithm (𝜖𝜖𝜖𝜖𝑄𝑄𝑄𝑄). Taken from Ref. [45].

Figure 5 – Simulation results of the reactor in experiments of Ref. [58].
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Energy-Efficient Operation of PV-T Solar Collectors  
with Heat Pump based Water Heaters Suitable  

for Domestic Applications

Abstract. A photovoltaic-thermal (PV-T) hybrid collector evaporator was designed and developed to pro-
duce electrical energy and extract thermal energy simultaneously from the panel using the refrigerant cir-
culated the evaporator tubes. The refrigerant absorbs the heat from photovoltaic panels during its phase 
change from liquid to vapour. The PV-T evaporators deliver both electricity and heat outputs. An R-32 
refrigerant-based solar-assisted heat pump water heating system with a rated heat output of 4 kW was de-
veloped and tested its performance for producing 150-200 litres of hot water at an average temperature of 
60oC. The R-32 refrigerant is selected because it does not have any ozone depletion potential (ODP), and 
possess very low global warming potential (GWP). The heat pump evaporator was designed to absorb 3.25 
kW heat from the panel and maintains the panel below 30oC. The average PV electricity output was 6 kWh, 
and the requirement was 3.5 kWh. The average excess power of 2.5 kWh has been supplied to the grid, 
and the average coefficient of performance (COP) of the system was 6.3. For a life span of 25 years, the 
total equivalent warming impact analysis (TEWI) resulted in a CO2 value of 15,543 kg, which is very much 
lower than that of conventional systems. The economic analysis performed was reported, and the system is 
found to be quite suitable for domestic applications and also economically feasible with a payback period 
of 2.5 years.
Key words: Solar PV-T Collectors, VFD Compressor, Domestic Water Heating.

Introduction

The present renewable energy market is 
experiencing a rapid development owing to the 
sophisticated technologies emerging with higher 
overall system efficiencies. The widely used 
renewable energy capturing technology is the solar 
photovoltaic (PV) cells. But, the commercially 
available solar PV cells have only a low range of 
conversion efficiency. In the range of 15-20% and 
the remaining is getting wasted and contributing 
to cell temperature increase, conversion efficiency 
decreases. So, it would be beneficial to the conversion 
efficiency if we can absorb some portion of the 
wasted energy through some other technology. The 
PV technology gained more attention during the last 
three decades as more and more governmental as 
well as global environmental policies were evolved 
and instructed the usage of various renewable 
energy technologies. Solar PV technology is 

considered to be widely infamous because of 
the smaller conversion efficiency involved. The 
commercial conversion efficiency range of 15-20% 
is further reduced, if the panel is intended to work 
where the ambient temperature is above 25oC. The 
reduction in cell efficiency is so rapid concerning the 
temperature increase above this optimum value. The 
major part of the incoming radiation that is escaping 
in the form of thermal energy can be extracted for 
the purpose of drying and water or space heating. 
This thought paved the way to the invention of such 
hybrid photovoltaic-thermal (PV-T) collectors. The 
first PV-T collector technology was introduced in 
the year 1978 by Kern and Russel [1]. It succeeded 
in providing a combined output of electrical energy 
and thermal energy with the space requirement of 
one system.

Further, the initial theoretical model of air-
based and liquid-based PV-T hybrid collectors 
was developed [2] based on the extended Hottel-

https://doi.org/10.26577/ijmph.2021.v12.i1.02
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Whillier-Bliss model [3] by considering the PV 
conversion efficiency as a linear function of PV cell 
operating temperature. The design considerations of 
monocrystalline Silicon cell-based PV-T collectors 
were formulated. The correlation between various 
design parameters was identified, especially in the 
effect of glazing and its transmissivity and emissivity 
values [4]. During the next decade, several studies 
were reported in combined collectors, and most of 
them are of hybrid PV-T air collector arrangements. 
A novel PV-T collector configuration that can 
spectrally split the incoming radiation using some 
radiation beam splitters was proposed and performed 
simulation study with various operating conditions 
[5]. The electrical output from such a collector 
system is found reduced than the conventional 
system, and that reduction is compensated in the 
thermal output generated. The PV-T hybrid collector 
technology was developed further using different and 
more efficient heat transferring fluids and methods. 
The various configurations can be categorized into 
six major categories, i.e., air-based PV-T collectors, 
liquid-based PV-T collectors, nanofluid based PV-T 
collectors, heat pipe assisted PV-T collectors, phase 
change material (PCM) based PV-T collectors, 
and refrigerant-based heat pump PV-T collectors. 
Numerous significant studies [6]-[19] were reported 
in the last two decades explaining the developments in 
these six configurations for overall system efficiency 
improvement. 

As the refrigerant-based heat pump PV-T 
collector systems have comparatively higher 
overall system efficiency than the other 
configurations, most of the further PV-T collector 
investigations report in that domain [6]–[8]. In 
the present work, the R-32 refrigerant-based heat 
pump PV-T collector is working as the evaporator 
section. The refrigerant flowing through the 
copper tubes attached to the bottom of the PV 
panel and extracting the waste heat available 
after the photoelectric conversion of the incoming 
radiation and by this extraction the operating 
temperature of the PV cells reduces efficiency 
improves. The heat pump rejects the extracted 
thermal energy at the condenser to the water in 
the surrounding tank, and thereby the hot water 

becomes available for domestic applications. 
The novelty of this work is the use of a variable 
frequency drive (VFD) compressor (which works 
by following the load available at the evaporator 
exit). The VFD compressor operates in place of a 
conventional compressor, and thereby increase in 
energy efficiency is obtained. 

Experimental Setup

Investigations were performed under the 
meteorological conditions of Calicut (11.25o N, 
75.78o E), India. Three 330 We polycrystalline panels 
were used as the base plant, and a heat pump circuit 
was designed to absorb 3 kW heat from the PV panels. 
The R-32 refrigerant is selected as the working fluid 
since it has no ozone depletion potential (ODP) and 
the global warming potential is only 650 (it is around 
1/3rd of R-22). Experiments were performed from 
08:00 hrs to 18:00 hrs, and clear sky days were only 
considered for the analysis.

The schematic representation of the VFD 
compressor heat pump assisted PV-T hybrid 
collector-based water heating system is shown in 
Fig. 1. The heat pump circuit of the experimental 
system is made up of 3/8” copper tubes, and 
evaporator circuits are arranged in parallel through 
the bottom of the three panels. The temperature of 
the refrigerant available at the evaporator exit is 
continuously monitoring, and the frequency of the 
compressor is varying in accordance with that load 
values. The compressor runs continuously for a 
few minutes, in the beginning, to develop enough 
pressure in the refrigerant circuit and then become 
idle and work only according to the feedback signal. 
The photograph of the heat pump-based PV-T 
hybrid collector water heating system installed at 
the Solar Energy Centre (SEC), National Institute 
of Technology, Calicut, is shown in Fig. 2.

The temperature and pressure values from the 
various locations of the heat pump circuit and water 
tank were continuously monitored using a data 
logger. The theoretical analyses based on the first 
and second laws of thermodynamics were performed 
based on the experimental data obtained for the 
different testing days [9].
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Figure 1 – Schematic representation of the heat pump-based PV-T water heating setup

Figure 2 – Photographic view of the heat pump-based PV-T water heater system installed at the SEC

Results and Discussions

During the testing days, the solar irradiations 
varied from 140 W/m2 in the morning to the maximum 
irradiation value of 770 W/m2 by noon. Even though it 
reached 2 W/m2 at 17:45 hrs, the variation was almost 
entirely in a pattern without significant fluctuations. 

The ambient temperature and the PV panel temperature 
are found to vary in accordance with the solar 
irradiation changes. Ambient temperature variation 
was from 28oC to 34oC. The PV panel temperature 
of the standard panel kept without cooling is varied 
from 30oC to 65oC, whereas that of panel cooled using 
heat pump showed a maximum temperature value of 
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45oC only. The characteristics of the variation of PV 
temperature with and without cooling according to the 
variations of solar irradiation and ambient temperature 
are shown in Fig. 3. The operating temperature of the 

PV panel showed a near-linear pattern variation since 
the waste heat generated is efficiently getting removed 
by the heat pump circuit integrated to the bottom of 
the panels.

Figure 3 – Characteristics of PV temperature variation  
with solar irradiation and ambient temperature 

In the case of the electrical power output from 
the PV panels, the panels integrated with heat pump 
cooling produce an average of 7.5 kWh of electricity 
during a clear sky day, and that is around 1 kWh 
higher than what was available from the standard 
panel kept without cooling for comparison purpose. 
That is happened because of the improved conversion 
efficiency of the PV cells achieved through heat 
pump-based cooling. The variation in the current 
and the voltage with and without cooling are shown 
in Figs. 4 and 5. The current output from the cooled 
PV panels showed significant improvement than the 
current made available from the reference PV panel 
kept without cooling. The voltage values are also 
showed substantial improvement with heat pump-
based cooling. The voltage from the cooling panels 
is found to be varied from 55 V to 72 V without 
cooling, and that varied from 58 V to 79 V with the 
application of the cooling.

Since the operating temperature of the PV 
cells was able to be kept without much increase, 
the conversion efficiency of the PV cells also 
gets increased than that of the reference panel and 
which results in a significant hike in the electrical 
power output available from the PV panels. The 

characteristics of the electrical power output with 
and without cooling are shown in Fig. 6. An average 
improvement of 15% is observed in the total power 
output. Simultaneously, the input power requirement 
of the VFD compressor is comparatively lesser than 
that of the conventional compressor. Thus, the power 
consumption for the system reduces significantly. 
So, the VFD compressor integrated heat pump-based 
cooling contributes enough to the net power output 
from the system.

The COP of the system was found to be varied 
between 1.5 and 9 and reported an average value 
of 6.2 with the refrigerant R-32. The electrical PV 
efficiency and thermal energy efficiency are increased 
significantly and reached maximum values of 17% 
and 80% at some instants of the total experiment 
duration. The 17% electrical PV efficiency is very 
nearer to the standard conversion efficiency of the 
selected PV polycrystalline PV panel. The economic 
analysis performed also resulted in a payback period 
of 2.5 years, which is very much lower than that 
of PV-T water heating systems with conventional 
compressors. Thus, the developed heat pump cooled 
hybrid PV-T collector-based water heater is found 
feasible performance-wise and cost-wise.
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Figure 4 – Variation of current output with and without cooling 

Figure 5 – Variation in the output voltage with and without cooling

Figure 6 – Characteristics of the electrical power output from the 
panels with and without cooling
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Prototype Development

The prototype of an ambient source heat pump 
water heater of 100 l capacity was developed and 
tested for its performance for residential water 
heating applications. The ambient source heat pump 
water heater consists of essential components such 
as a hermetically sealed compressor of rated power 
input of 1 kW, immersion type condenser, capillary 
tube expansion device, and forced convection 
finned tube evaporator. The ambient source heat 
pump was charged with R134a. The refrigerant 

R134a has a high critical temperature of 106oC. 
Hence, it is possible to operate the heat pump water 
heaters using R134a up to 75oC. The photograph of 
the condenser tank, compressor and other control 
devices of the prototype developed are shown in Fig. 
7. This heat pump water heater consumes 2-3 kWh 
of electricity to produce 150 liters of hot water at 
55oC, which is significantly lower than conventional 
resistance water heating systems. The payback of 
the heat pump water heaters is around two years 
when compared to the electrical resistance water 
heating systems. 

Figure 7 – Photographic view of prototype ambient source heat pump water heater 

Conclusions

The VFD compressor integrated heat pump-
based PV-T water heating system was experimented 
with respect to its electrical, thermal, and overall sys-
tem efficiency. The integration of a VFD compressor 
instead of the conventional compressor has reduced 
the compressor power requirement of the PV-T heat 
pump water heater system. The average operating 
temperature of the PV panels is reduced around 22% 
with heat pump cooling and which contributed to an 
output power enhancement of 15%. The instantane-
ous thermal energy efficiency and PV efficiency are 
improved with cooling by 12% and 28%, respective-
ly. The thermal performance of the system improved 

with cooling and reported an average COP of 6.3 for 
the developed heat pump system with the integration 
of the VFD compressor. The average PV electricity 
output was 6 kWh, and the input power requirement 
for the compressor was 3.5 kWh. Thus, on an average 
about 2.5 kWh can be supplied back to the utility on 
a daily basis. If we are developing it as a stand-alone 
system, with a 1 kW solar power plant and integrated 
heat pump water heating system, it is technically pos-
sible to generate around 3 kWh of PV electricity and 
around 200 litres of hot water without grid-connected 
electricity. The system performance can be further 
improved using zeotropic refrigerant mixtures, as 
their non-linear behaviour will provide more uniform 
cooling to the panels. The economic analysis per-
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formed, and the system is found to be economically 
feasible with a payback period of 2.5 years.
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Abstract. In recent years, many authors have researched about fractional partial differential equations. Physical 
phenomena, which arise in engineering and applied science, can be defined more accurately by using FPDEs. Thus, 
obtaining exact solutions of the FPDEs equations have become more important to understand physical problems. In 
this article, we have reached the new traveling wave solutions of the conformable fractional modified Camassa – Holm 
equation via two efficient methods such as first integral method and the functional variable method. The wave 
transformation and conformable fractional derivative have been used to convert FPDE to the ordinary differential 
equation. The Camassa – Holm equation is physical model of shallow water waves with non-hydrostatic pressure. 
Thanks to these powerful methods, some comparisons, such as type of solutions and physical behaviours, have been 
made. Additionally, mathematica program have been used with the aim of checking of solutions. Investigating results 
of the fractional differential equations can help understanding complex phenomena in applied mathematics and physics.
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Introduction

Fractional derivative models can describe many 
complex problems in physics and engineering more 
correctly. Recently, fractional derivatives have been 
used on applications in many area such as signal 
processing, nonlinear optics, water wave modeling, 
control theory and etc [1-3]. There are various 
derivative definitions such as the Riemann –
Liouville derivative [3], the Caputo derivative [4], 
Jumarie’s modified Riemann – Liouville derivative 
[5] and the Atangana – Baleanu derivative [6] in 
literature. 

Numerous methods have been applied to obtain 
different solutions of fractional partial differential 
equations. Some of them are; the functional variable 
method [7], the extended tanh function method [8], 
the first integral method [9], the extended direct 
algebraic method [10], the modified simple equation 
method [11], the modified trial equation method [12], 
the (𝑮𝑮𝑮𝑮′/𝑮𝑮𝑮𝑮) – expansion method [13], the extended 
trial equation method [14], the kudryashov method 
[15] and so on [16-25].

In this article, first integral method [26] and 
functional variable method [27] have been applied to 
reach the exact solutions of the conformable 
fractional modified Camassa – Holm equation arising 
in fluid dynamics. The time-fractional modified 
Camassa – Holm equation of the following form [28]:

𝐷𝐷𝐷𝐷𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼𝑢𝑢𝑢𝑢 + 2𝜎𝜎𝜎𝜎𝑢𝑢𝑢𝑢𝑥𝑥𝑥𝑥 − 𝑢𝑢𝑢𝑢𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑥𝑡𝑡𝑡𝑡 + 𝛽𝛽𝛽𝛽𝑢𝑢𝑢𝑢2𝑢𝑢𝑢𝑢𝑥𝑥𝑥𝑥 =
= 0 𝜎𝜎𝜎𝜎 Є 𝑅𝑅𝑅𝑅, and 0 < α ≤ 1                 (1)

𝐷𝐷𝐷𝐷𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼𝑢𝑢𝑢𝑢 is express of the conformable fractional 
derivative of u with respect to t of order α and 𝜎𝜎𝜎𝜎,𝛽𝛽𝛽𝛽
are non-zero constants.

The rest of article is given as follows: Some 
definitions and properties of conformable derivative 
are defined in section 2. In section 3, the proposed 
methods are applied to the fractional modified 
Camassa-Holm equation for obtaining some new 
exact solutions in section 4. In section 5, a discussion 
of the results is clarified. In final section, includes a 
conclusion which contains all outputs in this article.

Conformable Fractional Derivative

Khalil et al. defined the below theorem for the 
fractional derivatives [29]:

Let h: [0,∞) → R be a function and its fractional 
conformable derivative of h order α is,

𝐷𝐷𝐷𝐷𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼(ℎ)(𝑥𝑥𝑥𝑥) = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝜀𝜀𝜀𝜀→0
ℎ�𝑥𝑥𝑥𝑥+𝜀𝜀𝜀𝜀𝑥𝑥𝑥𝑥1−𝛼𝛼𝛼𝛼 �−ℎ(𝑥𝑥𝑥𝑥)

𝜀𝜀𝜀𝜀
, (2)

α Є (0,1) ∀𝑥𝑥𝑥𝑥>0.Some of important properties of 
conformable derivative as follows: 

Suppose α Є (0,1] and 𝑔𝑔𝑔𝑔, ℎ be α-differentiable at 
a point t>0. Then,

https://doi.org/10.26577/ijmph.2021.v12.i1.03
https://orcid.org/0000-0002-1930-2493
https://orcid.org/0000-0001-5370-6283
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𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝑎𝑎𝑎𝑎𝑔𝑔𝑔𝑔 + 𝑏𝑏𝑏𝑏ℎ) = 𝑎𝑎𝑎𝑎𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝑔𝑔𝑔𝑔) + 𝑏𝑏𝑏𝑏𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (ℎ) ∀𝑎𝑎𝑎𝑎, 𝑏𝑏𝑏𝑏 Є 𝑅𝑅𝑅𝑅.

𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝑘𝑘𝑘𝑘𝑝𝑝𝑝𝑝) = 𝑝𝑝𝑝𝑝𝑘𝑘𝑘𝑘𝑝𝑝𝑝𝑝−1 ∀𝑝𝑝𝑝𝑝Є 𝑅𝑅𝑅𝑅.

𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝛽𝛽𝛽𝛽) = 0, for all constant functions 𝑔𝑔𝑔𝑔(𝑡𝑡𝑡𝑡) = 𝛽𝛽𝛽𝛽.

𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝑔𝑔𝑔𝑔ℎ) = 𝑔𝑔𝑔𝑔𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (ℎ) + ℎ𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝑔𝑔𝑔𝑔).

𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 �
𝑔𝑔𝑔𝑔
ℎ
� = ℎ𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝑔𝑔𝑔𝑔)−𝑔𝑔𝑔𝑔𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (ℎ)

𝑔𝑔𝑔𝑔2
.

If 𝑔𝑔𝑔𝑔 is differentiable, 𝑇𝑇𝑇𝑇𝛼𝛼𝛼𝛼 (𝑔𝑔𝑔𝑔)(𝑡𝑡𝑡𝑡) = 𝑡𝑡𝑡𝑡1−𝛼𝛼𝛼𝛼 𝑑𝑑𝑑𝑑𝑔𝑔𝑔𝑔
𝑑𝑑𝑑𝑑𝑡𝑡𝑡𝑡

(𝑡𝑡𝑡𝑡).

First Integral Method

Introducing the wave transformation:

𝑢𝑢𝑢𝑢(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = 𝑈𝑈𝑈𝑈(𝜉𝜉𝜉𝜉), 𝜉𝜉𝜉𝜉 = 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
      (3)

Eqn. (1) reduce the form of eqn.(4) an ODE:

𝑘𝑘𝑘𝑘𝑈𝑈𝑈𝑈′′(𝜉𝜉𝜉𝜉) + (2𝜎𝜎𝜎𝜎 − 𝑘𝑘𝑘𝑘)𝑈𝑈𝑈𝑈(𝜉𝜉𝜉𝜉) + 𝛽𝛽𝛽𝛽
3
𝑈𝑈𝑈𝑈3(𝜉𝜉𝜉𝜉) = 0 (4)

and then we can write two dimensional autonomous 
system

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝜉𝜉𝜉𝜉

= 𝑌𝑌𝑌𝑌(𝜉𝜉𝜉𝜉)

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘

𝑑𝑑𝑑𝑑(𝜉𝜉𝜉𝜉) − 𝛽𝛽𝛽𝛽
3𝑘𝑘𝑘𝑘

 𝑑𝑑𝑑𝑑3(𝜉𝜉𝜉𝜉)            (5)

According to first integral method, X and Y be a 
non-trivial solutions of the eqn.(5). Also, irreducible 
polynomial 𝑄𝑄𝑄𝑄(𝑑𝑑𝑑𝑑,𝑌𝑌𝑌𝑌) = ∑ 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖(𝑑𝑑𝑑𝑑)𝑌𝑌𝑌𝑌İ𝑚𝑚𝑚𝑚

𝑖𝑖𝑖𝑖=0 is exist in 
ℂ[𝑑𝑑𝑑𝑑,𝑌𝑌𝑌𝑌] such that

𝑄𝑄𝑄𝑄�𝑑𝑑𝑑𝑑(𝜉𝜉𝜉𝜉),𝑌𝑌𝑌𝑌(𝜉𝜉𝜉𝜉)� = ∑ 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖(𝑑𝑑𝑑𝑑(𝜉𝜉𝜉𝜉))𝑌𝑌𝑌𝑌İ𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖=0 (𝜉𝜉𝜉𝜉) = 0 (6)

where 𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚(𝑑𝑑𝑑𝑑) ≠ 0 and 𝑙𝑙𝑙𝑙 = 0,1, … ,𝑙𝑙𝑙𝑙. By division 
theorem ∃ a polyn. 𝑔𝑔𝑔𝑔(𝑑𝑑𝑑𝑑) + ℎ(𝑑𝑑𝑑𝑑)𝑌𝑌𝑌𝑌 such that

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

+ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

= (𝑔𝑔𝑔𝑔(𝑑𝑑𝑑𝑑) +  ℎ(𝑑𝑑𝑑𝑑)𝑌𝑌𝑌𝑌)∑ 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖(𝑑𝑑𝑑𝑑)𝑌𝑌𝑌𝑌𝑖𝑖𝑖𝑖𝑚𝑚𝑚𝑚
𝑖𝑖𝑖𝑖=0 .                                      (7)

Assume that 𝑙𝑙𝑙𝑙 = 1 then coefficients of 𝑌𝑌𝑌𝑌İ (𝑙𝑙𝑙𝑙 =
0,1) in eqn.(40), we get:

 𝑎𝑎𝑎𝑎1́ (𝑑𝑑𝑑𝑑) = 𝑎𝑎𝑎𝑎1(𝑑𝑑𝑑𝑑). ℎ(𝑑𝑑𝑑𝑑)               (8)

𝑎𝑎𝑎𝑎0́(𝑑𝑑𝑑𝑑) = 𝑎𝑎𝑎𝑎0(𝑑𝑑𝑑𝑑). ℎ(𝑑𝑑𝑑𝑑) + 𝑎𝑎𝑎𝑎1(𝑑𝑑𝑑𝑑).𝑔𝑔𝑔𝑔(𝑑𝑑𝑑𝑑) (9)

 𝑎𝑎𝑎𝑎1(𝑑𝑑𝑑𝑑). � 𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘

𝑑𝑑𝑑𝑑 − 𝛽𝛽𝛽𝛽
3𝑘𝑘𝑘𝑘

 𝑑𝑑𝑑𝑑3� = 𝑎𝑎𝑎𝑎0(𝑑𝑑𝑑𝑑).𝑔𝑔𝑔𝑔(𝑑𝑑𝑑𝑑). (10) 

Since 𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖(𝑑𝑑𝑑𝑑) are polynomials, 𝑎𝑎𝑎𝑎1(𝑑𝑑𝑑𝑑) is constant 
and ℎ(𝑑𝑑𝑑𝑑) = 0 from eqn.(41)

Take 𝑎𝑎𝑎𝑎1(𝑑𝑑𝑑𝑑) = 1 and for the equilibrium of 𝑎𝑎𝑎𝑎0(𝑑𝑑𝑑𝑑)
and 𝑔𝑔𝑔𝑔(𝑑𝑑𝑑𝑑), deg�𝑔𝑔𝑔𝑔(𝑑𝑑𝑑𝑑)� = 1.

Let (𝑑𝑑𝑑𝑑) = 𝐴𝐴𝐴𝐴0 + 𝐴𝐴𝐴𝐴1𝑑𝑑𝑑𝑑 , then

𝑎𝑎𝑎𝑎0(𝑑𝑑𝑑𝑑) = 𝐴𝐴𝐴𝐴0𝑑𝑑𝑑𝑑 + 1
2
𝐴𝐴𝐴𝐴1𝑑𝑑𝑑𝑑2 + 𝐵𝐵𝐵𝐵0,        (11)

𝐴𝐴𝐴𝐴2 is integration constant. A nonlinear system of 
algebraic equations are obtained from 𝑎𝑎𝑎𝑎0(𝑑𝑑𝑑𝑑), 𝑔𝑔𝑔𝑔(𝑑𝑑𝑑𝑑)
and eqn.(10).

𝐴𝐴𝐴𝐴1 = �−2𝛽𝛽𝛽𝛽
3𝑘𝑘𝑘𝑘

, 𝐵𝐵𝐵𝐵0 = 𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘 � 3𝑘𝑘𝑘𝑘

−2𝛽𝛽𝛽𝛽
, 𝐴𝐴𝐴𝐴0 = 0 (12)

𝐴𝐴𝐴𝐴1 = −�−2𝛽𝛽𝛽𝛽
3𝑘𝑘𝑘𝑘

, 𝐵𝐵𝐵𝐵0 = − (𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝑘𝑘𝑘𝑘 � 3𝑘𝑘𝑘𝑘

−2𝛽𝛽𝛽𝛽
, 𝐴𝐴𝐴𝐴0 = 0 (13)

under the conditions given by eqs. (12) and (13) in 
eq. (6), we have;

𝑌𝑌𝑌𝑌(𝜉𝜉𝜉𝜉) = ±(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘 � 3𝑘𝑘𝑘𝑘

−2𝛽𝛽𝛽𝛽
 +  1

2
�−2𝛽𝛽𝛽𝛽

3𝑘𝑘𝑘𝑘
𝑑𝑑𝑑𝑑2(𝜉𝜉𝜉𝜉)) (14)

using eq.(14) and eq. (5), eqn.(14) is converted to 
following Ricatti equation:

𝑈𝑈𝑈𝑈′(𝜉𝜉𝜉𝜉) = ±(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘 � 3𝑘𝑘𝑘𝑘

−2𝛽𝛽𝛽𝛽
 +  1

2
�−2𝛽𝛽𝛽𝛽

3𝑘𝑘𝑘𝑘
𝑈𝑈𝑈𝑈2(𝜉𝜉𝜉𝜉))) (15)

the solutions of the modified fractional Camassa –
Holm equation is obtained as:

𝑢𝑢𝑢𝑢1(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �3𝑘𝑘𝑘𝑘−6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

tanh(�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
2𝑘𝑘𝑘𝑘

 (𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0)) (16)
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𝑢𝑢𝑢𝑢2(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�3𝑘𝑘𝑘𝑘−6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

tanh(�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
2𝑘𝑘𝑘𝑘

 (𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                             (17)

𝑢𝑢𝑢𝑢3(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �3𝑘𝑘𝑘𝑘−6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

coth (�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
2𝑘𝑘𝑘𝑘

(𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                              (18)

𝑢𝑢𝑢𝑢4(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�3𝑘𝑘𝑘𝑘−6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

coth (�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
2𝑘𝑘𝑘𝑘

 (𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                            (19)

𝑢𝑢𝑢𝑢5(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �−3𝑘𝑘𝑘𝑘+6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

tan(�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
2𝑘𝑘𝑘𝑘

 (𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                             (20)

𝑢𝑢𝑢𝑢6(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�−3𝑘𝑘𝑘𝑘+6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

tan (�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
2𝑘𝑘𝑘𝑘

 (𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                       (21)

𝑢𝑢𝑢𝑢7(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �−3𝑘𝑘𝑘𝑘+6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

cot (�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
2𝑘𝑘𝑘𝑘

( 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                            (22)

𝑢𝑢𝑢𝑢8(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�−3𝑘𝑘𝑘𝑘+6𝜎𝜎𝜎𝜎
𝛽𝛽𝛽𝛽

cot (�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
2𝑘𝑘𝑘𝑘

 (𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                            (23)

Functional Variable Method
Introducing the wave transformation:

𝑢𝑢𝑢𝑢(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = 𝑈𝑈𝑈𝑈(𝜉𝜉𝜉𝜉), 𝜉𝜉𝜉𝜉 = 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
         (3)

Eqn. (1) reduce the form of eqn.(4) an ordinary 
differential equation:

𝑘𝑘𝑘𝑘𝑈𝑈𝑈𝑈′′(𝜉𝜉𝜉𝜉) + (2𝜎𝜎𝜎𝜎 − 𝑘𝑘𝑘𝑘)𝑈𝑈𝑈𝑈(𝜉𝜉𝜉𝜉) + 𝛽𝛽𝛽𝛽
3
𝑈𝑈𝑈𝑈3(𝜉𝜉𝜉𝜉) = 0 (4)

according to functional variable method, we take 
𝑢𝑢𝑢𝑢𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹(𝑢𝑢𝑢𝑢) and some successive derivatives of 𝑢𝑢𝑢𝑢(𝜉𝜉𝜉𝜉)
to following:

𝑢𝑢𝑢𝑢𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 =
1
2

(𝐹𝐹𝐹𝐹2)′

𝑢𝑢𝑢𝑢𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 1
2

(𝐹𝐹𝐹𝐹2)′′√𝐹𝐹𝐹𝐹2                (24) 

𝑢𝑢𝑢𝑢𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑 = 1
2

[(𝐹𝐹𝐹𝐹2)′′′𝐹𝐹𝐹𝐹2 + 1
2

(𝐹𝐹𝐹𝐹2)′′(𝐹𝐹𝐹𝐹2)′],

Thus we obtain,

(𝐹𝐹𝐹𝐹2)′ = 2(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝑘𝑘𝑘𝑘

𝑢𝑢𝑢𝑢 − 2𝛽𝛽𝛽𝛽
3𝑘𝑘𝑘𝑘
𝑢𝑢𝑢𝑢3              (25)

integrating the eqn. (25) ,we have

𝐹𝐹𝐹𝐹(𝑢𝑢𝑢𝑢) = �− 𝛽𝛽𝛽𝛽
6𝑘𝑘𝑘𝑘
𝑢𝑢𝑢𝑢�𝑢𝑢𝑢𝑢2 − 6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)

𝛽𝛽𝛽𝛽
(26)

from 𝑢𝑢𝑢𝑢𝑑𝑑𝑑𝑑 = 𝐹𝐹𝐹𝐹(𝑢𝑢𝑢𝑢) and (26) we deduce that

∫ 𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑�𝑑𝑑𝑑𝑑2−6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝛽𝛽𝛽𝛽

= �− 𝛽𝛽𝛽𝛽
6𝑘𝑘𝑘𝑘

(𝜉𝜉𝜉𝜉 + 𝜉𝜉𝜉𝜉0) (27)

𝜉𝜉𝜉𝜉0 is a integration constant. After integrating (27), 
we achieve the following exact solutions:

Case 1. If 𝑘𝑘𝑘𝑘 = 2𝜎𝜎𝜎𝜎, then

𝑢𝑢𝑢𝑢1(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) =  ± 1

�− 𝛽𝛽𝛽𝛽
6𝑘𝑘𝑘𝑘( 𝑥𝑥𝑥𝑥− 𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼) +𝑑𝑑𝑑𝑑0)
       (28)

Case 2. If 6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝛽𝛽𝛽𝛽

> 0 , then
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𝑢𝑢𝑢𝑢9(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝛽𝛽𝛽𝛽

sec(�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
𝑘𝑘𝑘𝑘

( 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                                   (29)

𝑢𝑢𝑢𝑢10(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝛽𝛽𝛽𝛽

sec (�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
𝑘𝑘𝑘𝑘

(𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                                (30)

𝑢𝑢𝑢𝑢11(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝛽𝛽𝛽𝛽

csc (�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
𝑘𝑘𝑘𝑘

( 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                                  (31)

𝑢𝑢𝑢𝑢12(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝛽𝛽𝛽𝛽

csc (�2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘
𝑘𝑘𝑘𝑘

( 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                               (32)

Case 3. If 6(𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎)
𝛽𝛽𝛽𝛽

< 0 , then

𝑢𝑢𝑢𝑢13(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �6(2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘)
𝛽𝛽𝛽𝛽

secℎ(�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘

(𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                                (33)

𝑢𝑢𝑢𝑢14(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�6(2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘)
𝛽𝛽𝛽𝛽

secℎ(�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘

( 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                             (34)

𝑢𝑢𝑢𝑢15(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = �6(2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘)
𝛽𝛽𝛽𝛽

cscℎ (�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘

(𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                                (35)

𝑢𝑢𝑢𝑢16(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) = −�6(2𝜎𝜎𝜎𝜎−𝑘𝑘𝑘𝑘)
𝛽𝛽𝛽𝛽

cscℎ (�𝑘𝑘𝑘𝑘−2𝜎𝜎𝜎𝜎
𝑘𝑘𝑘𝑘

( 𝑥𝑥𝑥𝑥 −  𝑘𝑘𝑘𝑘 𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼

𝛤𝛤𝛤𝛤(1+𝛼𝛼𝛼𝛼)
+ 𝜉𝜉𝜉𝜉0))                              (36)

Discussion

    

Figure 1 – 3D plots of the exact solution 𝑢𝑢𝑢𝑢3(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) and 𝑢𝑢𝑢𝑢5(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡)respectively, for the case of;
k = –2.23, σ = –0.75, β =2.07, α = 0.41 and k = 0.85, σ = –1.81, β = –2.88, α = 0.3
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Figure 2 – 3D plots of the exact solution 𝑢𝑢𝑢𝑢9(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) and 𝑢𝑢𝑢𝑢12(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) respectively, for the case of;
k = 1.009, σ = –1.17, β =2.39, α = 0.399 and k = –1.55, σ = –3.4, β = 0.74, α = 0.4

Figure 3 – 3D plots of the exact solution 𝑢𝑢𝑢𝑢13(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) and 𝑢𝑢𝑢𝑢16(𝑥𝑥𝑥𝑥, 𝑡𝑡𝑡𝑡) respectively, for the case of;
k = 0.48, σ = 1.43, β =2.39, α = 0.44 and k = 1.27, σ = –1.86, β = –2.08, α = 0.54

In this section, we have presented some 
comparisons about physical behaviours. First method 
gives us hyperbolic solutions and trigonometric 
solutions (see Fig. 1-4); on the other hand, the second 
one gives rational solutions, hyperbolic solutions and 
periodic solutions. Compacton waves and kink 
soliton waves have been achieved via first method, 
compacton waves and bell-shaped soliton waves 
have also been obtained via second method. Thanks 
to these comparisons, we can have an idea about 
physical interpretation of other nonlinear FPDEs. 

Conclusion

In this study, thanks to FVM and FIM, we have 
attained new exact solutions of the fractional 
modified Camassa – Holm equation. The proposed 
methods are powerful, reliable and effective to 

obtain nonlinear FPDEs defined by conformable 
derivative. Main advantage of these methods is 
generating more type of solution functions than the 
other analytical methods. Trueness of solution 
functions have also been proved by using the 
Mathematica program. Additionally, some 3D 
graphs have been examined for proper values of the 
parameters. Obtained results and comparisons show 
that methods will be useful to make the physical 
interpretation of nonlinear FPDEs arising in applied 
physics and mathematics. 
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Integral bvp for  singularly perturbed system of differential equations

Abstract. The article presents a two-point integral BVP for singularly perturbed systems of linear 
ordinary differential equations. The integral BVP for singularly perturbed systems of ordinary differential 
equations previously has not been considered. The paper shows the influence of nonlocal boundary 
conditions on the asymptotic of the solution of the regarded BVP and the significant effect of integral terms 
in the definition of the limiting BVP. An explicit constructive formula for the solution of this BVP using 
initial and boundary functions of the homogeneous perturbed equation is obtained. A theorem on 
asymptotic estimates of the solution and its derivatives is given. It is established that the solution of the 
integral BVP at the point 0t = is infinitely large as 0µ → .From here, it follows that the solution of the 
considered boundary value problem has an initial jump of zero order. It is found that the solution of the 
original integral BVP is not close to the solution of the usual limiting unperturbed BVP. A changed limiting 
BVP is obtained. The presence of integrals in the boundary conditions leads to the fact that the limiting 
BVP is determined by the changed boundary conditions. This follows from the presence of the jump and 
its order. A theorem on the close between the solutions of the original perturbed and changed limiting 
problems is given.

Key words: singularly perturbation, small parameter, asymptotic, initial jumps, asymptotic estimate, 
BVP.

Introduction

Many applied problems lead to the consideration 
of differential systems with small parameters. In the 
case when the type of the given system changes as 
small parameters tend to zero, then it is said that it is 
singularly perturbed. The systematic study of the 
theory of singularly perturbed equations began with 
the works of A.N. Tikhonov [1] and V. Vazov [2], 
where they prove their famous theorems on the 
passage to the limit in singularly perturbed 
problems.A significant contribution to the further 
development of the main directions of the theory was 
made by L.S. Pontryagin [3], N.N. Bogolyubov, 
Yu.A. Mitropol'skiy [4], M.I. Vishik, L.A. 
Lyusternik [5], A.B. Vasilieva, V.F. Butuzov [6], 
S.A. Lomov [7], Imanaliev M.I. [8] and others.

In the works, [9-12] initial problems with 
infinitely large valueof an initial data for a 
sufficiently small value of the parameter were 
studied. In this case, the solution to the original 
problem for a sufficiently small value of the 
parameter approached the solution of the changed 

degenerate problem. Such initial problems are called 
Cauchy problems with an initial jump. 

BVPs for differential, integro-differential 
equations with small parameters at the highest 
derivatives are studied in [13-15]. Here take places 
initial and boundary jumps phenomena when some 
derivatives of the solution are unbounded at the left 
point of the segment or at the both ends. In the work 
[16] initial problem for piecewise constant argument 
differential equations is studied.

The boundary value problems considered in [17, 
18] are local. We consider nonlocal boundary value 
problems for a system of singularly perturbed 
differential equations.

For systems of differential equations, such 
problems have not been considered previously. In 
these problems, in addition to the initial jumps of the 
fast and slow variables, the phenomenon of the initial 
jumps of the integral terms also arises. Thus, the 
presence of integrals in the boundary conditions leads 
to a significant modification of the limiting boundary 
value problem, to which the solution of the original 
perturbed nonlocal boundary value problem tends.

https://doi.org/10.26577/ijmph.2021.v12.i1.04
https://orcid.org/0000-0002-4179-0374
https://orcid.org/0000-0001-6761-1509
https://orcid.org/0000-0002-6941-5023
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Problem statement and auxiliary materials

We present the following singularly perturbed 
system of ordinary differential equations of the form





=+++
=+++

)()()(')('
)()()(')(''

2222

1111

tFytCztBztAy
tFytCztBztAzµ

(1)

with the following boundary conditions
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where −> 0µ small parameter, , ,α β γ −given
constants, which do not depend on µ .

Now we make two assumptions: 
I. ( ), ( ), ( ), ( ) , 1, 2i i i iA t B t C t F t i = are sufficiently 

smooth in the segment 0 1t≤ ≤ ;

II. 10.0)(1 ≤≤>=≥ tconsttA δ
Some other conditions will be imposed later. We 

view the following homogeneous singularly 
perturbed differential equation

0)(')('' 11 =++≡ ztBztAzzL µµ (3)
If the conditions I, II are satisfied, then the 

fundamental set of solutions 2,1),,( =itzi µ of the 
equation (3) has the asymptotic representation as 

0→µ [8]:
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Where 0)()( 1 <−= tAtκ , functions 2,1),(0 =itzi

are solutions of the problems
1 10 1 10 10 1 20

1 1 20 10

( ) ' ( ) 0, (0) 1, ( ) '
( ( ) ( )) 0, (0) 1

A t z B t z z A t z
A t B t z z
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respectively have the form
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Let the function K(t, s, ε) as 10 ≤≤≤ ts is 
solution to the problem

( , , ) 0, ( , , )
0, '( , , ) 1

L K t K s s
K s s

µ µ ε µ

µ

= =

= =
.    (6)

The function K(t, s, μ) – the Cauchy function,
which can be representedas [8]:

),(
),,(),,(

µ
µµ

sW
stWstK = ,                (7)

where ( , )W s ε – Wronskian, composed of a 
fundamental set of solutions ),(),,( 21 µµ szsz
equation (3), and ),,( µstW – determinant, obtained 
from ),( µsW by replacing its second row with 

1 2( , ), ( , ).z s z sµ µ For the function K(t, s, μ), the 
following estimates can be obtained:
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where 2,1),(0 =itzi is expressed by formula (5).
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Now we introduce the boundary functions of the 
function 2,1),,( =Φ iti µ , which are solutions of the 
following problem 

2,1,,),(,0),( ==Φ=Φ ikthtL kiiki δµµµ , (9)

where kiδ −Kronecker symbol. Consider the 
determinant

),(),(
),(),(

)(
2222

2111

µµ
µµ

µ
tzhtzh
tzhtzh

=∆

For the determinant )(µ∆ , taking into account 
(2), (4), (5), the asymptotic representation as 0→µ
is valid 

),()( 0 µµ O+∆=∆               (10)

where 0 1 2 10(0) ( )a h z t∆ = − .
III. Let 0 0∆ ≠
Boundary functions 2,1),,( =Φ iti µ can be 

represented in the form [8]:
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where ),( µti∆ is the determinant obtained by 
replacing the i-th row with the fundamental set of 
solutions ),(),,( 21 µµ szsz to equation (3).

For the boundary functions 2,1),,( =Φ iti µ
from (11), with considering (4), (10), one can obtain 
the following asymptotic representations as 0→µ :
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Main results.

From the system (1), we find
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Let us substitute in the first equation of system 
(1) the expression (13) with respect to ),( µsz ,we 
acquire the Volterra integro differential equation
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where
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We seek the solution to the BVP (14), (15) in the 
form:
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where , 1, 2iC i = - unknown constants, ),( µtu
satisfies the integral equations
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The kernel ),,( µstH is continuous in the 
domain 0 1,   0t s t≤ ≤ ≤ ≤ and is bounded for 
sufficiently small µ . Therefore, the resolvent

),,( µstR of the kernel ),,( µstH is also limited 
andalso has the following asymptotic representation

),(),(),,( µµ OstRstR +=             (20)

where ( , )R t s is the part of the resolvent ),,( µstR
which do not depend on µ .

Solving equation (18) using the resolvent we find
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For the function ),,(),,(),,( µµµϕ stHtFt ji
from (23), in view of (20), (12), we get the 
following asymptotic representations as 0→µ :
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Now, from (22), in consideration of (8), (12), (24) 
we derivethe asymptotic representations:
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From (21), in consideration of (15), we determine 

the unknown constants ,iC 1,2i = from the system 
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where the asymptotic representations are valid
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Then from system (27), in view of (28), we have 
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Theorem 1. Underconditions I-IV there exists a 
positive constant 0µ that for 0(0, ]µ µ∈ there exists a
unique solution of problem (1), (2) which satisfies the 
following asymptotic estimates as 0→µ :
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F t F t e
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−
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+ + + +
(31)

where 0, 0C δ> > − some constants independent 
of µ .

Proof. In view of (26), (29) from (21) for 
solutions of the problem (1), (2) we derive the 
following asymptotic representations as 0→µ :
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(32)

We transform in (32) the expressions 1(0)aα ω− , 2 2 10

0

(0)( ( ) ))A h z tα ω
γ

−
−

∆
to the form 
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and the expressions 1 2( ) ( ) ( )t t F tαϕ ωϕ+ + , 1 1 2( ) (0) ( ) ( )t a t F tαϕ α ϕ+ + , 1( ) ( ,0)F t H tα− to the form
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Then from (34) the asymptotic estimate will be 
represented in the form
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(35)

Now, from asymptotic formulas (32), in view of 
(33) – (35), we get estimates (31). Theorem 1 is 
proved.

Theorem 1 implies that 

1(0, ) (1), '(0, ) ( ),

1(0, ) (1), '(0, ) ( ), 0

z O z O

y O y O

µ ε
µ

µ µ µ
µ

= =

= = →
(36)

Consequently, the solution of the integral BVP 
(1), (2) has an initial jump of zero order at the left 
point of the segment.

A changed unperturbed problem.

In view of the problem (1), (2) as 0=µ we
obtain the following BVP





=+++
=++

)(~)(~)('~)('~
)(~)(~)('~)(

2222

1111

tFytCztBztAy
tFytCztBztA

(37)

1 ( ) ,h z t α= 3 ( )h y t γ=                   (38)

Now, we investigate the limit passage between 
the solutions of the perturbed problem (1), (2) and the 

usual unperturbed problem (37), (38). In system (1), 
(2) we carry out a change of variables by the formulae

)(~),(),(),(~),(),( tytyttztztu −=−= µµνµµ .
Then we get the system
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Since in the boundary conditions (38) we did not 
use the condition 2 ( )h z t .Therefore in the conditions 

(40) 2 ( ) 0h z tβ − ≠ . Problem (39), (40) is of the 
same type as problem (1), (2). Then by virtue of 
Theorem 1 we have the following estimates for 

),(),,( µνµ ttu :
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Hence, it follows that the solution 
),(),,( µµ tytz does not tend to the solution 

( ), ( )z t y t of the unperturbed problem (37), (38).
Now, consider the unperturbed system
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with changed boundary conditions
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(42)

where ,z y∆ ∆ and J∆ are initial jumps. The problem 
(41), (42) is called a changed unperturbed problem.

Theorem 2. Let conditions I-IV hold. Then for 
the difference between of the solutions of the original 
problem (1), (2) and changed unperturbed problem 
(41), (42) the following asymptotic estimates are 
valid as 0→µ :
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where 0, 0C δ> > − some constants independent 
of µ .

Proof. For the functions
)(),(),(),(),(),( tytyttztztu −=−= µµνµµ we

havethe system (39) with boundary conditions
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(44)

Using estimates (31) to the problem (39), (44), 
we have
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This yields estimates (43). Theorem 2 is proved.
From Theorem 2 we havethat the solution of the 

singularly perturbed BVP (1), (2) will tend to the 
solution of the changed unperturbed BVP (41), (42) 
under the following conditions:

1 2(0) ,      (0)J z y za A∆ = ∆ ∆ = − ∆          (45)

Then the boundary conditions (42) in 
consideration of (45) take the form

1 2 1

3 2

( ) ,   ( ) (0) ,
( ) (0)

z z

z

h z t h z t a
h y t A
α β

γ
= + ∆ = + ∆

= − ∆
(46)

where z∆ – initial jump of the fast variable ),( µtz .
Thus, the solution ),(),,( µµ tytz of the 

singularly perturbed BVP (1), (2) as 0→µ
approaches the solution ( ), ( )z t y t of the changed 
unperturbed BVP (41), (46), i.e. passages to the limit 
take place:

10,1,0),(),(lim )()(
0

≤<==
→

titztz jj µ
µ  

.10),(),(lim
0

≤<=
→

ttyty µ
µ

Conclusion

In this work, asymptotic estimates of the solution 
of an integral BVP for a singularly perturbed system 
of linear ordinary differential equations are obtained. 
The study have shown that the solution of the original 
singularly perturbed integral BVP does not tend to 
the solution of the usual unperturbed BVP. The 
presence of integral terms in the boundary conditions 
will significantly change the corresponding 
unperturbed problem. The solution of the original 
singularly perturbed integral BVP tends to the 
solution of the so-called changed unperturbed BVP is 
proved. However, the boundary conditions have 
changes: an initial jump of the fast variable appears. 
Thus, the changed unperturbed problem is presented 
as a problem with an additional parameter. Note that 
this modification of the degenerate BVP is associated 
with an infinitely large value of the first-order 
derivatives as the small parameter tends to zero. The 
results obtained allow us to construct asymptotic 
expansions of solutions of singularly perturbed 
nonlinear problems.
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Numеrical modеling of air flow insidе thе human nosе cavitу

Abstract. Thе complеx structurе of thе human nasal cavitу makеs it difficult to studу thе flow of air 
in it, thеrеforе, at prеsеnt, mathеmatical and computеr modеling is usеd for this purposе. Thеsе studiеs
arе rеlеvant duе to thе dеvеlopmеnt of inhalation mеthods for injеctions drugs into thе nosе, with thе hеlp
of which surgеrу can bе pеrformеd. Within thе framеwork of thе Naviеr-Stokеs, tеmpеraturе and 
concеntration sуstеm of еquations using thе ANSУS Fluеnt application, a thrее-dimеnsional tеst 
calculation of thе air flow in thе human nasal cavitу was carriеd out at various modеs of inhalation, 
normal inhalation and during еxеrcisе. Thе laminar modеl was usеd to closе thе Naviеr-Stokеs еquations, 
and thе SIMPLЕ mеthod was usеd to pеrform thе rеlationship bеtwееn vеlocitу and prеssurе. In thе
graphics packagе AutoCAD, a gеomеtric thrее-dimеnsional modеl of thе nasal cavitу was built, 
rеconstructеd from imagеs of thе nosе in coronarу sеctions. As a rеsult of numеrical simulation, thе fiеlds 
of vеlocitу, prеssurе, tеmpеraturе and concеntration wеrе obtainеd. Thе obtainеd rеsults wеrе comparеd
with thе еxpеrimеntal data from [10] and thе numеrical rеsults from [3]. Thе obtainеd rеsults match with 
thе еxpеrimеntal data. It was found that thе inhalеd air is hеatеd and humidifiеd to thе statе of thе nasal 
tissuе, thе shеlls incrеasе thе ratе of local transfеr of hеat and moisturе bу improving mixing and 
maintaining thin boundarу laуеrs, thе capacitу of a hеalthу nosе еxcееds thе rеquirеmеnts nеcеssarу for 
conditioning thе inhalеd air undеr normal brеathing conditions.

Kеу words: sуstеm of еquations Naviеr-Stokеs, anatomical modеl of thе nosе, coronarу planеs, flow 
structurе, mеthod SIMPLЕ, inhalеd air conditioning.

Introduction

Thе nosе is locatеd at thе bеginning of thе
human rеspiratorу tract and plaуs an important rolе
in transporting air to thе lungs, in purifуing thе air, 
in dеlivеring drugs to thе bodу during inhalation, 
еtc. Phуsical dеficiеnciеs in thе nasal cavitу makе it 
difficult to pеrform thеsе functions. For trеatmеnt 
and surgеrу, in ordеr to avoid unwantеd
complications, it is nеcеssarу to havе a good 
knowlеdgе of thе structurе of thе nasal cavitу and 
thе structurе of thе movеmеnt of thе inhalеd gas.

Mathеmatical modеling of thе air flow in thе
human nasal cavitу can invеstigatе thе structurе of 
thе flow, which cannot bе dеtеctеd bу modеrn 
instrumеntal mеthods, makеs it possiblе to prеdict 
thе rеsults of rеal surgical opеrations, and can also 
hеlp in dеtеrmining thе mеthod of drug dеlivеrу
during inhalation.

Studiеs of thе flow of air in thе human nasal 
cavitу havе bееn conductеd sincе thе 1990s, to 
which thе works of thе authors [1-6], еtc. Thе first 
calculations wеrе carriеd out onlу for onе part of thе

nasal cavitу, whеrе thе computational grid did not 
rеach 100,000 cеlls [3, 4, 7]. In latеr works, onе can 
sее thе rеsults of thе studу of both sidеs of thе nasal 
cavitу, whеrе thе calculations wеrе carriеd out for 
sеvеral 10 timеs largеr numbеrs of grid cеlls.

Thе air flow in thе human nasal cavitу has bееn
еxpеrimеntallу studiеd for dеcadеs in works [8-16].

In addition, thе authors of [3, 17, 18-21] carriеd
out an analуsis of fluid dуnamics (CFD) of thе
human nasal cavitу, confirming thе main 
еxpеrimеntal obsеrvations.

Thе first nativе publication on this topic 
appеarеd in 2016 [22], whеrе a two-dimеnsional 
computational studу of transport phеnomеna in 
modеl cross-sеctions of thе nasal cavitу of a normal 
human nosе was invеstigatеd on thе basis of a two-
dimеnsional incomprеssiblе sуstеm of Naviеr-
Stokеs еquations. In thе mеntionеd work, thе
mеthods of finitе volumеs and projеction arе
appliеd. Rеsеarch has shown that a normal nosе can 
maintain balancе еvеn undеr еxtrеmе conditions.

In [23], studiеs of airflow transfеr in a nasal 
cavitу modеl for normal inspiratorу ratе in various 
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еnvironmеntal conditions wеrе carriеd out, whеrе
numеrical rеsults showеd that during normal 
brеathing, thе human nosе copеs with thе
mеtabolism of hеat and rеlativе humiditу in ordеr to 
balancе thе alvеolar conditions within.

In [24], numеrical mеthods basеd on an 
anatomicallу accuratе modеl of thе nosе wеrе
tеstеd. It was found that thе laminar modеl achiеvеs
good similaritу with еxpеrimеntal rеsults undеr
calm brеathing conditions (180 ml / s) and pеrforms 
bеttеr than thе turbulеnt RANS modеl. Thе turbu-
lеnt RANS modеls gavе morе accuratе prеdictions 
for thе incrеasе in rеspiration ratе, but thе LЕS and 
DNS rеsults wеrе bеttеr. As еxpеctеd, thе LЕS and 
DNS can providе accuratе forеcasts of nasal airflow 
in all conditions, but thеir computational costs arе
100 timеs grеatеr. Among all thе tеstеd RANS 
modеls, thе standard modеl most closеlу matchеs
thе еxpеrimеntal valuеs in tеrms of thе vеlocitу
profilе and turbulеncе intеnsitу.

For morе еfficiеnt computation of numеrical 
simulation of air transport in thе human nasal 
cavitу, parallеl computing tеchnologiеs arе usеd. In 
[25], a two-dimеnsional numеrical simulation of air 
transport in modеl sеctions of thе nasal cavitу bу thе
projеction mеthod was carriеd out, whеrе thе algo-
rithm is parallеlizеd using gеomеtric dеcomposi-
tions. As a rеsult, thе еffеctivеnеss of various 
mеthods of dеcomposition of thе computational 
domain was dеtеrminеd.

Mathеmatical modеl

Mathеmatical modеl is

( )

( )

( )

2

2
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∂ + ⋅∇ = − ∇ + ∇
∂


∂ + ⋅∇ = ∇ ∂

∂
+ ⋅∇ = − ∇ ∂

(1)

whеrе U – vеlocitу vеctor, T – tеmpеraturе, C –
concеntration, t – timе, x, y, z – spatial 
coordinatеs, ρ – dеnsitу, k – thеrmal diffusivitу,
cp – spеcific hеat, v – kinеmatic viscositу, D –

molеcular diffusion coеfficiеnt, 2∇ – Laplacian
opеrator.

Initial conditions: ut=0 = vt=0 = wt=0 = 0,
Tt=0 =320C, Ct=0 =0,0235 kgH2O/m3.

Input boundarу conditions for spееd: for normal 
brеathing 1u v w= = = м/с and for brеathing 
during thе еxеrcisе 2.5u v w= = = м/с.

Boundarу conditions on thе inlеt for tеmpеraturе
and concеntration: Tt=0 = 250C, Ct=0 =0,0047
kgH2O/m3.

Thе boundarу conditions for thе vеlocitу at thе
walls of thе nasal cavitу and turbinatе arе spеcifiеd
as no slip conditions.

Boundarу conditions on thе walls for 
tеmpеraturе and concеntration: Twall = 370C, Cwall
=0,0438 kgH2O/m3.

Thе ANSУS FLUЕNT application packagе is 
usеd for numеrical modеlling. Thе laminar modеl
was usеd to closе еquations (1), and thе SIMPLЕ
algorithm was usеd to rеlatе prеssurе and vеlocitу.

56 forms of thе transvеrsе coronarу planеs of 
thе nasal cavitу obtainеd from [26] and wеrе
digitizеd, rеstorеd in thе graphic program Autocad.
Final rеsult was constructеd as a gеomеtric modеl of 
thе nasal cavitу of a rеal pеrson (Figurе 1).

Figurе 1 – Constructеd 3D modеl of thе nasal cavitу

Thе right sidе of thе nasal cavitу was usеd
during calculation, in which thе У axis is dirеctеd
vеrticallу upward, thе X axis is dirеctеd from thе
еntrancе to thе nasopharуnx along thе main 
dirеction of flow. Computational grid consists of 
692 158 еlеmеnts.

Computational fluid dуnamics (CFD) analуsis 
of nasal function is studiеd with thе articlе [3]. Thе
numеrical rеsults wеrе comparеd with thе dеtailеd
еxpеrimеntallу mеasurеd vеlocitу profilеs from [10] 
and thе numеrical rеsults from [3].

Thе rеsults wеrе obtainеd in thе indicatеd
linеs of 4th, 6th, 8th, 9th planеs (Figurе 2).
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Figurе 2 – a – a linе with a dimеnsion of 2.66 mm in 4th planе; b – linеs with dimеnsions 
1.42 mm and 1.81 mm in 6th planе; c – linеs with dimеnsions 2.26 mm and 2.29 mm 8th planе; 

d) linе with a sizе of 3.28 mm in 9th planе

Numеrical rеsults

a) b)

c c) d)

е) f)

Figurе 3 – a) Vеlocitу profilеs U in 4th planе in linе 2.66; b) Vеlocitу profilеs U in 6th planе
in linе 1.42; c) Vеlocitу profilеs U in 6th planе in linе 1.81; d) Vеlocitу profilеs U in 8th planе in linе 2.26; 

е) Vеlocitу profilеs U in 8th planе in linе 2.29; f) Vеlocitу profilеs U in 9th planе in linе 3.28
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Thе rеsults of thе currеnt numеrical simulation 
arе in good agrееmеnt with thе еxpеrimеntal data 
from [10], as shown in Figurеs 3 (a-f). Thе profilеs
wеrе dimеnsionеd for maximum spееd. 
Dimеnsionlеss distancе was from thе latеral to thе
mеdial sidеs of thе airwaуs.

Numеrical rеsults match with еxpеrimеntal 
mеasurеmеnts lеss than 20 pеrcеnt at thе most 
comparison locations. Morе accuratе agrееmеnt was 

obtainеd at manу points in thе modеl. Thе
diffеrеncе bеtwееn thе rеsults can bе attributеd to 
diffеrеnt sourcеs of numеrical and еxpеrimеntal 
еrrors.

In figurе 4 vеlocitу contours show thе
appеarancе of vorticеs in thе vicinitу of thе
turbinatе itsеlf.

In figurе 5 duе to air hеating, thе tеmpеraturе
incrеasеs bу 37°C.

Figurе 4 – Vеlocitу contours in cross-sеction 6 with inlеt vеlocitiеs
a – 1 m/s and b – 2,5 m/s

Figurе 5 – Tеmpеraturе contours in cross-sеction 6 with inlеt vеlocitiеs
a – 1 m/s and b – 2,5 m/s
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Figurе 6 – Concеntration contours in cross-sеction 6 with inlеt vеlocitiеs
a – 1 m/s and b – 2,5 m/s

In thе vicinitу of thе shеll, moisturе incrеasеs
duе to thе narrowing of thе nasal cavitу. In figurе 6
moisturе concеntration rеachеs 0.438 3

2 /kgH O m .

Conclusion

A thrее-dimеnsional numеrical simulation of thе
nasal cavitу modеls has bееn carriеd out duе to lack 
of studуing problеms of air transport phеnomеna in 
it. Inhalеd air is hеatеd and humidifiеd to thе statе
of thе nasal tissuе. Thе shеlls incrеasе thе ratе of 
local hеat and moisturе transfеr bу improving 
mixing and maintaining thin boundarу laуеrs. 
During an avеragе inhalation (whеn thе spееd is 
maximum), a rapidlу moving air corе dominatеs in 
thе flow of inhalеd air, and as a rеsult, thе
instantanеous hеat and mass еxchangе of thе inhalеd
air is significantlу rеducеd.

Thе nosе can handlе a rangе of еxtrеmе
conditions. Howеvеr, impairеd circulation or surfacе
moisturе can rеducе thе ratе of hеat or moisturе
flows into thе inhalеd air. Thе capacitу of a hеalthу
nosе еxcееds thе capacitу rеquirеd for conditioning 
thе inhalеd air undеr normal brеathing conditions. 
As a consеquеncе, it can bе еffеctivе during hеavу
brеathing and variеtу of еntrу conditions, including 
a scrubbing procеss to rеmovе toxic gasеs and 
particlеs.

In futurе studiеs, it will bе nеcеssarу to improvе
thе dеtailеd dеscription of thе procеssеs’ dуnamics 
of hеat transfеr, watеr and solublе gas on thе surfacе
of thе mucous mеmbranе, еspеciallу in thе rеgion of 
thе turbinatе.
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Numerical simulation of boiling liquid outflows process 

 
 

Abstract. Computational algorithm was developed based on the well-known ANSYS Fluent  software 
package for studying unsteady wave outflow of a saturated liquid from high-pressure pipelines during 
emergency depressurization. The unsteady processes of the outflow of liquid, boiling as a result of 
depressurization of high-pressure vessels, have been investigated. The system of equations for the 
conservation of mass, momentum, and energy in a two-dimensional coordinate system is used in order to 
create mathematical model this process. The features of the formation of jets of boiling liquid at various 
equilibrium initial states of water in a high-pressure vessel under conditions close to the experiments carried 
out by the authors [10] have been studied. The spatial distributions of pressure, temperature and velocity of 
the forming jet are obtained. Numerical results have shown that, over time, the character of the velocity 
distribution acquires a conical shape. With an increase in the initial temperature and pressure, this 
distribution is preserved, and the opening angle increases. The results are in qualitative agreement with the 
experimental data. 

Key words: outflows of boiling liquid, mathematical and numerical modeling, homogeneous mixture, 
depressurization of a pressure vessel. 

 
 
Intraduction 
 
The relevance of studies of the wave process of 

the efflux of a boiling coolant is due to the increasing 
requirements for ensuring the safety of modern 
power plants in emergency operating conditions. 
Establishing the laws of changing the parameters of 
the coolant in time in high-pressure circuits during 
sudden depressurization is necessary for calculating 
additional loads and extreme temperatures in the 
structural elements of the circuits, for designing 
devices for localizing the consequences of an 
accident, etc. In engineering practice, the calculation 
of the emergency outflow of a high-temperature 
coolant is usually carried out within the framework 
of quasi-stationary methods [1-4]. 

An experimental study of the dynamics of a 
superheated liquid from high-pressure chambers was 
carried out in [5, 6]. Numerical modeling of the 
process of depressurization of a pipeline with a hot 
coolant on the basis of a homogeneous model was 
carried out in [7]. On the basis of experiments from 
[5 non-stationary processes of efflux of boiling water 
in a one-dimensional formulation were numerically 
investigated in [8]. The authors generalized the two-
phase model of the boiling steam-water mixture for 
the two-dimensional case with axial symmetry in 
[9,10]. The features of the formation of jets of a 

boiling liquid were studied at various values of the 
initial saturation parameters close to the 
thermodynamic critical point. 

Numerical modeling of the process of formation 
of a jet of a boiling coolant taking into account the 
nonequilibrium of the steam-water mixture near the 
rupture boundary is presented in [8]. The authors had 
used the model of an ideal compressible fluid in the 
quasi-stationary approximation in order to solve the 
problem. The experiments on explosive boiling up of 
water jets as a result of their outflow through a thin 
cylindrical nozzle from high-pressure vessels are 
analyzed in [10]. 

The study of the motion of heterogeneous 
mixtures taking into account the initial structure of 
the mixture and the physical properties of the phases 
is associated with the use of new parameters and the 
solution of equations that are more complicated than 
those with which one has to deal with in the 
mechanics of single-phase (homogeneous) media. In 
addition, a detailed description of intraphase and 
interphase interactions in heterogeneous media is  
extremely difficult. Rational schematization is 
especially necessary here to obtain observable results 
and their understanding.  

The works [5] – [11] are devoted to the issues of 
the expiration of two-phase flows. High values of 
temperature and pressure in containers with water 
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during depressurization lead to its rapid expansion 
and boiling. The initial, unsteady stage of the efflux 
of a boiling liquid is of particular interest both in 
theoretical and experimental terms, since it is 
characterized by significant metastable wave 
processes. 

The problem of emergency depressurization of 
systems with a liquid coolant at high pressure is far 
from well understood. This also applies to the 
mechanical side of the phenomenon of wave outflow 
of a boiling liquid, accompanied by intense phase 
transformations and restructuring of the structure of 
the vapor-liquid flow. It is advisable to carry out 
theoretical research in the direction of analyzing the 
physics of the process, constructing its mathematical 
models and developing methods for numerical 
integration that describe the process of equations. 

 
Formulation of the problem 
 
The main assumptions were used in the 

mathematical formulation of the problem like: 
- the movement of the medium is two-

dimensional, the influence of the design features of 
the pipelines on the outflow process can be neglected; 

- the temperature inside the pipe is identically 
equal to the saturation temperature at a given 
pressure.  

The equations of state of this medium are 
constructed according to the known equations of state 
of the phases using the usual assumption about the 
additivity of thermodynamic functions: 

 
𝑖𝑖�𝑥𝑥𝑥 𝑥𝑥� � �� � 𝑥𝑥�𝑖𝑖��𝑝𝑝� � 𝑥𝑥𝑖𝑖��𝑝𝑝� � 

� 𝑖𝑖��𝑝𝑝� � 𝑥𝑥𝑙𝑙�𝑝𝑝�;     
 

𝑉𝑉�𝑝𝑝� � �� � 𝑥𝑥�𝑉𝑉��𝑝𝑝� � 𝑥𝑥𝑉𝑉��𝑝𝑝�𝑥             ��� 
 

there 𝑖𝑖 и 𝑉𝑉 – specific enthalpy and volume of the 
mixture; 𝑙𝑙 – specific heat of vaporization; indices 1 
and 2 mark the parameters of liquid and vapor, 
respectively. The equations of conservation of mass 
and momentum and the equation of heat inflow for 
two-dimensional unsteady motion of an equilibrium 
vapor-liquid mixture in a channel of constant cross-
section have the following form: 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑 � 𝜌𝜌𝜌𝜌𝜌𝜌�

𝜕𝜕𝜕𝜕 �  𝜌𝜌𝜌𝜌𝜌𝜌�
𝜕𝜕𝜕𝜕 � 𝑧𝑥               ���  

 
𝜌𝜌 ���
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�� ,    𝜌𝜌 ���

�� � � ��
��           (3) 

 
   𝜌𝜌 ��

�� � 𝑥𝑥 𝑑𝑑𝑖𝑖𝜌𝜌 𝜌𝜌 � 𝑧                          (4) 
 

Let there be a cylindrical vessel (a piece of 
pipeline) of constant cross-section with a length 𝐿𝐿, 
filled with a saturated liquid with pressure 𝑝𝑝� and 
temperature 𝑇𝑇��𝑥𝑥��.  At the moment of time t = 0, a 
sudden depressurization of the right end occurs 
(rupture of the diaphragm). The liquid in the outlet 
section boils, the forming vapor-liquid mixture starts 
to move and flows out with a pressure 𝑝𝑝�,, much less 
than the pressure 𝑝𝑝�. A rarefaction wave will go 
through the liquid inside the pipe. The problem of 
calculating a non-stationary process accompanying a 
sudden depressurization of a pipeline is to determine 
the laws of change in pressure, velocity, steam 
content and temperatures in time in various sections 
of the pipe. Mathematically, it is a mixed problem for 
the system of partial differential equations (2) – (4) 
with the following initial and boundary conditions:  

 
𝜗𝜗�𝑧𝑧𝑧 𝑧� � 𝑧𝑥 𝑥𝑥�𝑧𝑧𝑧 𝑧� � 𝑥𝑥�,  

     𝑇𝑇�𝑧𝑧𝑧 𝑧� � 𝑇𝑇��𝑥𝑥�� 
 

𝜗𝜗�0,𝑡𝑡 � � 𝑧𝑥    𝑥𝑥�𝐿𝐿𝐿𝐿𝐿 � � 𝑥𝑥�                 ��� 
 
 
Numerical solution technique 
 
ANSYS  software  was  used  for  solving  of  

problem. At first stage, geometry of object was 
created with   the   help   of   built-in   DesignModeler   
editor.    Mesh editor allows sampling computational 
domain. Transition  to  Setup  editor  allows  setting  
initial  and  boundary  conditions  of  task,  and  
choose  solution  method.   (Figure 1). 

The geometry of the computational domain is a 
rectangular section of the pipe, which corresponds to 
the following dimensions: the part of the section 
where the boiling liquid is located: length – 7 cm, 
width – 1 cm, and the medium – air: length. – 14 cm, 
width – 2 cm, the full computational domain is 
rectangular with  length – 21 cm and height 3 cm. The 
algorithm for creating the geometry and mesh of the 
problem, setting the boundary conditions in the 
Ansys software are shown in Figures 2-3. 
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Figure 1 – Ansys project 

 

 
 

Figure 2 – Geometry of the computational domain 
 
 

 
 

a       b 
 

 
c       d 

 
Figure 3 – Boundaries of the computational domain: 

Inlet (a); Outlet (b); Axis (c); Pipe Wall (d) 
 

 
The boundary conditions are set as follows: the 

air velocity in the free volume is 0.001 m / s. The 
relative pressure at the outlet from the pipe is 0 Pa. 
To obtain a solution, we choose a paired calculation 
scheme that combines pressure and speed. 

 
Results and analysis of numerical calculations 
 
We investigated the dynamics of the vapor-liquid 

mixture during depressurization of the pipe under 

various initial conditions inside the pipe. The 
following values were set as the initial values for the 
pressure and temperature inside the pipe: А���� �
�������� 𝑇𝑇 � ����; В���� � �������� 𝑇𝑇 � ����; 
С���� � ��������� 𝑇𝑇 � �������nd 𝑇𝑇 = 300 K in 
outside zone. 

The pressure and velocity profiles are shown in 
figure 4 for various pipe sections after depressuriza-
tion. Numerical results lead that the mixture instantly 
sets in motion: the speed increases, the pressure 
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drops. The closer the discontinuity point is (7 cm), 
the more intense the pressure drop, which is 
consistent with the results of [8]. 

The pressure contours are shown in Figure 5 at 
different times with initial values  
� � ��� ����   � � ����. As a result of depressuri- 

-zation, a fast unloading wave propagates inside the 
pipe, and a spatial outflow of the boiling flow begins, 
in which a radial expansion of the jet is observed due 
to vaporization. 

The velocity profiles acquire a characteristic 
conical shape with changing  time. 

 
 

А 
 

 
 

В 
 

 
 

С 
 

 
 

Figure 4 – Distribution of pressure (left) and velocity (right) 
under different initial conditions in the pipe: 

А:   � � ��� ����   � � ����; 
В:   � � ���  ���� � � ����; 
С:  � � ���� ���� � � ����� 
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The stream of boiling water also has a conical 
shape, and the opening angle increases with 
increasing in the initial temperature and pressure in 

the saturation state to 423 К and 475 kPa, 
respectively (Figure 6) in comparison with the 
previous version. 

 
 

a 

 
 

b 

 
 
c 

 
d 

 
 

Figure 5 – Pressure (left) and velocity (right) circuits at different points in time: 
� � ��c��a�; � � ���� � ��c��𝑏𝑏�; �� � ���� � ��c��c�; � � ���� � ��c��d� 

����� � �������������� � ����; 
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a 

 
 

b 

 
 
c 

 
 

d 

 
 

Figure 6 – Pressure (left) and velocity (right) circuits 
at different points in time: 

� � ��c��a�; � � ���� � ��c��𝑏𝑏�; �� � ���� � ��c��c�; � � ���� � ��c��d� 
����� � ��������� � � ���� 

 
 
Calculations have shown that a further increase 

in temperature to 473 K leads to a significant increase 
in speed, but the jet opening angle does not exceed 70 
degrees (Figure 7). This result is consistent with the 

experimental data from [10], in which, up to the 
indicated temperatures, the jet also had a conical 
shape with an increase in the opening angle with an 
increase in the initial temperature. 
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a 

 
 
b 

 
 
c 

 
 
d 

 
 

Figure 7 – Pressure (left) and velocity (right) contours 
at different points in time: 

� � ��c��a�; � � ���� � ��c��𝑏𝑏�; �� � ���� � ��c��c�; � � ���� � ��c��d� 
for  � � ��������� � � ����� 

  

 
Figure 8 – Pressure outlet from the boiling liquid chamber 

at a temperature of 473K [10]
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The photograph which taken from [9] has been 
shown in Figure 8, where  an experimental jet of 
boiling liquid can be seen at an initial saturation 
temperature of 473K. A comparative analysis of the 
photograph and the results of numerical experiments 
shows their qualitative agreement. 

 
Conclusion 
 
In this paper, we propose a model for the 

dynamics of a two-dimensional vapor-liquid mixture 
in the case of a sudden depressurization of a high-
pressure pipe. The numerical experiments of the 
model was carried out on the basis of the ANSYS 
software package. The features of the formation of 
jets of boiling liquid at various equilibrium initial 
states of water in a high-pressure vessel under 
conditions close to the experiments carried out by the 
authors [10] have been studied. The spatial 
distributions of pressure, velocity and temperature 
fields are obtained. The results of numerical 
experiments have shown that at initial temperatures 
of the state of water saturation below 473 K, the jet 
has a conical shape; a further increase in the initial 
saturation temperature leads to the formation of the 
initial stage of the jet breakup mode, which is in 
qualitative agreement with the experimental results 
of [10]. The results of this work can be used in 
processing the corresponding experimental data and 
creating methods for calculating the processes 
accompanying emergency depressurization of 
complex multi-element high-pressure systems. 
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Structure of resonance states in the simple schematic model

Abstract. The complex scaling method is one of the powerful tool in wide areas of physics, 
particularly in nuclear physics. In the first stage, its advantage was mainly pointed out for description of 
the resonance states in the composite systems. In the last decide, the usage of this method has increased 
not only to obtain information on resonance states but also to determine scattering quantities in the 
observables. To determine the presence of many resonant states at the wave is not easy and complex 
scaling method can be used to determine the obtain many resonant states. The simple schematic two-body 
model is applied for study of many resonant states. Applying the complex scaling method, we can easily 
obtain several resonance states even with a wide and a sharp decay widths simultaneously. In this work, 
one bound and five resonance states for Jπ = 0+ wave and one bound and four resonance states for Jπ =
1− wave are reported.

Key words: Complex scaling method, resonance and continuum states, cluster model.

Introduction

Since the cluster structures of light nuclei are 
often observed as resonance states, it is important to 
develop the study of resonance states in multi-
cluster systems. In theoretical studies for light 
nuclei, the complex scaling method (CSM) is a 
useful tool to get information unbound states as well 
as bound states within the same treatment. The 
detailed information about the structure of light 
nuclei has been carried out using different methods, 
one of them is the CSM [1-2]. The complex scaling 
was first proposed mathematically and it has been 
widely used in all fields of physics, especially in 
resonance and scattering studies in nuclear physics.

In the first stage, its advantage was mainly 
pointed out for description of the resonance states in 
the composite systems. Developing the CSM to give 
us a possibility to obtain information of continuum 
and non-continuum states for three-, four-, and five 
body systems. In the last decade, the usage of this 
method has increased not only to obtain information 
on resonance states but also to determine scattering 
quantities in the observables [3-5]. Furthermore, to
understand structure of neutron rich nuclei, it is 
required to study structure of continuum and bound 
states as well. Recently, it has attracted much 
attention that the CSM has applied for observation 
of wide resonant and virtual states considering 
continuum states in light nuclei [6-10].

In this work, we apply the CSM to a simple 
schematic two-body model [8] for obtaining many 
resonance states. Applying the simple schematic 
potential for 𝐽𝐽𝐽𝐽𝜋𝜋𝜋𝜋 = 0+ and 1− waves, we calculate 
five resonance states in each waves. 

Method

We take up two-body systems, which are 
described by the Schrödinger equation

𝐻𝐻𝐻𝐻�|𝛹𝛹𝛹𝛹〉 = 𝐸𝐸𝐸𝐸|𝛹𝛹𝛹𝛹〉,

where the Hamiltonian H consists of kinetic energy 
T and potential V for the relative motion between 
two bodies. The eigenvalue problem is generally 
solved under a boundary condition of asymptotic 
outgoing waves for bound states and resonances. 
The outgoing boundary condition directly enables us 
to solve bound states in an L2 functional basis set 
because the states have negative energies and a 
damping behavior in the asymptotic region. 
Resonant states are unbound and defined as the 
eigenstates belonging to the complex eigenenergy, 
which corresponds to a complex momentum value 
in the lower half plane [3]. The resonant states 
cannot be solved in the L2 functional space due to 
asymptotically divergent behavior. Furthermore, 
continuum states of arbitrary positive energies 
cannot also be obtained under the outgoing 

https://orcid.org/0000-0003-2756-4909
https://orcid.org/0000-0002-1011-3127
https://orcid.org/0000-0002-5047-6248
https://orcid.org/0000-0002-1272-5629
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condition. The complex scaling has been introduced 
to solve resonant states within L2 basis functions and 
is defined by the following complex-dilatation 
transformation for relative coordinate r and 
momentum k is rewritten as 𝑟𝑟𝑟𝑟 ⟶ 𝑟𝑟𝑟𝑟𝑒𝑒𝑒𝑒𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖. Where θ is a 
scaling angle given by a real number and 0 < θ < 
θmax. The maximum value θmax is determined to keep 
analyticity of the transformed potential. For 
example, θmax = π/4 for a Gaussian potential. In a 
many-body system, this transformation makes every 
branch cut rotated by -2θ from the real axis on the 
complex energy plane. In the wedge region pinched 
by the rotated branch cut and the positive energy 
axis, resonance eigenstates are obtained by solving 
the following eigenvalue problem:

𝐻𝐻𝐻𝐻�(𝜃𝜃𝜃𝜃)|𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖〉 = 𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖|𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖〉, (2)

𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖 = ∑ 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝜑𝜑𝜑𝜑𝑖𝑖𝑖𝑖𝑁𝑁𝑁𝑁
𝑖𝑖𝑖𝑖=1 , (3)

within an appropriate non-orthogonal L2 basis set 
{φi, i =1, 2, . . . ,N}. Where 𝐻𝐻𝐻𝐻�(𝜃𝜃𝜃𝜃) and 𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖 are the 
complex scaled Hamiltonian and wave function, 
respectively. The bound states are obtained on the 
negative-energy axis independently from θ as well 
as the ordinary bound states. Because of a finite 
number of basis states, the continuum states are 
discretized with complex energies distributed on the 
rotated branch cut (2θ line).

The eigenvalues and eigenstates of the complex 
scaled Schrödinger equation (2) are classified as

[𝐸𝐸𝐸𝐸,𝛹𝛹𝛹𝛹𝑖𝑖𝑖𝑖] =

�
(𝐸𝐸𝐸𝐸𝑏𝑏𝑏𝑏 ,𝛹𝛹𝛹𝛹𝑏𝑏𝑏𝑏)       𝑏𝑏𝑏𝑏 = 1,⋯ ,𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏;                                bound states 
(𝐸𝐸𝐸𝐸𝑟𝑟𝑟𝑟 ,𝛹𝛹𝛹𝛹𝑟𝑟𝑟𝑟)        𝑟𝑟𝑟𝑟 = 1,⋯ ,𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖;                           resonant states
(𝐸𝐸𝐸𝐸𝑐𝑐𝑐𝑐(𝜃𝜃𝜃𝜃),𝛹𝛹𝛹𝛹𝑐𝑐𝑐𝑐)   𝑐𝑐𝑐𝑐 = 1,⋯ ,𝑁𝑁𝑁𝑁 −𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏 − 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖;    continuum states

,

(4)

where 𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏 and 𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝑖𝑖𝑖𝑖 are the number of bound states 
and the number of resonant states which depend on 
θ, respectively. The complex energies of resonant 
states are obtained as 𝐸𝐸𝐸𝐸𝑖𝑖𝑖𝑖 = 𝐸𝐸𝐸𝐸𝑟𝑟𝑟𝑟 − 𝑖𝑖𝑖𝑖𝛤𝛤𝛤𝛤𝑟𝑟𝑟𝑟/2, where 𝐸𝐸𝐸𝐸𝑟𝑟𝑟𝑟 is 
resonance energy and 𝛤𝛤𝛤𝛤𝑟𝑟𝑟𝑟 is width of the resonant 
state. The discretized energies 𝐸𝐸𝐸𝐸𝑐𝑐𝑐𝑐(𝜃𝜃𝜃𝜃) of continuum 
states are θ dependent and expressed as 𝐸𝐸𝐸𝐸𝑐𝑐𝑐𝑐(𝜃𝜃𝜃𝜃) =
𝜖𝜖𝜖𝜖𝑐𝑐𝑐𝑐𝑟𝑟𝑟𝑟 − 𝑖𝑖𝑖𝑖𝜖𝜖𝜖𝜖𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖 .

These three-kind solutions of the complex-
scaled Schrödinger equation construct the extended 
completeness relation:

�|𝛹𝛹𝛹𝛹𝑏𝑏𝑏𝑏〉〈𝛹𝛹𝛹𝛹�𝑏𝑏𝑏𝑏|
𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏

𝑏𝑏𝑏𝑏=1

+

+∑ |𝛹𝛹𝛹𝛹𝑟𝑟𝑟𝑟〉 〈𝛹𝛹𝛹𝛹�𝑟𝑟𝑟𝑟| + ∫ 𝑑𝑑𝑑𝑑𝐸𝐸𝐸𝐸𝑐𝑐𝑐𝑐|𝛹𝛹𝛹𝛹𝑐𝑐𝑐𝑐〉〈𝛹𝛹𝛹𝛹�𝑐𝑐𝑐𝑐| = 1𝐿𝐿𝐿𝐿𝑐𝑐𝑐𝑐
𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝜃𝜃𝜃𝜃
𝑟𝑟𝑟𝑟=1 , (5)

where the tilde (˜) in bra states means the 
biorthogonal states with respect to the ket states due 
to non-Hermitian property of Hθ. The integration of 
the third term is taken along the rotated branch cut 
Lc. In the case of eigenstates within a finite number 
of L2 basis states, the integration for continuum 
states is approximated by the summation of 
discretized states as [6]

�|𝛹𝛹𝛹𝛹𝑏𝑏𝑏𝑏〉〈𝛹𝛹𝛹𝛹�𝑏𝑏𝑏𝑏|
𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏

𝑏𝑏𝑏𝑏=1

+

+∑ |𝛹𝛹𝛹𝛹𝑟𝑟𝑟𝑟〉 〈𝛹𝛹𝛹𝛹�𝑟𝑟𝑟𝑟| + ∑ |𝛹𝛹𝛹𝛹𝑐𝑐𝑐𝑐〉〈𝛹𝛹𝛹𝛹�𝑐𝑐𝑐𝑐| ≈ 1𝑁𝑁𝑁𝑁−𝑁𝑁𝑁𝑁𝑏𝑏𝑏𝑏−𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝜃𝜃𝜃𝜃
𝑐𝑐𝑐𝑐=1

𝑁𝑁𝑁𝑁𝑟𝑟𝑟𝑟𝜃𝜃𝜃𝜃
𝑟𝑟𝑟𝑟=1 . (6)

It has been investigated that the reliability of the 
approximation of the continuum states are 
confirmed by using a sufficiently large basis number 
of N in the CSM [2].

Results and discussion

The Hamiltonian of the present model is given 
as

𝐻𝐻𝐻𝐻 = − ℏ2

2𝜇𝜇𝜇𝜇
∇2 + 𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟),                  (7)

where
𝑉𝑉𝑉𝑉(𝑟𝑟𝑟𝑟) = −8.0 exp(−0.16𝑟𝑟𝑟𝑟2) +

+4.0exp (−0.04𝑟𝑟𝑟𝑟2).                  (8)
For simplicity, we put ℏ

2

𝜇𝜇𝜇𝜇
= 1 (MeV fm2). This

potential introduced in Ref. [8] has an attractive 
pocket in a short range but a repulsive barrier at a 
large distance. To solve the Eq. (2), we employ the 
Gaussian basis functions given as

𝑢𝑢𝑢𝑢𝑖𝑖𝑖𝑖(𝑟̂𝑟𝑟𝑟) = 𝑁𝑁𝑁𝑁𝑙𝑙𝑙𝑙(𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖)𝑟𝑟𝑟𝑟𝑙𝑙𝑙𝑙 exp �− 1
2𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖

2 𝑟𝑟𝑟𝑟2� 𝑌𝑌𝑌𝑌𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙(𝑟̂𝑟𝑟𝑟), (9)

where the range parameters are given by a 
geometric progression as 𝑏𝑏𝑏𝑏𝑖𝑖𝑖𝑖 = 𝑏𝑏𝑏𝑏0𝛾𝛾𝛾𝛾𝑖𝑖𝑖𝑖−1 ,
𝑖𝑖𝑖𝑖 = 1,2, … ,𝑁𝑁𝑁𝑁.

In this calculation, we apply 𝑁𝑁𝑁𝑁 = 20 and 
employ the optimal values of 𝑏𝑏𝑏𝑏0 and 𝛾𝛾𝛾𝛾 to obtain 
stationary resonance solutions. 
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Figure 1 – Schematic scenario of energy eigenvalues for
Jπ = 0+ wave on the complex energy plane. Here bound state 

is expressed as b. The resonant states are displayed r and 
indexes of r are corresponding the number of resonant states.

θ = 150 is applied as a scaling angle.

Figure 2 – Schematic scenario of energy eigenvalues for 
Jπ = 1− wave on the complex energy plane. 

The same analysis is performed as done in Fig.1.
θ = 200 is applied as a scaling angle.

In Figs. 1-2, the energy eigenvalue distributions 
on the complex energy plane for Jπ= 0+ and 1−waves
are shown. When we apply θ = 150 , we observe 
isolated energy points as shown in Fig.1. In Fig.1, 
we find one bound and five resonance states for 
Jπ = 0+ wave. The bound state is expressed as a 
red filled circle on the negative energy axis and it 
expressed as b. The resonant states are displayed by 
red filled circles and given by r and indexes of r are 
corresponding the number of resonant states. 

In Fig.2, we obtained one bound and four 
resonance states for Jπ = 1− wave by applying θ =
200. We calculate one bound and four resonance 
states for Jπ = 1− wave. In Fig. 2, the filled red 
circles are expressed bound and resonant states. The 

bound state is expressed b and obtained on the 
negative energy axis. r is implies the resonant states 
and its indexes are corresponding the number of 
resonant states. 

As can be seen from Figs. 1-2, energy 
eigenvalues are located on the 2θ lines except bound 
and resonance states. The resonant poles with 
narrow and wide decay widths appear above the 
threshold as shown with the filled red circles in 
Figs. 1-2. 

The results of the calculated resonance energies 
and widths for Jπ=0+ and 1− partial waves applying 
the schematic potential model are summarized in 
Table I. Table I contains the bound and resonance 
energies with decay widths at each partial waves. 

Table I – The calculated resonance energies and decay widths for Jπ= 0+ and 1− waves. 

0+ wave 1− wave
E (MeV) state E (MeV) state
-1.922782 bound -0.674647 bound

0.3101-i10-6 resonance 1.1710-i4.948x10-3 resonance
1.6322-i0.1228 resonance 2.0309-i4.8944x10-1 resonance
2.2493-i0.9367 resonance 2.8318-i1.7186 resonance
2.7667- i1.3169 resonance 3.7834-i2.5148 resonance
3.8433- i1.8445 resonance



51M. Odsuren et al.

International Journal of Mathematics and Physics 12, №1, 48 (2021)                                   Int. j. math. phys. (Online)

Conclusions

In this work we discussed many resonant states
for Jπ = 0+ and 1- waves applying a simple schematic 
potential, in the framework of the CSM to 
investigate the bound and unbound states. The 
present method is very useful to get structure 
information of many resonant states with bound 
state in the same manner. We calculated one bound 
and five resonance states for Jπ = 0+ wave and one 
bound and four resonance states for Jπ = 1− wave, 
respectively. For getting the structure of many 
resonant states give us a possibility to develop a 
method for determining a broad resonance state or a 
virtual state calculating scattering quantities using 
continuum and non-continuum states.
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Definition of physical parameters of 8 X-class solar flares

Abstract. We observed top 8 X-class solar flares registered in the period May 1998 – May 2015. We 
measure physical parameters of 8 solar flares, such as the temporal scale, size, and magnetic flux density, 
and find that the sizes of flares tend to be distributed more broadly as the GOES class becomes weaker 
and that there is a lower limit of magnetic flux density that depends on the GOES class. We also made a 
brief analysis of solar flares registered in these days, also has shown the duration of time and peak of 
solar flares in Universal time. We have identified several physical quantities of solar flares and estimated 
reconnection rate of solar flares. To determine the physical parameters we used images taken with the 
AIA instrument on board SDO satellite at wavelengths 131 Å, 174 Å, 193 Å, 211 Å, 335 Å, 1600 Å, 1700
Å, 4500 Å, SXT – pictures, HMI Magnetogram, SOLIS Chromospheric Magnetogram, GOES XRT-data.
Using the observed values, we calculate reconnection inflow velocity, coronal Alfven velocity, and 
reconnection rate. The inflow velocities vary from a few kilometers per second to several tens of 
kilometers per second, and the Alfven velocities in the corona are in the range of 103 to 104 kilometers per 
second. As a result, the rate of reconnection is 10-3. We find that the reconnection rate in a flare tends to 
decrease as the GOES class of the flare increases.

Key words: solar flares, X-rays, reconnection rate.

Introduction

Across the electromagnetic spectrum, flares 
have a broad variety of effects. They emit x-rays 
and ultraviolet radiation during a pulse, suggesting 
extremely high temperatures. Radio waves 
demonstrate that a small fraction of particles are 
accelerated to high energies. Synchrotron radiation, 
which is generated by electrons spiraling along 
magnetic field lines, accounts for the majority of the 
radiation. The flux of high-energy particles and 
cosmic rays on Earth is also increased by intense 
flashes. Magnetic storms on Earth usually occur 36 
hours after a flare on the Sun. The most popular 
theory is that the solar wind is amplified, 
compressing the magnetosphere and raising the 
magnetic field at the Earth's surface. Solar flares 
form when the direction of the local magnetic field 
suddenly shifts. The alternative reason for the rapid 
release of energy in bursts is magnetic reconnection 
[1].

Solar flares are one of the most strong and 
energetic phenomena in the solar atmosphere. Due 
to their importance in the energy balance of the 
solar corona and their work playing an important 
role in space weather, several observations 

investigated the release of energy and induction of 
solar flares based on solar activity. National solar 
observatories provide a wealth of data to the overall 
network, spanning long time periods (e.g., Solar and 
Heliospheric Observatory, SOHO), multiple per-
spectives (Solar Terrestrial Relations Observatory, 
STEREO), and returning a large amount of data 
(Solar Dynamics Observatory, SDO). Specifically, 
the huge amount of SDO data are accessible only 
from a few repositories, such type of data as a full-
cadence data or full-disk of scientific concern are 
hard to download, because of their size.

Solar flares are large "explosions" that occur as 
a sudden brightening of the Sun's atmosphere over 
active areas (sunspot groups). They live in the 
chromosphere and corona, but the most powerful 
ones can also increase the photosphere's temperature 
(producing a flare visible even in white light).
Richard Carrington, who was drawing sunspots at 
the time, found two bright spots in one of the 
sunspot classes and called it a solar flare. In just ten 
minutes, they brightened and faded. Carrington had 
already noted that this phenomenon was 
accompanied the next night by the emergence of the 
northern lights. In the last century, less than a 
hundred of these white-flares have been discovered. 

https://orcid.org/0000-0003-3116-780X
mailto:latif.maftunzada@gmail.com
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In the short wavelength range, the brightening is 
even more pronounced (UV and X-ray). The Sun's 
total ultraviolet radiation increases by a significant 
factor during a flare, while the amount X-ray 
radiation increases by orders of magnitudes [2].

Solar flares are massive solar explosions that 
carry energy, light, and high-speed particles into 
space. These flares are often linked to coronal mass 
ejections, which are solar magnetic storms (CMEs). 
The number of solar flares increases every 11 years, 
and the sun is currently approaching another solar 
maximum, which will most likely occur in 2013.
This means there would be more flares, some small 
and some large enough to send radiation all the way 
to Earth.

Based on a classification scheme that distin-
guishes solar flares according to their frequency, the 
most powerful flares are classified as "X-class 
flares." A-class (near background levels) is the 
smallest, followed by B, C, M, and X. Each letter 
reflects a 10-fold increase in energy production, 

similar to the Richter scale for earthquakes. As a 
result, an X is ten times an M and one hundred times 
a C. Within each letter class there is a finer scale 
from 1 to 9 [3-6].

Earth is not affected by C-class and smaller 
flares because they are too tiny. M-class flares can 
trigger brief radio blackouts and minor radiation 
storms at the poles, putting astronauts in risk. [7-8].

The most powerful flare ever measured with 
modern methods occurred in 2003, during the last 
solar maximum, and it was so powerful that the 
sensors measuring it were overloaded. The massive 
solar X-ray flare that occurred on November 4th 
was estimated to be an X28. This is a new record-
breaking X-ray flare, the most powerful in recorded 
observational history.

In this work we have identified several physical 
quantities of X-class solar flares and estimated 
reconnection rate of X-class solar flares. We have 
analyzed top 8 strongest solar flares registered from 
the period May 1998 – May 2015.

Table 1 – Strongest solar flares since May 1998 [6].

 

№ GOES
class Date Region Start Maximum End

1 X3.1 2014/10/24 2192 21:07 21:41 22:13
2 X3.1 2002/08/24 0069 00:49 01:12 01:31
3 X3 2002/07/15 0030 19:59 20:08 20:14
4 X2.8 2013/05/13 1748 15:48 16:05 16:16
5 X2.8 2001/12/11 9733 07:58 08:08 08:14
6 X2.8 1998/08/18 8307 08:14 08:24 08:32
7 X2.7 2015/05/05 2339 22:05 22:11 22:15
8 X2.7 2003/11/03 0488 01:09 01:30 01:45
9 X2.7 1998/05/06 8210 07:58 08:09 08:20
10 X2.6 2005/01/15 0720 22:25 23:02 23:31

Data analysis

The magnetic energy contained in the solar 
atmosphere may explain the amount of energy

flareE emitted during a flare [9],
2

3~
8

cor
flare mag

BE E L
π

=
             (1)

where L is the characteristic size of the flare and 
corB is the characteristic magnetic flux density in 

the corona [10-13]. Since the released magnetic 
energy equals the energy flowing into the 

reconnection field, the energy release rate can be 
expressed as

2
2~ 2

4
mag cor

in

dE B V L
dt π             (2)

where inV is the inflow velocity of the plasma. 
Therefore, the time required for the energy inflow to 
supply the flare energy is estimated as

1~ ( ) ~
4

mag
flare flare

in

dE LE
dt V

τ −

      (3)
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and this should be the timescale of the flare. We can 
measure the inflow velocity inV using this timescale
as

~
4in

flare

LV
τ              (4)

To calculate the nondimensional reconnection 

rate in
A

A

VM
V

≡ , we must first calculate the Alfven 

velocity 1/2(4 )
cor

A
BV
πρ

= in the inflow region: As a 

result, we can calculate inflow velocity inV , Alfven 
velocity AV , and reconnection rate AM by 
measuring the coronal mass, the flare's spatial scale
L , the magnetic flux density in the corona corB , the 

coronal density ρ , and the flare's timescale flareτ ,
[14-15].

The Geostationary Operational Environmental 
Satellite, or GOES [5], keeps track of solar flares in 
real time. Satellites GOES 13, GOES 14, and GOES 
15 provided data on electrons, protons, and X-rays 
[5-6].

  
Figure 1 – Active area 12192 (GHN Hα) and the total X-ray flux obtained in GOES 13 and GOES 15 [5]

In Fig. 1 shown the images obtained on the 
board of Hinode satellite in XRT (October 24, 
2014, X3.1). To determine the length of the 
loops, we used SXT images. The length of the 

loops can be calculated using the SXT data. The 
total flux of X-rays and an electron, which was 
registered on October 24, 2014, is shown in 
Fig. 2.

  

Figure 2 – Total proton and electron flux obtained in GOES 13 and GOES 15 [5]
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Results

Using the above described method, we analyzed 
8 X-class solar flares that have been registered 
1998-2015 years. The reconnection rate was 
examined in relation to the GOES class of solar 
flares. The flare parameters obtained in this study 
are summarized in Table 2.

There is a weak correlation between the 
timescale flareτ and the GOES peak flux (Fig. 
3a). The characteristic size of flares, L, shows a 
larger scatter when the GOES peak flux is 
smaller (Fig. 3b). Figure 4 shows the dependence 
of the reconnection rate AM from GOES 
class.

Table 2 – Parameters of the flares
 

Date Active 
region

GOES
class

( )sτ ( )L cm 1( )inV сm s−⋅ AM 1/ (flareE erg sτ −⋅

2014/10/24 2192 X3.1 2040 2,18E9 2,67E5 3,33E-4 4,05E27
2002/08/24 0069 X3.1 1380 2,1E9 3,81E5 4,76E-4 5,41E27
2002/07/15 0030 X3 540 2,83E9 1,31E6 1,63E-3 3,36E28
2001/12/11 9733 X2.8 600 1,89E9 7,85E5 9,81E-4 8,97E27
2015/05/05 2339 X2.7 360 3,19E9 2,22E6 2,77E-3 7,25E28
2003/11/03 0488 X2.7 1260 1,96E9 3,88E5 4,85E-4 4,78E27
1998/05/06 8210 X2.7 660 1,16E9 4,39E5 5,49E-4 1,9E27

2005/01/15 0720 X2.6 2220 1,38E9 1,55E5 1,94E-4 9,46E26

  
Figure 3 – Physical parameters of each flare plotted against the GOES class. (a) Timescale flareτ . (b) Size L.

 
Figure 4 – Reconnection rate AM plotted against GOES class.
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Conclusion

As a result of the sudden flash, the flux of high-
energy particles and cosmic rays increases on Earth. 
Magnetic storms on Earth typically occur 36 hours 
after a flare event on the Sun has been detected. The 
amplification of the solar wind, which compresses 
the magnetosphere and raises the magnetic field at 
the Earth's surface, is the most common explanation.
Solar flares arise in areas where a sharp change in 
the direction of the local magnetic field occurs. The 
reconnection rate values are distributed in a range 
from to 4 310 10− −− . As the GOES class increases, 
the value of the reconnection rate decreases. The 
reconnection rate obtained in this study is within 
one order of magnitude of the Petschek model's 
predicted maximum value [13].
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Top-quark physics in hadronic collisions

Abstract. This article is devoted to the processes with the participation of the t-quark. The top quarks 
are one of the most amazing elementary particles. Predictions of the characteristics of various interactions 
involving the 𝑡𝑡𝑡𝑡-quark have high theoretical accuracy, as well as 𝑡𝑡𝑡𝑡-quark has large production cross section 
which makes it a unique laboratory for testing the Standard Model and beyond. The top quark is one of 
the important objects in the searches for new effects.

The review includes the main properties of the top quark, the complete theoretical analysis and 
experimental measurements of top quark processes and the possibilities of searching for manifestations of 
New physics (NF) beyond the Standard Model (SM). 

Interactions of t-quarks are described in the framework of the model-independent way and gauge-
invariant methods.

Another distinctive feature of study of the t-quark processes is the absence of hadrons containing t-
quark in nature. So there is a unique opportunity to study the fundamental properties of a t -quark without 
any hadronization effects.

Key words: Higgs boson, top quark, Feynman diagram, model independent and gauge invariant 
method, Form factor, partial width, Standard Model.

Introduction 

In this review, we give a brief description of the 
top quark physics, which is the most amazing
among the elementary particles.

The name "elementary" particle has two mea-
nings: the term "elementary" particle is used for all 
for all subatomic particles whose dimensions are 
smaller than 10−10m (the characteristic atomic di-
mensions). Namely all baryons, mesons, quarks, lep-
tons, photons, gluons, massive vector bosons (𝑊𝑊𝑊𝑊±,
𝑍𝑍𝑍𝑍0), and the Higgs boson are "elementary" particles.

More precise scientific meaning of the term
"elementary" is that an "elementary" particle is an 
object that does not have an internal structure and
behaves like a point like object in all currently 
known interactions and at all available interaction 
energies. The modern point like particles are all 
quarks, leptons, photons, gluons, massive vector
bosons, (𝑊𝑊𝑊𝑊±, 𝑍𝑍𝑍𝑍0), and the Higgs boson. Baryons 
and mesons are composite particles that consist of 
quarks and gluons.

The t quark was discovered by the collabora-
tions D0 and CDF [2, 3]. Historical overview of the 
𝑡𝑡𝑡𝑡-quark discovery and the results of the study of the 
𝑡𝑡𝑡𝑡-quark physics are described in [4]. A more detai-
led description of the 𝑡𝑡𝑡𝑡-quarks physics with full the-
oretical and experimental aspects can be found in 
the review [1].  

The past ten year results of the Large Hadron 
Collider (LHC -Large Hadron Collider) led to a
set of surprising discoveries and interesting 
results. Some rare processes with the 
participation of the t-quark have been detected 
experimentally. It has been measured their 
characteristics with high accuracy. A search for 
possible manifestations of the "New Physics" in 
the t-quark sector was carried out. It wasn’t 
observed statistically significant experimental 
deviations from the SM predictions. And accor-
ding to the results of measurements, restrictions 
were established on the parameters of new mo-
dels, which lead to deviations from the SM 
predictions.
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1 The properties of the top quark

In the Standard Model (SM), the 𝑡𝑡𝑡𝑡-quark is the 
heaviest particle of the third generation and has the 
same quantum numbers us the “up” and “charm” 
quarks. It is a fermion with spin ½ and electric
charge Q = +2/3. As known fermions described by 
the Dirac fermion field which can be decomposed 
into two projections with left and right chiralities.
Therefore the left chiral part of the 𝑡𝑡𝑡𝑡-quark is the 
upper component of the weak isospin doublet, and 
the right chiral component is the weak isospin 
singlet. In strong interaction 𝑡𝑡𝑡𝑡-quark is considered 
as a colored triplet with respect to the SU(3) gauge 
group.

There are two distinctive features of the t quark 
from the other quarks. The first is its mass which is 
much larger than others. Also the t-quark very weak 
mixes by the first and second generation quarks. 

The magnitude of the 𝑡𝑡𝑡𝑡-quark mass mt is not 
predicted by theory. From the experimental 
measurements at Tevatron and LHC we have:

𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡 = 173.1 ± 0.6𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺

with an error less than 0.35%, which is the most 
accurate mass determination among all quarks [5].
The mass of the 𝑡𝑡𝑡𝑡-quark is only slightly less than the 
mass of the gold nucleus (for example, the mass of 
the 186th isotope of the nucleus is 173.2 GeV). 
Despite such a large value of the mass the 𝑡𝑡𝑡𝑡-quark 
behaves point like particle in all known creation and 
decay processes.

In the SM the mixing of quarks if expressed in 
terms of unitary Cabibbo-Kobayashi-Maskawa 
(CKM) �𝐺𝐺𝐺𝐺𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞′� matrix [6, 7]. The value of the 
element |𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡| is very close to one, while the value of 
the elements |𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡| and |𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡| are much less than one. 
This suggests that within the SM the 𝑡𝑡𝑡𝑡-quark decays 
into a W-boson and 𝑏𝑏𝑏𝑏-quark with a probability close 
to 100%. 

2 The study of the processes involving the 
top quarks within the sm and beyond

2.1 Interaction Lagrangian of the top quarks
Let us start from the Lagrangian which provides 

all interaction rules of the quarks. The Lagrangian of 
the 𝑡𝑡𝑡𝑡-quark interaction within the SM has the form 
(see [1, 8]):

𝐿𝐿𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = −𝑄𝑄𝑄𝑄𝑡𝑡𝑡𝑡𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡̅𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇𝐴𝐴𝐴𝐴𝜇𝜇𝜇𝜇 −
𝑔𝑔𝑔𝑔

2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝜐𝜐𝜐𝜐𝑊𝑊𝑊𝑊
𝑡𝑡𝑡𝑡̅𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇 ��1

2
− 2𝑄𝑄𝑄𝑄𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2𝜐𝜐𝜐𝜐𝑊𝑊𝑊𝑊� −

1
2
𝛾𝛾𝛾𝛾5� 𝑡𝑡𝑡𝑡𝑍𝑍𝑍𝑍𝜇𝜇𝜇𝜇 −

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡
√2
𝑡𝑡𝑡𝑡̅𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 − 𝑔𝑔𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇𝑡𝑡𝑡𝑡𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝐺𝐺𝐺𝐺𝜇𝜇𝜇𝜇𝑎𝑎𝑎𝑎 −

𝑔𝑔𝑔𝑔
√2
∑ 𝑉𝑉𝑉𝑉𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

2
𝑡𝑡𝑡𝑡̅𝑞𝑞𝑞𝑞=𝑡𝑡𝑡𝑡,𝑡𝑡𝑡𝑡,𝑡𝑡𝑡𝑡 𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇(1 − 𝛾𝛾𝛾𝛾5)𝑞𝑞𝑞𝑞𝑊𝑊𝑊𝑊𝜇𝜇𝜇𝜇+  + ℎ. 𝑐𝑐𝑐𝑐.

                                   (1)

where 𝑔𝑔𝑔𝑔𝑡𝑡𝑡𝑡, e and 𝑔𝑔𝑔𝑔 are the coupling constants of the 
strong, electromagnetic and weak interactions
correspondingly, charge of the t-quark is
𝑄𝑄𝑄𝑄𝑡𝑡𝑡𝑡  =  +2/3.

𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = √2 𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡
𝜐𝜐𝜐𝜐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

, 𝜐𝜐𝜐𝜐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ≈ 246𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺          (2)

where 𝜐𝜐𝜐𝜐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 is the electroweak scale, i.e. the vacuum 
average of the Higgs field.

In expression (1) the matrix (1 − 𝛾𝛾𝛾𝛾5) corres-
ponds to the fact that only the left-hand component
of the 𝑡𝑡𝑡𝑡-quark participates in the interaction.

2.2 Lagrangian of anomalous top-quark 
interactions

Currently it is unknown what type of New 
Physics will be responsible for possible deviations 
from the predictions of the Standard Model. There 
exists a number of different scenarios of the 
Standard Model extensions: SUSY, models with 

extra space-time dimensions, composite or partially 
composite models. This lead either to predictions of 
new mechanisms of the interactions or to a 
significant change (enhancement) of rare processes 
involving the 𝑡𝑡𝑡𝑡-quarks. The experimental discovery 
of this new mechanisms and the enhancement of 
rare processes would indicate the existence of New 
Physics.

Anomalous interactions of the top quarks can be 
described by the effective field theory [9]. The 
effective field theory is more universal model-
independent approach which is based on 
phenomenological Lagrangian [1,10,11]. This 
Lagrangian must be gauge-invariant with respect to 
the gauge group (otherwise, the introduced anoma-

lous interactions would immediately lead to contra-
dictions with modern precision measurements) and 
consists of a number of terms with increasing 
dimensions, suppressed by ever higher degrees of 
NF scale, which, as follows from the existing 
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constraints, should be significantly larger than the 
electroweak scale 𝜐𝜐𝜐𝜐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 ≈ 246𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺:

𝐿𝐿𝐿𝐿 = 𝐿𝐿𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 + ∑ 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖
(6)

𝛬𝛬𝛬𝛬2
𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖

(6) + 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖
(8)

𝛬𝛬𝛬𝛬4
𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖

(8) + ⋯ .𝑖𝑖𝑖𝑖 (3)

The effective Lagrangian include the gauge-
invariant operators 𝑂𝑂𝑂𝑂𝑖𝑖𝑖𝑖

(𝑁𝑁𝑁𝑁) and the corresponding 
coefficients 𝑐𝑐𝑐𝑐𝑖𝑖𝑖𝑖

(𝑁𝑁𝑁𝑁). The complete set of operators of 
the lowest possible dimension 6, contributing to the 
interactions of the top quark with other SM fields, is 
given in the review [12]. This set of operators 
involving the 𝑡𝑡𝑡𝑡-quark field is the subset of the 
complete set of operators called the Warsaw basis 
[11].

In the framework of the effective field theory 
(EFT) the Lagrangian of anomalous 𝑡𝑡𝑡𝑡-quark 
interactions can be represented in the following 
form

𝐿𝐿𝐿𝐿𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 𝐿𝐿𝐿𝐿𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 + 𝑘𝑘𝑘𝑘4𝜓𝜓𝜓𝜓�𝑞𝑞𝑞𝑞Ȏ(4)𝜓𝜓𝜓𝜓𝑡𝑡𝑡𝑡 +
+ 𝑘𝑘𝑘𝑘5

𝛬𝛬𝛬𝛬
𝜓𝜓𝜓𝜓�𝑞𝑞𝑞𝑞Ȏ(5)𝜓𝜓𝜓𝜓𝑡𝑡𝑡𝑡 + 𝑘𝑘𝑘𝑘6

𝛬𝛬𝛬𝛬2
𝜓𝜓𝜓𝜓�𝑞𝑞𝑞𝑞Ȏ(6)𝜓𝜓𝜓𝜓𝑡𝑡𝑡𝑡 + ⋯ (4)

where Λ is the scale parameter of NF, k is 
anomalous constants that have a natural order of 
magnitude 𝜐𝜐𝜐𝜐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒2 𝛬𝛬𝛬𝛬2⁄ .

The question of constructing the effective 
gauge-invariant Lagrangians was also studied in 
earlier papers (see, for example, [9, 13, 14, 1]). For 
historical reasons, an effective Lagrangian in the 
unitary gauge of the following form is widely used 
in the analysis of experimental data:

𝐿𝐿𝐿𝐿𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑐𝑐𝑐𝑐𝑎𝑎𝑎𝑎𝑚𝑚𝑚𝑚 = − 1
√2
∑ 𝑡𝑡𝑡𝑡̅�𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞𝐻𝐻𝐻𝐻 + 𝛾𝛾𝛾𝛾5𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞𝐻𝐻𝐻𝐻 �𝑞𝑞𝑞𝑞𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞=𝑎𝑎𝑎𝑎,𝑐𝑐𝑐𝑐,𝑡𝑡𝑡𝑡

− 𝑔𝑔𝑔𝑔
√2
𝑡𝑡𝑡𝑡̅𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇(𝑓𝑓𝑓𝑓𝑉𝑉𝑉𝑉𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿 + 𝑓𝑓𝑓𝑓𝑉𝑉𝑉𝑉𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅)𝑏𝑏𝑏𝑏𝑊𝑊𝑊𝑊𝜇𝜇𝜇𝜇+

− 𝑔𝑔𝑔𝑔
2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝜐𝜐𝜐𝜐𝑊𝑊𝑊𝑊

∑ 𝑡𝑡𝑡𝑡̅𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇�𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞𝑍𝑍𝑍𝑍 + 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞𝑍𝑍𝑍𝑍 𝛾𝛾𝛾𝛾5�𝑞𝑞𝑞𝑞𝑍𝑍𝑍𝑍𝜇𝜇𝜇𝜇𝑞𝑞𝑞𝑞=𝑎𝑎𝑎𝑎,𝑐𝑐𝑐𝑐,𝑡𝑡𝑡𝑡

−𝑔𝑔𝑔𝑔𝑡𝑡𝑡𝑡 ∑
𝑘𝑘𝑘𝑘𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝑔𝑔𝑔𝑔

𝛬𝛬𝛬𝛬
𝑡𝑡𝑡𝑡̅𝜎𝜎𝜎𝜎𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡𝛼𝛼𝛼𝛼�𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞

𝑔𝑔𝑔𝑔 + 𝑠𝑠𝑠𝑠ℎ𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞
𝑔𝑔𝑔𝑔 𝛾𝛾𝛾𝛾5�𝑞𝑞𝑞𝑞𝐺𝐺𝐺𝐺𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐𝑎𝑎𝑎𝑎𝑞𝑞𝑞𝑞=𝑎𝑎𝑎𝑎,𝑐𝑐𝑐𝑐,𝑡𝑡𝑡𝑡

− 𝑔𝑔𝑔𝑔
√2
𝑡𝑡𝑡𝑡̅ 𝜎𝜎𝜎𝜎

𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜇𝜕𝜕𝜕𝜕𝜇𝜇𝜇𝜇𝑊𝑊𝑊𝑊𝜇𝜇𝜇𝜇
+

𝑆𝑆𝑆𝑆𝑊𝑊𝑊𝑊
(𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐿𝐿𝐿𝐿𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿 + 𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑅𝑅𝑅𝑅𝑃𝑃𝑃𝑃𝑅𝑅𝑅𝑅)𝑏𝑏𝑏𝑏

−𝐺𝐺𝐺𝐺∑
𝑘𝑘𝑘𝑘𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
𝛾𝛾𝛾𝛾

𝛬𝛬𝛬𝛬
𝑡𝑡𝑡𝑡̅𝜎𝜎𝜎𝜎𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐�𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞

𝛾𝛾𝛾𝛾 + 𝑠𝑠𝑠𝑠ℎ𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞
𝛾𝛾𝛾𝛾 𝛾𝛾𝛾𝛾5�𝑞𝑞𝑞𝑞𝐴𝐴𝐴𝐴𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐𝑞𝑞𝑞𝑞=𝑎𝑎𝑎𝑎,𝑐𝑐𝑐𝑐,𝑡𝑡𝑡𝑡

− 𝑔𝑔𝑔𝑔
2𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡𝜐𝜐𝜐𝜐𝑊𝑊𝑊𝑊

∑ 𝑘𝑘𝑘𝑘𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑍𝑍𝑍𝑍

𝛬𝛬𝛬𝛬
𝑡𝑡𝑡𝑡̅𝜎𝜎𝜎𝜎𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐�𝑓𝑓𝑓𝑓𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞𝑍𝑍𝑍𝑍 + 𝑠𝑠𝑠𝑠ℎ𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞𝑍𝑍𝑍𝑍 𝛾𝛾𝛾𝛾5�𝑞𝑞𝑞𝑞𝑍𝑍𝑍𝑍𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐𝑞𝑞𝑞𝑞=𝑎𝑎𝑎𝑎,𝑐𝑐𝑐𝑐,𝑡𝑡𝑡𝑡 ⎭

⎪
⎪
⎪
⎪
⎪
⎬

⎪
⎪
⎪
⎪
⎪
⎫

+ ℎ. 𝑐𝑐𝑐𝑐.                                   (5)

where 𝑔𝑔𝑔𝑔 is the interaction constant of the gauge 
group of weak isospin SU(2)L, 𝑃𝑃𝑃𝑃𝐿𝐿𝐿𝐿,𝑅𝑅𝑅𝑅 = (1 ∓ 𝛾𝛾𝛾𝛾5) 2⁄ ,
𝜎𝜎𝜎𝜎𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐 = 𝑠𝑠𝑠𝑠 2�𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇𝛾𝛾𝛾𝛾𝜐𝜐𝜐𝜐 − 𝛾𝛾𝛾𝛾𝜐𝜐𝜐𝜐𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇�⁄ , the field strength tensors 
are defined as usual �𝐺𝐺𝐺𝐺𝜇𝜇𝜇𝜇𝜐𝜐𝜐𝜐

𝑞𝑞𝑞𝑞 = 𝜕𝜕𝜕𝜕𝜇𝜇𝜇𝜇𝐺𝐺𝐺𝐺𝑣𝑣𝑣𝑣𝑎𝑎𝑎𝑎 − 𝜕𝜕𝜕𝜕𝑣𝑣𝑣𝑣𝐺𝐺𝐺𝐺𝜇𝜇𝜇𝜇𝑎𝑎𝑎𝑎 , +⋯�;
parameter Λ is the scale of New physics of the
order of several TeV; k is anomalous constants 

which is assumed to be a real numbers, f and h 
are constants generally considered as
complex numbers with the normalization
|𝑓𝑓𝑓𝑓|2 + |ℎ|2 = 1.

Values for the parameters from the Lagrangian 
(5) are:

𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻 = 𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 = √2 𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡
𝜐𝜐𝜐𝜐𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

, 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻 = 0

𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻 = 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻 = 0, 𝑞𝑞𝑞𝑞 ≠ 𝑡𝑡𝑡𝑡
𝑓𝑓𝑓𝑓𝑉𝑉𝑉𝑉𝐿𝐿𝐿𝐿 = 𝑉𝑉𝑉𝑉𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

2
, 𝑓𝑓𝑓𝑓𝑉𝑉𝑉𝑉𝑅𝑅𝑅𝑅 = 𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐿𝐿𝐿𝐿 = 𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑅𝑅𝑅𝑅 = 0

𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑍𝑍𝑍𝑍 = 1
2
− 2𝑄𝑄𝑄𝑄𝑡𝑡𝑡𝑡𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠2𝜐𝜐𝜐𝜐𝑊𝑊𝑊𝑊, 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑍𝑍𝑍𝑍 = 1

2
𝜐𝜐𝜐𝜐𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑍𝑍𝑍𝑍 = 𝑎𝑎𝑎𝑎𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞𝑍𝑍𝑍𝑍 = 0, 𝑞𝑞𝑞𝑞 ≠ 𝑡𝑡𝑡𝑡 ⎭

⎪⎪
⎬

⎪⎪
⎫

                                                  (6)
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The experimental results are presented in terms 
of restrictions on the values of the anomalous
coupling constants k in (4). In a number of cases the 
obtained constraints are re-expressed through limits 
on the probabilities of certain rare decays of the

𝑡𝑡𝑡𝑡-quarks. To explain the above, let us consider a 
typical (and very promising) example of such an 
anomalous interaction in the vertex 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 (see Figure 
1). In the CM, such a vertex describes the 
interaction of the "left" 𝑡𝑡𝑡𝑡-quark and has the form:

𝐿𝐿𝐿𝐿𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜓𝜓𝜓𝜓�𝑞𝑞𝑞𝑞Ȏ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝜓𝜓𝜓𝜓𝑡𝑡𝑡𝑡;Ȏ𝑆𝑆𝑆𝑆𝑆𝑆𝑆𝑆 = 𝜓𝜓𝜓𝜓𝑡𝑡𝑡𝑡
𝐺𝐺𝐺𝐺

2√2𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠Ɵ𝑊𝑊𝑊𝑊
𝐺𝐺𝐺𝐺𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝛾𝛾𝛾𝛾𝜇𝜇𝜇𝜇(1 − 𝛾𝛾𝛾𝛾5); 

𝐺𝐺𝐺𝐺
2√2𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠Ɵ𝑊𝑊𝑊𝑊

= 𝑀𝑀𝑀𝑀𝑊𝑊𝑊𝑊�
𝐺𝐺𝐺𝐺𝐸𝐸𝐸𝐸
√2

Figure 1 – Anomalous interaction at the vertex 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 [15]

At such interaction vertices the effects of so called 
New Physics can be manifested in the presence of 
"right" currents and anomalous magnetic and electrical
moments. We can introduce a possible deviations from
the SM by using the model-independent approach in 

terms of all possible Lorentz-invariant structures in the
effective 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 interaction Lagrangian.

2.3 Basic mechanisms of top-quark production
Total width of 𝑡𝑡𝑡𝑡-quark calculated in the NLO

approximation is [5]:

Г𝑡𝑡𝑡𝑡 = 𝐺𝐺𝐺𝐺𝐹𝐹𝐹𝐹𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡
3

8𝜋𝜋𝜋𝜋√2
�1 − 𝑆𝑆𝑆𝑆𝑊𝑊𝑊𝑊

2

𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡
2 �

2
+ �1 + 2𝑆𝑆𝑆𝑆𝑊𝑊𝑊𝑊

2

𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡
2 � �1 + 2𝛼𝛼𝛼𝛼𝑠𝑠𝑠𝑠

3𝜋𝜋𝜋𝜋
�2𝜋𝜋𝜋𝜋

2

3𝜋𝜋𝜋𝜋
− 5

2
��                                 (7)

Within the Standard Model, the main
mechanisms for the production of 𝑡𝑡𝑡𝑡-quarks in terms
of the corresponding cross sections in hadron
interactions are the gluon – gluon and quark –

antiquark annihilation leading to the formation of tt-
couple (see Figure 2):

𝑔𝑔𝑔𝑔𝑔𝑔𝑔𝑔 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅                           (8)
𝑞𝑞𝑞𝑞𝑞́𝑞𝑞𝑞 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅.                               (9)

Figure 2 – Diagrams describing the formation of a couple 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅- quarks [15]

The next processes in terms of cross-section are
electroweak (“single”) 𝑡𝑡𝑡𝑡-quark production. These
processes are usually classified according to the

magnitude of the square of the 4-momentum of the
virtual W-boson participating in the process (see
Figure3):
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𝑞𝑞𝑞𝑞𝑏𝑏𝑏𝑏 → 𝑡𝑡𝑡𝑡𝑞𝑞𝑞𝑞′, 𝑝𝑝𝑝𝑝𝑊𝑊𝑊𝑊2 < 0 : 𝑡𝑡𝑡𝑡 – channel (10)

𝑞𝑞𝑞𝑞𝑞𝑞𝑞𝑞�′ → 𝑡𝑡𝑡𝑡𝑏𝑏𝑏𝑏�, 𝑝𝑝𝑝𝑝𝑊𝑊𝑊𝑊2 > 0 : 𝑠𝑠𝑠𝑠 – channel (11)

𝑔𝑔𝑔𝑔𝑏𝑏𝑏𝑏 → 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊, 𝑝𝑝𝑝𝑝𝑊𝑊𝑊𝑊2 = 𝑀𝑀𝑀𝑀𝑊𝑊𝑊𝑊
2 : 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊 – channel (12)

                                t-channel                s-channel                     tW-channel

Figure 3 – Representative diagrams which describe the sub-processes
of electroweak production of 𝑡𝑡𝑡𝑡-quarks [15]

3 Experimental searches of top quark
3.1 Top quark mass measurement
The first measurements of the cross-sections and

mass of the 𝑡𝑡𝑡𝑡-quark were carried out at the Tevatron
collider (Fermilab, USA) in 1995. The CMS and 
ATLAS experiments of LHC have been measured 
the mass of the 𝑡𝑡𝑡𝑡-quark at different energies, as well
as in various decay channels by different methods.

- The most accurate 𝑡𝑡𝑡𝑡-quark mass is measured
in the distribution over the invariant mass of the
decay products of the reconstructed 𝑡𝑡𝑡𝑡-quark:

𝑡𝑡𝑡𝑡 → 𝑏𝑏𝑏𝑏𝑊𝑊𝑊𝑊 → 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗 ⇒ 𝑀𝑀𝑀𝑀�𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡′′𝑊𝑊𝑊𝑊′′(𝑗𝑗𝑗𝑗𝑗𝑗𝑗𝑗)�,

𝑡𝑡𝑡𝑡 → 𝑏𝑏𝑏𝑏𝑊𝑊𝑊𝑊 → 𝑗𝑗𝑗𝑗𝑡𝑡𝑡𝑡𝑙𝑙𝑙𝑙±𝜐𝜐𝜐𝜐 ⇒ 𝑀𝑀𝑀𝑀𝐸𝐸𝐸𝐸�𝑙𝑙𝑙𝑙𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝑚𝑚𝑚𝑚𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖�.

- The 𝑡𝑡𝑡𝑡-quark mass can also be determined by
examining the correlations of the distribution of the 
decay products. For example, in the decays

𝑡𝑡𝑡𝑡 → 𝑏𝑏𝑏𝑏𝑊𝑊𝑊𝑊, 𝑏𝑏𝑏𝑏 → 𝐵𝐵𝐵𝐵(𝑏𝑏𝑏𝑏𝑞𝑞𝑞𝑞�) → Ј 𝜓𝜓𝜓𝜓⁄ 𝑋𝑋𝑋𝑋,
𝑊𝑊𝑊𝑊 → 𝑙𝑙𝑙𝑙±𝜐𝜐𝜐𝜐 ⇒ 𝑀𝑀𝑀𝑀(𝑙𝑙𝑙𝑙± Ј 𝜓𝜓𝜓𝜓⁄ ).

- It is also possible to determinethe 𝑡𝑡𝑡𝑡-quark
mass from the total cross-section for the production
of 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅- quarks:

𝜎𝜎𝜎𝜎(𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅) = 𝑓𝑓𝑓𝑓(𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡).

Figure 4 shows an example of "measurement" of
𝑡𝑡𝑡𝑡-quark mass from the spectrum 𝑀𝑀𝑀𝑀(𝑙𝑙𝑙𝑙± Ј 𝜓𝜓𝜓𝜓⁄ ) and 
𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅.

Figure 4 – Measurement results for the 𝑡𝑡𝑡𝑡-quark mass from the spectrum 𝑀𝑀𝑀𝑀(𝑙𝑙𝑙𝑙± Ј 𝜓𝜓𝜓𝜓⁄ ) and 𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅ [16]
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In Figure 5 it is given the results of mass
measurements of the 𝑡𝑡𝑡𝑡-quark with the decay
channel combinations, as well as the total results
from the experiments.This datas were collected
by the LHC group [16]. You can see that at the
end of 2017 the 𝑡𝑡𝑡𝑡-quark mass has already been 

measured independently with anaccuracy of
about 0.5 GeV (0.3%). From the CMS 
experiment Δ = 𝑚𝑚𝑚𝑚t −𝑚𝑚𝑚𝑚𝑡𝑡𝑡𝑡̅ = −0.15 ± 0.19(𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡) ±
0.09(𝑠𝑠𝑠𝑠𝑦𝑦𝑦𝑦𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡) [17]. Within the framework of
measurement errors, the mass of the 𝑡𝑡𝑡𝑡-quark and
antiquark coincide.

Figure 5 – Measurements of the 𝑡𝑡𝑡𝑡-quark mass in the CMS and ATLAS experiments in differen
t 𝑡𝑡𝑡𝑡-quark decay channels and at different energies. The results of combining measurements in different channels are presented [16]

3.2 Top quark width measurements
To measure the width of a 𝑡𝑡𝑡𝑡-quark, it is 

necessary to study the distributions of the number of 
events over the 𝑀𝑀𝑀𝑀(𝑏𝑏𝑏𝑏𝑊𝑊𝑊𝑊) invariant mass of its decay 
products. The peak in this distribution determines 
the mass of the 𝑡𝑡𝑡𝑡-quark, and the width of the 
distribution determines the total width Гt of the 
decay.

However, such fitting of the distribution over 
𝑀𝑀𝑀𝑀(𝑏𝑏𝑏𝑏𝑊𝑊𝑊𝑊) does not give an acceptable accuracy (in the 
lepton mode of W-boson decay due to the presence 
of an unregistered neutrino; in the hadron channel of 

W-boson decay, the distribution is blurred by the 
combinatorial factors of jet permutation during the 
reconstruction of 𝑡𝑡𝑡𝑡-quarks). In the ATLAS [18]
experiment, the 𝑡𝑡𝑡𝑡-quark width was measured by 
quoting the invariant mass of a charged lepton and a 
𝑏𝑏𝑏𝑏-quark in the processes of paired 𝑡𝑡𝑡𝑡-quark
generation. At the same time, signal events with 
different values (from 0.1 to 5.0 GeV in increments 
= 0.1 GeV) were generated to determine the width
Гt. The value of Гt was determined from the 
minimum value of the negative logarithm of 
probability (see Figure 6).
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Figure 6 – Determination of the width Гt from the distribution 
of the negative logarithm of the probability [18]

In the CMS experiment [19] an indirect
measurement of the width of the 𝑡𝑡𝑡𝑡-quark was carried
out from the determined measurements of the decay
probabilities of the t quark in pair production and
the measurements of the cross-section for the
electroweak production of the 𝑡𝑡𝑡𝑡-quark:

Г𝑡𝑡𝑡𝑡 =
𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐ℎ
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒

𝐵𝐵𝐵𝐵(𝑡𝑡𝑡𝑡 → 𝑊𝑊𝑊𝑊𝑏𝑏𝑏𝑏) ×
Г𝑡𝑡𝑡𝑡ℎ(𝑡𝑡𝑡𝑡 → 𝑊𝑊𝑊𝑊𝑏𝑏𝑏𝑏)

𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐ℎ𝑡𝑡𝑡𝑡ℎ

where 𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐ℎ
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 (𝜎𝜎𝜎𝜎𝑡𝑡𝑡𝑡−𝑐𝑐𝑐𝑐ℎ𝑡𝑡𝑡𝑡ℎ ) is the measured (theoretical) 

value of the cross-section for the productionof a 
single 𝑡𝑡𝑡𝑡-quark, Г𝑡𝑡𝑡𝑡ℎ(𝑡𝑡𝑡𝑡 → 𝑊𝑊𝑊𝑊𝑏𝑏𝑏𝑏) = 1.329 GeV is the
theoretical value of the decay width 𝑡𝑡𝑡𝑡 → 𝑊𝑊𝑊𝑊𝑏𝑏𝑏𝑏
(calculated at 𝑡𝑡𝑡𝑡 = 172.5 𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 [5]).

The measurement results are given in Table 1.

Table 1 – Measured values of Г𝑡𝑡𝑡𝑡, in experiments ATLAS [18] and CMS [19]

Experiment Г𝑡𝑡𝑡𝑡
𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒, GeV

ATLAS
CMS

Гt = 1.76 ±0.33 (𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡. )−0.68
+0.79(𝑠𝑠𝑠𝑠𝑦𝑦𝑦𝑦𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡. )

Гt = 1.36 ±0.03 (𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡. )−0.11
+0.14(𝑠𝑠𝑠𝑠𝑦𝑦𝑦𝑦𝑠𝑠𝑠𝑠𝑡𝑡𝑡𝑡. )

A new theoretical method  to measure the 𝑡𝑡𝑡𝑡-
quark width was proposed in [20] by comparing 
invariant mass distributions below and above 𝑡𝑡𝑡𝑡-
quark pair and single 𝑡𝑡𝑡𝑡-quark thresholds.

3.3 Coupling constant of the top quark and
Higgs boson

The next important point is the calculation of the 
coupling constant of the Higgs boson with the 𝑡𝑡𝑡𝑡-
quark (𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡). It plays an important role in the SM as
well as in its extensions. The value of this parameter 
can be measured in the reactions of pair and single 
production of 𝑡𝑡𝑡𝑡-quarks accompanied by the Higgs-
boson:

(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅𝑡𝑡𝑡𝑡)    𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅𝑋𝑋𝑋𝑋 (13)
(𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡)     𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑋𝑋𝑋𝑋 (14)

The different decay modes of the Higgs boson 
were studied experimentally: 𝑡𝑡𝑡𝑡 → 𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏�, 𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊∗, 𝑍𝑍𝑍𝑍𝑍𝑍𝑍𝑍∗,
𝜏𝜏𝜏𝜏+𝜏𝜏𝜏𝜏−, 𝛾𝛾𝛾𝛾𝛾𝛾𝛾𝛾. Results of measurements of the parameter 
𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡 are presented in Table 2.

Table 2 – The magnitude of the coupling of the Higgs boson 
with the 𝑡𝑡𝑡𝑡-quark

ATLAS[21] CMS[22]
𝑦𝑦𝑦𝑦𝑡𝑡𝑡𝑡=1.15±0.12 126−0.26

+0.31

Figure 7 – Cross section for production 
of the Higgs boson accompanied by 𝑡𝑡𝑡𝑡- and 𝑡𝑡𝑡𝑡-quarks [21]

3.4 Top-quark pair production reactions
Within the Standard Model by using the known 

mass of the 𝑡𝑡𝑡𝑡-quark, it is possible to calculate the 
cross sections for the processes of its production and 
compare with the experimental values. In Figure 8 it 
is given the results of measuring the cross section 
for the pair production of the 𝑡𝑡𝑡𝑡-quark [16] obtained 
by the CMS and ATLAS experiments in different 
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decay channels at different energies. The theoretical 
results of the cross sections obtained within the SM
and the results from the experiments are in good
agreement.

3.5 Processes of a single 𝑡𝑡𝑡𝑡-quark production 
and a few rare t-quark production processes

The processes of pair production of 𝑡𝑡𝑡𝑡-quarks
have the largest cross section. The processes of 
single 𝑡𝑡𝑡𝑡-quark generation are the next in terms of the 
cross-section. In Figure 9 it is shown the results of 
the cross section measurements for a single 𝑡𝑡𝑡𝑡-quark 
production in 𝑡𝑡𝑡𝑡-, 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊- and 𝑠𝑠𝑠𝑠-channels [16]. Due to 
the very small value of the cross section and the 
huge background, the registration of the s-channel 
process of a single 𝑡𝑡𝑡𝑡-quark production presents 
significant complexity at the LHC, in contrast to the 

Tevatron collider, where this cross section 
approximately corresponds to the t-channel process 
of a single production. The presented results 
demonstrate excellent agreement between the SM 
predictions for a single electroweak 𝑡𝑡𝑡𝑡-quark 
production and the measurements.

It was carried out calculations for more rare 
processes with the 𝑡𝑡𝑡𝑡-quark production. Obtained 
results are in Figure 10. It is shown the cross 
sections measured both in the SM and in the CMS 
experiment for the processes of pair 𝑡𝑡𝑡𝑡-quarks pro-
duction in association with gauge bosons and Higgs 
boson, 𝑏𝑏𝑏𝑏-quark pair, as well as the production of 
four-quarks [23]. The shown level of measurement 
errors makes it possible to judge the current measu-
rement sensitivity in the 𝑡𝑡𝑡𝑡-quark sector at the LHC.

Figure 8 – Cross sections for 𝑡𝑡𝑡𝑡-quark pair production measured in the CMS and 
ATLAS experiments in different 𝑡𝑡𝑡𝑡-quark decay channels and at different energies. 

The blue lines show the values of the cross sections calculated within the framework of the SM, 
the measurement error is highlighted in color [16]

Figure 9 – The cross sections for a single 𝑡𝑡𝑡𝑡-quark production are given, measured in the CMS and 
ATLAS experiments in various channels of electroweak 𝑡𝑡𝑡𝑡-quark production at different energies. 

The cross sections calculated in the framework of the Standard Model are shown, 
with the corresponding error marked with a colored region [16]
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Figure 10 – Cross sections of 𝑡𝑡𝑡𝑡-quark production processes. The results of measurements 
in the CMS experiment are presented, the predictions are obtained

in the framework of the Standard Model [16]

4 Search for deviations from the standard 
model predictions in the production of top 
quarks

All obtained results of studies of the 𝑡𝑡𝑡𝑡-quark 
physics are in enough agreement with the SM 
predictions within the measurement uncertainty. 
Even if there is a good agreement between experi-
mental and theoretical results, existing problems of 
the Standard Model presuppose the searches for 
interactions beyond the Standard Model. Сan be 
said about two scenarios for the manifestation of 
possible deviations. The first is the deviations mani-
fested in the interaction between 𝑡𝑡𝑡𝑡-quark and other 
particles. The second scenario is related to the pro-
duction of a new unknown particles which decays 
into 𝑡𝑡𝑡𝑡-quark or emerges in the decay of the t-quark.

4.1 Studies for 𝑔𝑔𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅ and 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 interaction
processes

In 𝑔𝑔𝑔𝑔𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡̅ interaction the deviations can be found 
from the studies of energy distributions or angular 
observables. At the Tevatron collider it was noticed 
a symmetry breaking in the number of 𝑡𝑡𝑡𝑡-quarks that 
flew into the front hemisphere of the detector and
into the rear hemisphere of the detector [24, 25] and 
vice versa. In a number of distributions which 
represent the charge-space asymmetry was observed 
a statistically significant deviation from the SM.
Сontinuous studies in experiments at the LHC and
Tevatron colliders, as well as more precice 

theoretical calculations, led to the agreement of the 
observed asymmetry. In Figure 11 it is shows the 
theoretical calculations of the asymmetry of 𝑡𝑡𝑡𝑡 and 𝑡𝑡𝑡𝑡̅-
quark production in various decay channels and the
results obtained in the ATLAS and CMS 
experiments at collision energies of 7-8 TeV [16].

Deviations from the SM also was searched in
the interaction 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 at CMS experiment [26] (see 
expressions 7). All kinematical properties were 
simulated depending on the values of the parameters 
characterizing possible effects of New Physics. In
the single 𝑡𝑡𝑡𝑡-quark production processes the 
existence of anomalous interactions both in the 
production of the 𝑡𝑡𝑡𝑡-quark and in its decay make it 
difficult to simulate. Physicists created Bayesian 
neural networks which are sensitive to the effects of 
New Physics.  This increases the efficiency of the 
experimental analysis.

Systematic errors of uncertainties in the 
obtained results are studied in detail. In Figure 12 it
is given output distributions of Bayesian neural 
networks for CMS experimental data and modeled 
processes that contribute to the studying final state. 
The hypothetical deviations from the CM shown by 
the lines. On the basis of the statistical analysis of 
the behavior of the experimental data distributions 
and modeling at the output of Bayesian neural 
networks, was obtained an upper limits on possible 
deviations from the CM predictions in the 𝑊𝑊𝑊𝑊𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡
vertex. The results are shown in Figure 13.
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Figure 11 – The measured and predicted SM values of the asymmetry 
of 𝑡𝑡𝑡𝑡 u 𝑡𝑡𝑡𝑡̅ quark production in various experiments and of the production channel.

The values obtained for collision energies of 7 TeV (left figure) and 8 TeV (right figure) are given [16]

Figure 12 – Output distributions of Bayesian neural networks for CMS experimental data (points) and 
simulated processes that contribute to the investigated final state (contribution of exact process corresponds 

to the area marked with the corresponding color). The lines show the distributions of events for possible effects 
of New Physics corresponding to the contribution of the right vector (left figure), left tensor (middle figure) and

right tensor (right figure) currents. The shaded area shows the full systematic uncertainty of the simulation. 
The vertical line shown together with the data distribution points corresponds to the value 

of the statistical uncertainty of the measurement [26]

Figure 13 – The contours of the upper bounds on the parameters obtained which characterize 
the possible effects of New Physics in the 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 vertex. It is shown the expected (lines) and 
observed (colored areas) limitations with the statistical confidence of 68% and 95% [26]
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The similar analysis was carried out at ATLAS 
experiment [27] on the basis of studying the 
asymmetry of the kinematic characteristic which 
presents the correlation of spin states in the 
production and decay of the 𝑡𝑡𝑡𝑡-quark. The 
asymmetry is a consequence of the exchange of the 
left charged current in the 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 vertex and is 
sensitive to the possible contributions of other 
currents. In addition to direct search for anomalous 
currents in the 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 interaction, the limits on the 

contribution of such anomalous currents are 
established by the help of measurement of the chiral 
states of the W boson. The contours of the upper 
limitations obtained in the ATLAS experiment [28]
are shown in Figure 14.  These limitations are on the 
parameters characterizing the possible contributions 
of left tensor (𝑔𝑔𝑔𝑔𝐿𝐿𝐿𝐿 = 𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐿𝐿𝐿𝐿), right vector (𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 = 𝑓𝑓𝑓𝑓𝑉𝑉𝑉𝑉𝑅𝑅𝑅𝑅) and 
right tensor (𝑔𝑔𝑔𝑔𝑅𝑅𝑅𝑅 = 𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑅𝑅𝑅𝑅) currents normalized to the 
contribution of left vector currents
𝐺𝐺𝐺𝐺𝐿𝐿𝐿𝐿 = 𝑓𝑓𝑓𝑓𝑉𝑉𝑉𝑉𝐿𝐿𝐿𝐿.

Figure 14 – The contours of the upper bounds on the parameters obtained in the ATLAS experiment, 
which characterize the possible effects of New physics in the 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊𝑊𝑊𝑊𝑊 vertex.

Restrictions on the possible contributions of the left tensor 𝑔𝑔𝑔𝑔𝐿𝐿𝐿𝐿 ≡ 𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝐿𝐿𝐿𝐿, right vector: (VR)) and right tensor
𝑔𝑔𝑔𝑔𝑅𝑅𝑅𝑅 ≡ 𝑓𝑓𝑓𝑓𝐸𝐸𝐸𝐸𝑅𝑅𝑅𝑅currents are given, normalized to the contribution of left vector currents 𝐺𝐺𝐺𝐺𝑅𝑅𝑅𝑅 ≡ 𝑓𝑓𝑓𝑓𝑉𝑉𝑉𝑉𝑅𝑅𝑅𝑅 present in the SM [28]

4.2 Investigations of rare processes with top 
quarks

The processes with the flavor changing 
neutral currents (FCNC) are strongly suppressed 
within the Standard Model. But the probability 
of such processes can be increased by the 
extensions of the SM. As well as an experimental 
searches was done for 𝑡𝑡𝑡𝑡-quark interactions with 
FCNC by the exchange of gluons, Z boson, 
photon, or Higgs boson. A number of production 

or decay processes of a t-quark with FCNC were 
investigated.

Figure 15 shows the results of CMS and ATLAS 
experiments [16]. Predictions of the SM labeled by 
the black line. The points label the upper limits on 
the probabilities of rare decays obtained in the CMS 
and ATLAS experiments. The dashed areas show 
theoretical predictions beyond the CM. The 
obtained restrictions on the FCNC interactions of 
top quarks [16] are given in Table 3.

Table 3 – Limitations on the probability of 𝑡𝑡𝑡𝑡-quark decays [26, 29-33]

B(95% CL)
Decay ATLAS CMS
𝑡𝑡𝑡𝑡 → 𝑡𝑡𝑡𝑡𝐻𝐻𝐻𝐻 1.9 × 10−3 4.7 × 10−3
𝑡𝑡𝑡𝑡 → 𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡 1.9 × 10−3 1.9 × 10−3
𝑡𝑡𝑡𝑡 → 𝑔𝑔𝑔𝑔𝐻𝐻𝐻𝐻 4.0 × 10−5 2.0 × 10−5
𝑡𝑡𝑡𝑡 → 𝑔𝑔𝑔𝑔𝑐𝑐𝑐𝑐 20.0 × 10−5 41 × 10−5
𝑡𝑡𝑡𝑡 → 𝛾𝛾𝛾𝛾𝐻𝐻𝐻𝐻 130 × 10−5
𝑡𝑡𝑡𝑡 → 𝛾𝛾𝛾𝛾𝑐𝑐𝑐𝑐 170 × 10−5
𝑡𝑡𝑡𝑡 → 𝑍𝑍𝑍𝑍𝐻𝐻𝐻𝐻 17 × 10−5 22 × 10−5
𝑡𝑡𝑡𝑡 → 𝑍𝑍𝑍𝑍𝑐𝑐𝑐𝑐 24 × 10−5 44 × 10−5



68 Top-quark physics in hadronic collisions

Int. j. math. phys. (Online)                                   International Journal of Mathematics and Physics 12, №1, 57 (2021)

Figure 15 – The generalized results of CMS and ATLAS experiments which was carried out 
for the searches of flavor changing neutral currents. The results are presented 

as limitations on the probabilities of rare 𝑡𝑡𝑡𝑡-quark decays involving the flavor changing neutral currents vertices.
The SM predictions are labelled by the black line. The points show the upper limits 

of the probabilities of rare decays. The shaded areas represent the predictions 
of various theories beyond the SM [16]

5 Main projects of future accelerators

The 𝑡𝑡𝑡𝑡-quark has been observed at Tevatron and 
LHC accelerators in proton-antiproton and proton-
proton collisions respectively. At an early date it is
planned to study the 𝑡𝑡𝑡𝑡-quark at HL-LHC project [34,
35], which represents a significant modernization of 
the LHC. The main goal of this is to increase the 
luminosity of the accelerator by 10 times in 
comparison with LHC and to increase the total 
center-of-mass energy of the proton-proton collision 
(�𝑠𝑠𝑠𝑠𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 = 14𝑇𝑇𝑇𝑇𝐺𝐺𝐺𝐺𝑇𝑇𝑇𝑇).

The project annual integrated luminosity of HL-
LHC for the CMS and ATLAS installations is

𝐿𝐿𝐿𝐿𝑡𝑡𝑡𝑡𝑐𝑐𝑐𝑐𝑡𝑡𝑡𝑡 = 300𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏−1

which means approximately 3 billion paired and 
1 billion single 𝑡𝑡𝑡𝑡-quark production events over the 
full design life of the accelerator over ten years. For 
a comparison, during 2017 year an integrated 
luminosity of 45𝑓𝑓𝑓𝑓𝑏𝑏𝑏𝑏−1was obtained at the CMS 
facility.

The main characteristics of the LHC and future 
accelerators are listed in Table 4. The behavior of 
the cross sections for 𝑡𝑡𝑡𝑡𝑡̄𝑡𝑡𝑡 production of a pair of 
quarks and single production of 𝑡𝑡𝑡𝑡-quarks are shown 
in Figure 16.

Table 4. Comparison of the main characteristics of LHC and future accelerators [34, 36, 37]. We listed the center of mass energy of
colliding particles, the peak luminosity 𝐿𝐿𝐿𝐿 and the integral luminosity ∫𝐿𝐿𝐿𝐿, the average number of accompanying interactions <𝜇𝜇𝜇𝜇> for a
single intersection of bunches

Accelerator √𝑠𝑠𝑠𝑠,𝑇𝑇𝑇𝑇𝐺𝐺𝐺𝐺𝐺𝐺𝐺𝐺 𝐿𝐿𝐿𝐿, см−2 ∙ с−1 �𝐿𝐿𝐿𝐿 , аб−1 𝜇𝜇𝜇𝜇 >

LHC 7-13 ≈ 1034 0.3 10-40
HL-LHC 14 1035 3 140-200
HE-LHC 27 2.5 × 1035 12 800

SppC 75 1.2 × 1035 15 400-500
FCC-hh 100 3 × 1035 30 500-1000
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Figure 16 – Plot of 𝑡𝑡𝑡𝑡-quark production cross section versus of the total energy of colliding protons
in the system of centers of mass for the processes of paired and single production

in the 𝑠𝑠𝑠𝑠−, 𝑡𝑡𝑡𝑡−, 𝑡𝑡𝑡𝑡𝑊𝑊𝑊𝑊 − channels according to NLO calculations in MCFM. The experimental data were taken from [38-45]

Another accelerator is the developing FCC-hh 
accelerator. The nearest possible launch date for this 
accelerator may be 2043 year. 

The main goal of this project is to create a 
proton-proton collider capable of achieving a record 
value of collision energy in the center-of-mass 
system equal to 100 TeV. Also planned to create
the electron-electron accelerator FCC-ee, as an 
intermediate stage in the development of FCC-hh
and the accelerator HE-LHC. Proton-proton collider
HE-LHC uses the existing LHC tunnel and obtains 
the energy of 27 TeV by using the technology of 
FCC-hh accelerator [36].

Conclusion

The 𝑡𝑡𝑡𝑡-quark is the heaviest elementary particle 
in the Standard Model and plays a unique role in 
particle physics. Due to large mass of the 𝑡𝑡𝑡𝑡-quark 
and extremely short lifetime There are no hadrons 
consisting of a 𝑡𝑡𝑡𝑡-quark in nature. Lifetime of the 𝑡𝑡𝑡𝑡-
quark is much shorter than the time required for the 
creation of quark-antiquark  bound states from the 
vacuum and the formation of hadrons. So it gives 
the possibility to study the fundamental properties 
of a 𝑡𝑡𝑡𝑡-quark that are not masked by hadronization 

effects. Predictions of the characteristics of various 
interactions involving the 𝑡𝑡𝑡𝑡-quark have high 
theoretical accuracy, as well as 𝑡𝑡𝑡𝑡-quark has large 
production cross section which makes it a unique 
laboratory for testing the Standard Model and 
beyond. In experiments at the LHC in the first and 
second sessions of operation, the 𝑡𝑡𝑡𝑡-quark mass, the 
cross sections for pair and single production, the 
mixing parameter Vtb, various distributions and spin 
correlations, and the cross sections for processes 
with a dominant contribution of virtual 𝑡𝑡𝑡𝑡-quarks 
have already been measured with a sufficiently high 
accuracy as the creation of the Higgs boson in a 
gluon-gluon fusion, the constants of the Yukawa 
interaction with the Higgs boson, and others. We 
determine the restrictions on the anomalous 
parameters of the interactions of the 𝑡𝑡𝑡𝑡-quark with 
gauge bosons, on the masses various resonances
decaying into states containing an 𝑡𝑡𝑡𝑡-quark, into the 
parameters of theoretically possible interactions 
with violation of flavor.

The top quark is a key element in almost all SM 
extensions. We expect that the study of 𝑡𝑡𝑡𝑡-quarks 
will continue to be that portal that leads to new 
discoveries and will allow us to take a new step in 
understanding the structure of the depths of matter. 
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This will also mean a qualitatively new level in 
understanding the structure of the Universe, because 
in the first instant after its birth, various processes 
took place in the Universe, in particular, processes 
involving the 𝑡𝑡𝑡𝑡-quark.

The top quark is a key element in almost all CM 
extensions. We expect that the study of the 𝑡𝑡𝑡𝑡-quark
will continue to be that portal which leads to new 
discoveries and will allow us to take a new step in 
understanding the structure of matter in depths. This 
will also mean a qualitatively new level in 
understanding the structure of the Universe, since in 
the first moment after its birth, various processes 
took place in the Universe, in particular, processes 
involving the 𝑡𝑡𝑡𝑡-quark.
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Inflation in modified quantum gravity with a fermion field

Abstract. Viable inflation of modified nonuniform isotropic 𝐹𝐹𝐹𝐹(𝑅𝑅𝑅𝑅) gravity with a fermionic field of
f-essence is investigated using the quantum approach. The action of which is 𝑆𝑆𝑆𝑆 = ∫𝑑𝑑𝑑𝑑4𝑥𝑥𝑥𝑥�−𝑔𝑔𝑔𝑔[𝐹𝐹𝐹𝐹(𝑅𝑅𝑅𝑅) +
𝐿𝐿𝐿𝐿𝑚𝑚𝑚𝑚], where R is the curvature scalar, and Lm is the matter Lagrangian. In this case, we consider a 
non-minimally coupled fermionic field f-essence, the Lagrangian of which is denoted by 𝐾𝐾𝐾𝐾(𝑌𝑌𝑌𝑌,𝑢𝑢𝑢𝑢) by a
function depending on Y-kinetic and u potential arguments. The equations of motion of this model are 
obtained for the homogeneous and isotropic Friedman-Robertson-Walker space-time. As 𝐹𝐹𝐹𝐹(𝑅𝑅𝑅𝑅) we 
consider the generalized Horava-Lifshitz quantum gravity function. In 2009, Horava proposed a new 
approach to studying membranes in the theory of quantum gravity, known as the Horava-Lifshitz 
gravity.The peculiarity of Horava-Lifshitz gravity is that it is renormalizable. Further, the particular case 
of 𝐾𝐾𝐾𝐾(𝑌𝑌𝑌𝑌,𝑢𝑢𝑢𝑢) = 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 𝑌𝑌𝑌𝑌 + 𝑢𝑢𝑢𝑢 is investigated in detail. The parameters of describing the current accelerated 
expansion of the Universe are obtained and the explicit form of the connection of matter with space-time 
ℎ(𝑢𝑢𝑢𝑢) is determined. The inflationary period of the evolution of this model is also investigated. To 
describe the inflationary period, the form of the Hubble parameter and the slow roll-off parameter, as well 
as other inflationary parameters, were determined. The presented results are compared with the 
observation results. The analysis of the results coincides with the observation data at certain values of the 
integral constants in the solutions.

Key words: 𝑓𝑓𝑓𝑓 -essence, inflation, Friedman-Robertson-Walker metric, Horava-Lifshitz gravity, 
𝐹𝐹𝐹𝐹(𝑅𝑅𝑅𝑅) gravity.

Introduction 

At present, from observations of type Ia 
supernova explosions [1,2], it became known about 
the accelerated expansion of the Universe. Scientists 
believe that the reason for this phenomenon is the 
strength of the alleged hypothetical "dark energy". 
After the birth or the so-called Big Bang, our 
Universe also expanded rapidly. Scientists called 
this era inflation. However, there is still no unified 
theory describing these periods of the evolution of 
the Universe. In an attempt to create such a theory, 
scientists have proposed various models. These 
models can be divided into two main classes: this is 
a modification of Einstein's theory of relativity or 
the introduction of a previously unknown substance 
of "dark energy"

In addition, due to the difficulties of 
constructing a general theory взаимосвязьthat 
unifies the two fundamental theories of general 
relativity and quantum mechanics, it also led to a 

modification of the theory of gravity. Meanwhile, it 
is assumed that matter fields (bosons and fermions) 
arise from superstructures (for example, Higgs 
bosons or superstrings), which, undergoing certain 
phase transitions, generate known particles. With 
that it is assumed that geometry (for example, the 
Ricci tensor or the Ricci scalar) interacts directly 
with the quantum fields of matter. This interaction 
necessarily modifies the standard theory of gravity, 
that is, the Lagrangian of gravity plus the effective 
fields are modified compared to the Einstein field.

Since 2009, the quantum theory of gravity by 
Horava-Lifshitz has established [3]. This approach 
is most likely manifested Based on this approach the 
influence of communication in the dimension of 
space-time. This approach takes into account the 
influence of relationships when assessing spatial and 
temporal characteristics. One of the main 
characteristics of this formulation is to abstain from 
specific Lorentz invariance so that it can be 
recreated when considering low energies as an 

https://orcid.org/0000-0003-0044-7323
https://orcid.org/0000-0003-0160-0422
https://orcid.org/0000-0002-7047-4370
https://orcid.org/0000-0001-7052-8116
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approximate symmetry. Although this theory 
describing gravity is fundamental, some problems 
remain unanswered (for example [4-9]) related to 
detailed balance, with strong couplings, an extra 
spread degree of freedom of dissemination, the limit 
of general relativity (infrared), a relationship with 
alternative gravitational theories and other 
problems. Moreover, the investigation of 
Horava-Lifshitz gravity in the spatially flat 
Friedman-Robertson-Walker cosmology (FRW) 
determine that its describing cosmology [10] is 
analogical with ordinary general relativity. Although 
effective dark matter can act as a kind of integration 
constant in Horava-Lifshitz gravity. Consequently, 
there is no natural way (without additional fields) to 
obtain an accelerating Universe from 
Horava-Lifshitz gravity, let alone a unified 
description of early inflation with late time 
acceleration.

Inflation was proposed by Guth and Sato 
[11-13] several years ago to address the initial 
conditions of the Friedman universe, and today the 
idea is well accepted, according to which the 
Universe has undergone a period of strong 
accelerated expansion after the Big Bang. Although 
the arena of early acceleration models is quite large, 
the constraints that a theory must satisfy in order to 
reproduce the latest cosmological data [14,15] are 
rather restrictive (see [16-20] for a general overview 
of inflation).

Inflation occurs in Planck time (~10–35/–36

seconds) and leads to thermalization of the 
observable Universe: as it accelerates expansion, the 
small initial velocities within the causal area become 
very large, and the horizon and flatness problems 
can be well explained. To cause acceleration, 
repulsive gravity is needed. All data indicate that 

inflation was realized with the help of the (quasi) de 
Sitter solution, but for the restoration of a Universe 
dominated by radiation / matter, a mechanism for a 
quick exit from the acceleration regime is necessary.

In this paper, we investigate the inflation of 
modified quantum gravity with a fermionic field. 
The generalized F(R) Horava-Lifshitz gravity is 
considered as a modified quantum theory of gravity.

Model. Let's first examine the dynamics of the 
f-essence for the quantum modelof F(R) gravity at 
FRW space-time

,)()(= 2

1=

2222 i

i
dxtadtcds ∑+−     (1)

where )(ta is the scale factor.
The action for F(R) gravity is given as follows

],)([= 4
mLRFxedS +∫          (2)

here gee i −=)(det= µ , R is the curvature scalar 
and Lm is the matter Lagrangian. The generalized 
Horava-Lifshitz curvature proposed in [21] is 
considered as the curvature of space-time:

,6)433(1= 2

2

a
a

a
aR



µµλ ++−       (3)

where the dot means the time derivative.
According to [21], consider the action described 

above as a representation of a evalution system in 
which a – scale factor and R – scalar curvature are 
executed as independent non-stationary variables.
Thus, action (2) can be rewritten as

2
3

2= ( , , , ) = ( ) ( ) 3(1 3 4 ) 6 2 ( , )a aS L a a R R dt a h u F R R K Y u dt
a a

ν λ µ µ
    − − − + + +   

    
∫ ∫

 



 (4)

where ),( uYK is the Lagrangian of the f-essence, 
ψψ=u , T),,,(= 3210 ψψψψψ is a function of 

the fermionic field, and 0= γψψ + denotes its 
conjugate function, dRRdFa )/(= 3ν is the 
Lagrange multiplier and can be determined by 
changing the Lagrangian with respect to the scalar, 
which gives Fa ′3=ν ; in what follows, the 
curvature derivative R will be denoted by a prime. 

In addition, the kinetic part is determined by the 
following expression:

( )[ ]ψψψψ µ
µµ

µ Γ−Γ 

 DDiY
2
1=       (5)

here the differential operator µD is defined as the 

covariant derivative and i
ie γµµ =Γ . Dirac matrices 

µΓ of curved space-time:
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where the gamma matrices are of the form
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where 1)(1,= diagI and kσ are Pauli 
matrices, defined as

1 2
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Then the kinetic part for the FRW metric takes 
the form

).(
2
1= 00 ψγψψγψ 

 −iY        (9)

Finally, the effective Lagrangian from action (4) 
has the form

3 3 2

2 2 3

= 3(1 3 )
6 6 2 ,u

L a hF hF a R a ahF
aa h uF aa hF R a K
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µ µ
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subscripts denote derivatives with respect to the 
given parameters.

Using the Euler-Lagrange method to (10), we 
obtain the equations of motion for the spinor field 
and the complex field conjugate to
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where
a
aH


= Hubble parameter.

Next, we obtain the FRW equations for pressure

,=)3(2 2
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From the conservation of energy
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one can obtain the FRW equation for the energy 
density

.=3 2
fH ρ            (16)

The expressions for the energy density fρ and 

the pressure fp of the fermion field have the form
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To solve the system of equations of motion, we 
first consider equations (11) and (12). We multiply 
equation (11) by ψγ 0 and equation (12) by ψγ 0 ,
then summing these equations, we get the 
expression:

,3=
YK

KH
u
u 



−−           (19)

whose solution has the form

,= 3
0

YKa
uu             (20)

where 0u is the constant of integration. Next, we 
get differential equality with separated variables, 
which will be equal to the constant

2

2 2 =
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h K
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(21)

Consider the f -essence Lagrangian in the form

,l= unYK +            (22)

substituting into the left-hand side of equation (21), 
we obtain the connection of matter with space-time 
as

,
2

= 1

2

C
C

u
C
uh ++         (23)

then dividing the variables on the right-hand side of 
the equation, we obtain the equality

2= [3(1 3 6 ) 6 ] =

= ,
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(24)

then the solution

,
)433(1

)
=

0(
6

)436(1

2

µλ

µ
µλ

+−
−

−
+−

−
GeH

tt

      (25)

that is, the Hubble parameter changes exponentially 
as

,)0( tteH −−γ~            (26)

where 
µ

µλγ
6

)433(1= +−
, hence the scale factor 

will take the form

,
)

= 0( tt
eea

−γ
           (27)

also, from equation (24), the following dependence 
can be determined

.)( 0RRRF +~            (28)

Inflation. Consider an inflationary model with a 
minimum kinetic term, in which the behavior of the 
system is described by the FRU and Dirac 
equations. To describe evolution, it is convenient to 
introduce the functions of the Hubble flow, which 
are determined by the formula

0,,
d
l

1 ≥−≡+ n
N

nd n
n

ε
ε        (29)

where HH ni /i0 ≡ε is the slow roll parameter. By 
definition, inflation is a phase of accelerated 
expansion 0>/aa or 1<1ε , which is the same. 
The de Sitter quasi solution of inflation evolves with 
(positive) Hubble flow functions

,2=,=
1

1
2221 ε

εεε
HHH

H
H
H

H
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



≡+−− (30)

which should remain small until the end of inflation, 
when the acceleration ends 11 ≅ε ( 0<H ), 
therefore, in the model under study, the parameters 
of the Hubble flow have the same form

.)== 0(
21

tte −γεε          (31)

Also consider the number of е-folds remaining 
until the end of inflation
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where )(,)( fi tata 80/5000 are scale factors at the 
beginning and at the end of inflation, respectively. 
The total number of inflation is determined as 
follows

,)(=
)(
)(ln f

iii

ff dttHt
ta
ta

t∫







≡N      (33)

and in order to have thermalization at the end of 
inflation, we must require, according to the CMB 
fluctuation spectrum, 65<<55 N . Thus, the 
spectral index sn and the tensor-scalar relation r
are derived from the expressions below

,16=,21= 121 εεε rns −−      (34)

where 1,2ε are evaluated to N=N . The latest 
cosmological data from the Planck satellite [15] 
limit these indices as follows: 

)CL(68%0.00730.9603=s ±n and 
)CL(95%0.11<r .

Conclusion

This article discusses a complex gravity model 
within the framework of the Horava-Lifshitz theory 
for the f-entity. Studies have shown that when 
considering the Lagrangian (22) f-essence, the scale 
factor of this model grows exponentially (27), which 
indicates an accelerated expansion of the Universe. 
Compared to de Sitter's standard solution, this gives 
the universe a much faster acceleration. A linear 
dependence of the function on the scalar was also 
found. The results obtained coincide with the data of 
current observations.
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Transition to mammography in the regular computed tomography simulation and reconstruction 
software

Abstract. This paper presents a modification of the previously developed and maintained computed 
tomography simulation and reconstruction software for the mammography case. New additional modules
are designed to process the mammography data. Mammography provides incomplete information about the 
subject taken from the limited number points of view but as a result has potentially minimized exposure to 
radiation for the biological tissue under study. We implement this method by providing new standalone
independent mammography modules in our software package. These modules are responsible for creating 
the projections’ set according to the operator’s input of exposure angles, phantom’s structure, and other 
multiple recording parameters. These additional modules reconstruct the data from these generated sets of 
projections or take the real medical data as input. Contrast and features’ recognition are particularly
important elements of the study due to the limited number of projections in set. Our software could be used 
in combination with any real commercial mammography scanner as well as for research purposes to train 
medical and physics personnel and study for novel methods of contrast and image enhancement.

Key words: Computed tomography, mammography, X-rays, FDK algorithm, backprojection, image 
reconstruction.  

Introduction

Computed tomography (CT) is essentially a 
medical diagnostic and screening procedure 
employing the soft part of the X-ray spectrum 
generated by a tube operated at about one hundred of 
kilovolts and less. The known modifications of this 
modality, suited for different parts of the human 
body, are projection radiographic imaging and X-ray 
mammography [1].

Due to an ionizing nature of X-ray radiation 
mammography is considered as recommended for the 
“women who place a higher value on the potential 
benefit than the potential harms” [2]. Screening and 
diagnostic mammography radiation doses may be as 
high as 36 mGy per person, see [3], [4]. [5]. Thus, a 
great number of efforts are dedicated to make 
medical screening procedures safe. Localizing the 
area of exposure to the organ of interest is a part of 
these efforts. Human breasts are paired organs and 

represent complex body parts rich in blood vessels 
and connective tissues with distinct particularities 
depending on the age and health group [6].

The question of good image contrast and 
resolution is of utmost importance due to the complex
nature of the tissue under study. The imaging artifacts 
come in abundance due to the complexity of the 
tissue of interest but could be verified by other
imaging modalities like magnetic resonance imaging,
etc., see [7]. The rich physics of X-ray interaction 
with breast tissue [8] and imperfections in numerical 
reconstruction procedures are the other major sources 
of imaging artefacts. Besides this, the hardware itself, 
like the ever-increasing size of the flat detectors,
causes the multiple artefacts like scatter artefacts in 
the study of Wei Zhao et al., [9].

The simulations of this particular imaging 
technique are of big interest and importance [10]. All
these studies are strongly dependent on the phantom 
in use, see [11], [12]. In general, they are roughly 
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falling into two groups of digital and real physical 
anthropomorphic phantoms. Real physical phantoms 
require tedious systematic studies of the tissue’s 
absorption properties complimented by studies of 
synthetic and biological materials used to mimic 
these tissues, see [13], [14]. Unique combination of 
the digital and real physical phantom has been 
demonstrated using a 3D printer [15]. Nowadays, the 
3D printing material could be anything starting from 
plastic and ending with stem cells.

Ideal CT case assumes that the phantom is 
recorded from as many angles as possible, so the 
contrast variation at two adjacent points will be 
maximized by a contribution from as many 
projections as possible. The lack of this data, random 
and systematic variations in recording and 

reconstruction conditions, as well as the imperfection
of our computer model incapable of grasping the 
whole multitude of physical phenomena contributing 
to the case lead to numerous imaging artifacts [16]. 

Mammography, due to the limited range of 
exposure angles, needs additional efforts to 
preprocess and postprocess the images, plus the 
introduction of several filtering techniques, etc. 

Methods and materials

Mammography modules were built using the 
framework of the CT project developed in [17]. On 
the next Figure 1, the map of the project, including 
all main classes, input and output text, and graphical 
data are shown.

Figure 1– The map of the original CT project files and classes (shown as green) including the input files (shown as grey), 
generated text (shown as grey as well) and image outputs (orange rectangles). 

The independent X-ray projection generation and CT image reconstruction parts are shown separately, 
in blue and red rectangle areas correspondingly.

Two, to the great extent independent, modules for 
producing X-ray projections and reconstructing the 
CT image from them are shown separately, see 
enclosing blue and red rectangles.

Original data with information about the project 
directories and folders, selected recording and 
reconstruction regime, the elements and compounds 
used in simulation, the size and orientation of the 
reconstructed slices and digital phantom, Fourier 
space filtering techniques for images, the number of 
projections generated during recording stage and 
number of them used in reconstruction (not 
necessarily the same number) and complete 
description of the digital phantom are given in the 
input_file.txt. 

The digital phantom is generated by the 
Phantom.h/Phantom.cpp class according to the input 
data in input_file.txt file. For the record and possible 
future modifications, the replica of the phantom is 
saved in phantom.txt file.

Another class GenerateMu.h/GenerateMu.cpp is 
responsible for mapping the data in the original 
absorption coefficients database files like 
Vacuum.txt, Helium.txt etc. files onto X-ray source 
spectrum energy grid given in the 
spectrum_600kv_1000mGy.txt file. As a result of 
this procedure, we have compare_mu_data.txt file 
containing information about the absorption
coefficients for all elements used in this particular 
digital phantom mapped to the energy grid of the 
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source X-ray spectrum using the linear interpolation 
method. This file is also created just for the records 
and to verify the correctness of information kept in 
the memory and used for phantom tracing procedure.

The main.cpp part of the project coordinates the 
work of these two classes and using the object tracing 
functionality of the class Phantom.h/Phantom.cpp 
generates a series of X-ray projections 
projection_9.png, projection_10.png etc. shown in 
orange color on the same figure. The projections 
could be generated with additional Gauss blur and 
noise added to simulate the real conditions, see 
projection_9_gauss.png, projection_10_noise.png 
data.

The data generated by this part of the project is 
used for further reconstruction procedure by 
Loadprojection.h/Loadprojection.cpp class to 
produce slice_image.png CT image.

Figure 2 shows, from top to bottom, the original 
X-ray projection recorded from our digital phantom 
at zero rotation angle, the central slice of this 

phantom reconstructed by a regular CT 
backprojection algorithm using our simulation and 
reconstruction software and the mammography slice 
taken at the same location using the modified
software package. It takes 365 X-ray images to 
produce a single CT slice image (b) and 179 for the
mammography scan slice (c). It takes 150 and 70 
seconds to produce images (b) and (c).

The apparent nonuniform intensity distribution 
across the phantom is inherited by the mammography 
case and strongly exaggerated by the absence of 
approximately half of the projected data compared to 
the regular CT case. 

Our digital phantom is constructed as a half of the 
ellipsoid squeezed along one of the axes to mimic the 
real mammography recording condition when the 
human breast is placed between two plates 
transparent to the X-ray radiation and designed to 
keep the object immobile. This procedure flattens the 
breast to some extent, decreasing the effective 
thickness of the breast tissue.

The ellipsoid is made of adipose tissue which is 
basically the fat or triglyceride [18]. The interaction 
with X-ray radiation is described through the regular 
absorption and dissipation mechanisms coded in our 
numerical tracing procedure. The absorption and 
dissipation are quantified in the database of the X-ray 
mass attenuation coefficients from the “NIST 
Standard Reference 

Database 126” [19]. Compare to the widely used 
Monte-Carlo methods for simulation [20] of the 

particles’ ensemble and the other statistical events 
with some probability distribution function, this 
type of simulation [21],[22] is much easier but still 
produces physically sound results. For the photons’ 
energy ranged from 1 and up to 2000 KeV, the mass 
attenuation coefficient µ/ρ, where ρ=0.95 g/cm3 is 
the density of the tissue, takes the values from 
2.628x103 cm3/g down to 1.698x103 cm3/g. This 
absorption properties are mainly defined by the
chemical composition of adipose tissue having 

(a) (b) (c)

Figure 2 – (a) The 1024x1024 pixel image of the X-ray projection taken at 0-degree angle of rotation during a regular CT scan;
(b) The 675x675 pixel image of the CT slice reconstructed at the central plane; (c) The 675x675 pixels image 

of the mammography slice reconstructed at the same plane; Every slice in figures (b) and 
(c) is produced by summation of 11, one voxel thick, slices grouped around the target cross section at 338 voxel mark.
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hydrogen (H), carbon (C), and oxygen (O) roughly 
in 1:5:2 ratio.

Figure 3 gives a comparison of the CT and 
mammography recording geometries. The top part 
(a) of Figure shows the sketch of the regular CT scan 
with the digital phantom aimed to resemble a human 
breast. The source and detector are moving around 
the phantom to produce multiple X-ray images taken 
and different angles of rotation. The middle picture, 

part (b), shows the same CT geometry but from the 
top view, along the Z axis and the transformation 
needed to be taken to perform the mammography 
scan are shown at the bottom. In part (c), of the Figure 
3, we move the detector plane in the immediate
vicinity of the phantom and fix it there, which 
minimizes the movement artefact and radiation 
dosage to achieve the reasonable contrast and confine 
the source movement to the half of the ZY plane.

The other recording condition assumes that in 
both cases the exposition camera is filled with dried
air. This was taken into account while tracing the X-
ray outside the phantom. The principal axes of the 
ellipsoid are 1024, 512, and 256 voxels and the 
numerical simulation resolution of 72 voxels per 
centimeter translates it to 14x7x4 centimeters.

The actual size of the phantom simulation
volume, available for filling it with an arbitrary
combination of objects of various shapes and 
materials, is shown by the dashed line paralepidid 
sized in 512x256x512 voxels. The size of the 
ellipsoid that does not fit into this volume is 
automatically being cut off from simulations. The 
distance from the center of the phantom to the center 
detector is 1040 voxels (14 cm) and the distance from 
the source to the phantom is 2000 voxels (28 cm). 
The detector’s size is assumed to be 1024 by 1024 
voxels. The size of the reconstructed slice images, see 
Figure 2, is controlled by the FOV (Field of View) 
parameter which is taken to be 675 by 675 voxels.

Besides the regular filtering techniques of the 
FDK method, there is the slice half thickness 
parameter, that is, how many 1 voxel thick slices 
times two plus one are added to one image to increase 

SNR (signal to noise) ratio and overall contrast of the 
images.

Rather than building a complete numerical ductal 
network in the digital breast phantom [23], we 
wanted to qualitatively describe the methods’ 
resolution, and so the phantom was filled with empty
spheres of gradually decreasing size placed along the 
biggest axis of the ellipsoid. The diameters of the 
spheres are 128, 64, 32, 16, 8, and 4 voxels 
correspondingly, which makes them 1.78, 0.89, 0.44, 
0.22, 0.11 and 0.06 cm small. Similar periodic 
structures of variable size to test resolution were used 
in [24]. In all cases, the central slice in ZX plane was 
reconstructed as an obvious choice to maximize the 
contrast and uniformity of illumination conditions.

The closer look at Figures 3 (b) and (c) tells us 
that the mathematical description of the 
backprojection algorithm stays precisely the same for 
the mammography case as long as we preserve the 
direct mapping from the projections onto the plane of 
the reconstructed slice. The addition of the imaginary 
plane to Figure 3 (c) placed perpendicular to the 
source’s beam and following the source from left to 
the right in a circular path, staying behind the 
phantom makes this statement clear.

(a) (b) (c)

Figure 3 – From top to bottom: (a) The 3D sketch of the regular CT scan of the phantom under consideration (not to scale); 
(b) Top view of the same scheme showing the position of the phantom relative to the fixed XYZ coordinate system; 

(c) The same setup transformed to the mammography case.
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The X-ray spectrum was taken for the G-297
rotating anode X-Ray tube from the Varex Imaging 
data specification for 100 KeV with a maximum peak 
fluence of 1.57x107 photons per mm2 at 8.5 KeV, see 
Figure 4. 

Total fluence is summed up to 3.61x108 photons 
per mm2 and the average energy is 35 keV. HVL 
(Half Value Layer) for Al and Cu are 0.0634 and 
0.0089 mm correspondingly. Specific air kerma was 
set for 100 mGy. This particular X-ray spectrum was 
used for numerical simulations of the phantoms 
described previously in the text.

The universal reconstruction method described 
by the well-known FDK algorithm named after 
Feldkamp, Davis, and Kress, see [25]. For finite 
number of projections, FDK algorithm could be 
described as a summation of the previously recorded 
projections back on the plane of interest, see next 
equation (1)

𝑓𝑓𝑓𝑓(𝑥𝑥𝑥𝑥,𝑦𝑦𝑦𝑦) = ∆𝐵𝐵𝐵𝐵�
1

𝑈𝑈𝑈𝑈2(𝑥𝑥𝑥𝑥,𝑦𝑦𝑦𝑦,𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖)

𝑀𝑀𝑀𝑀

𝑖𝑖𝑖𝑖=1

𝑄𝑄𝑄𝑄�𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 , (1)

where 𝑄𝑄𝑄𝑄�𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 stands for projection selected from the 
series of the recorded ones and selected for 
backprojection, 𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖 is the rotation angle for the source-
detector couple for this particular projection and 
∆𝐵𝐵𝐵𝐵 = 2𝜋𝜋𝜋𝜋/𝑀𝑀𝑀𝑀, where М is the total number of 
projections, in general recorded from 0 to 2π value of 
𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖. Normalization factor 𝑈𝑈𝑈𝑈2(𝑥𝑥𝑥𝑥,𝑦𝑦𝑦𝑦,𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖) have somewhat 
complex structure depending on the geometry of the 
source beam, its trajectory and other factors and has 
explicit dependence on x and y, in case of a simple 

parallel beam geometry. In simple cases it is just a 
scaling factor. Tilda sign, which is used in 𝑄𝑄𝑄𝑄�𝛽𝛽𝛽𝛽𝑖𝑖𝑖𝑖
projection’s notation, expresses the fact that the 
original projection has been filtered in Fourier space 
by 𝐻𝐻𝐻𝐻(𝑤𝑤𝑤𝑤) filter, see the next expression

𝐻𝐻𝐻𝐻(𝑤𝑤𝑤𝑤) = |𝑤𝑤𝑤𝑤|𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤(𝑤𝑤𝑤𝑤)

and 𝑏𝑏𝑏𝑏𝑤𝑤𝑤𝑤(𝑤𝑤𝑤𝑤) = �1, |𝑤𝑤𝑤𝑤| < 𝑊𝑊𝑊𝑊
0 , |𝑤𝑤𝑤𝑤| ≥ 𝑊𝑊𝑊𝑊 

(2)

This partially solves the reconstructed image 
smearing caused by the presence of the projections’ 
data in the areas otherwise containing no real image.
The W value measures the size of the frequencies’ 
window in Fourier space. The value of τ is the 
sampling rate for the digital image of the projection
and directly relates to the size of its pixels. 

With the ability to reconstruct cross-section
images from the sequence of real data taken from 
medical or experimental CT scanners, our software is 
now capable to produce the full-scale CT and 
mammography simulation of different digital 
phantoms of high resolution and complex, user-
defined structures. The 8-core Intel Core i7-4790K 
desktop computer with 32 Gb RAM was used for 
simulations.

Results and discussion

The input_file.txt, if modified to work in the 
mammography case, requires a couple of yes flags on
lines 4 and 5 to set the mammography case and 
specify that the generated projection will be stored 
locally on the hard drive and to the directory specified 
by the path on line 3. The value of 
source.to.phantom:2000  still needs to be defined 
explicitly on line 10, although the value of 
phantom.to.detector is irrelevant now and filled with 
arbitrary digits, because it will be recalculated in the 
code to move the object close to the detector:

1 path.mu.data:Attenuation coefficients\\NIST 
compounds\\ 

2 path.spectrum.data:100kV.txt 
3 path.projection.data:C:\\CT_project\\mammography\\ 
4 mammography.yes 
5 projections.yes
6 element.id:Vacuum.0
7 element.id:Air, Dry.1
8 element.id:Water, Liquid.2
9 element.id:Adipose Tissue.3
10 source.to.phantom:2000 
11 source.elevation:0
12 phantom.to.detector:99999999 

Figure 4 – TASMICS [26] (tungsten anode spectral model using
interpolating cubic splines) spectrum at specified air kerma 
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13 field.of.view:512
14 slice.plane:XY
15 target.cross.section:320
16 slice.half.thickness:0
17 zero.padding.factor:0
18 cut.background:0.0
19 tukey.window.alpha:0.0
20 detector.width:1024
21 detector.height:1024
22 start.angle:-89 // from a lesser number to bigger one
23 end.angle:89
24 projections.number:179
25 image.compression:9

The lines 13 through 19 define the orientation, 
size and graphics properties of the reconstructed 
mammography slice. Lines 20 through 25 give the 
size of the detected X-ray projection, and the start and 
end angle for the total number of 181 projections 
taken with 1 degree step.

The parsing of the input_file.txt takes place in the 
main.cpp block, thus, historically, the loop initiating 
the recording of consecutive projections, that is the 
rotation of the source/ detector pair also resides in 
main.cpp. In order to initiate the recording of the 
sequence of mammographic projections, we need to 
go through the following steps:

1 float t_before = 0, t_after = 1.0;
2 int m_amo = 0;
3 //Phantom tracing and creating the projections
4 for(float d_egree=start_angle; d_egree<=end_angle;d_egree+=degree_step){
5    if (mammography_yes==0){
6       int shift_degree=int(d_egree)%90;
7       t_before=(float(source_to_phantom)-(float)sin((45.0f+shift_degree)/180.0f*pi)
8                *float(max_dim)/1.4142f)
9                /float(source_to_phantom+phantom_to_detector);
10       t_after=(float(source_to_phantom)+(float)sin((45.0f+shift_degree)/180.0f*pi)
11               *float(max_dim)/1.4142f)
12               /float(source_to_phantom+phantom_to_detector);
13       p_hantom.create_projection(-source_to_phantom,source_elevation,
14                                   phantom_to_detector,d_egree,detector_width,
15                                   detector_height,interpolated_mu_data,
16                                   muvalues.s_pectrum,interpolation_points,
17                                   elements_count,muvalues.total_hw, 
18                                   image_compression,voxels_per_cm,t_before,t_after,

                                     m_amo, projections_dir);
19       if ((end_angle==start_angle)|(projections_number == 1)){break;}
20 }
21 else{
22        m_amo = 1;
23        phantom_to_detector=static_cast<int>(depth/2.0f)+1;
24        cout << "\nThe phantom.to.detector value is set to 1/2 (half) of the
25       phantom.depth and equals to " << phantom_to_detector << "\n";
26        float source_to_detector_center=static_cast<float>(source_to_phantom
27                                        +phantom_to_detector);
28        int sourcetophantom=static_cast<int>(source_to_detector_center
29                           *cos(d_egree*pi/180.0f))-phantom_to_detector;
30        int sourceelevation=static_cast<int>(source_to_detector_center
31                           *sin(d_egree*pi / 180.0f));
32        t_before=(float(sourcetophantom)-float(depth)/2.0f)
33                  /float(sourcetophantom+phantom_to_detector);
34        t_after=(float(sourcetophantom)+float(depth)/2.0f)
35                  /float(sourcetophantom+phantom_to_detector);
36        p_hantom.create_projection(-sourcetophantom,sourceelevation,
37                                   phantom_to_detector, d_egree,detector_width,
38                                  detector_height,interpolated_mu_data,
39                                   muvalues.s_pectrum,interpolation_points,
40                                  elements_count,muvalues.total_hw,
41                                   image_compression,voxels_per_cm,t_before, t_after,
42                                   m_amo, projections_dir);
43        if ((end_angle==start_angle)|(projections_number==1)){break;}
44 }
45 }
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To compare to different recording strategies, CT 
and mammography, one should take a look, side by 
side, at lines 2-19 and 22-43.

Backprojecting part of the code is introduced into 
the Loadprojection.h/Loadprojection.cpp class. The 
snippet of the C/C++ code with the Open MP 
parallelization directives implemented by Microsoft 
in Visual Studio 2015 is listed below. As usual, the 
names of the variables have one to one correspond-
dence with the physical parameters of the real setup.

The first piece of code is given for the ZX 
orientation of the reconstructed slice. The choice of 
data acquisition scheme “mammo” and target plane 
orientation, that is along “ZX” plane, are made at the 
first line. The next lines 2 through 6 move the 

detector close to the phantom and define the 
trajectory of the source. Nested loops on lines 7, 10,
and 14 define the location of the reconstructed slice 
in the fixed (Xt,Yt,Zt) laboratory frame of reference. 
The ci and ck variables defined on lines 12 and 16 
refer to the coordinate system of the detector and map 
the data from projections taken from the phantom at 
different angles, back to the reconstructed slice 
(Xt,Yt,Zt). Multiple cores and threads supported in 
contemporary computers increase performance of the 
code by running OpenMP directives on line 9. The 
maximum performance is achieved by using this 
pragma only with one nested loop over Xt. Variable 
c_onvolved refers to the projected data convolved 
with the high pass filter in Fourier space.

1 if ((mammo == 1) && (a_ffix == "ZX")) {
2    float source_to_detector_center = static_cast<float>(-y_source + y_detector);
3    float sourcetophantom = source_to_detector_center*c_os
4                          -static_cast<float>(y_detector);
5    float sourceelevation = source_to_detector_center*(-s_in);
6    float source_to_detector = source_to_detector_center*cos(view_angle);
7    for (int Yt = t_arget - d_elta; Yt <= t_arget + d_elta; Yt++) {
8       float Yp = static_cast<float>(Yt) - half_slice;
9       #pragma omp parallel for
10       for (int Xt = 0; Xt < slice_size; Xt++) {
11          float Xp = static_cast<float>(Xt) - half_slice;
12          int ci = static_cast<int>(Xp*source_to_detector / (sourcetophantom + Yp)
13                 + static_cast<float>(w_detector) / 2.0);
14          for (int Zt = 0; Zt < slice_size; Zt++) {
15             float Zp = static_cast<float>(Zt) - half_slice;
16              int ck=static_cast<int>(sourceelevation - (sourceelevation - Zp)
17                    *source_to_detector/(sourcetophantom + Yp)
18                    +static_cast<float>(h_detector) / 2.0);
19              if ((ck >= 0) && (ck < h_detector) && (ci >= 0) && (ci < w_detector)) {
20                 slice.at<float>(Zt,Xt)+=
21                    c_onvolved.at<float>(h_detector - 1 - ck, w_detector - 1 - ci);
22              }
23          }
24       }
25 }
26 }

The float c_os = cos(-view_angle); and  float 
s_in = sin(-view_angle); variables are introduced 
out of the multiple nested loops to speedup the 
calculations and to be calculated only once per 
rotation angle.

There are two other similar blocks responsible for 
reconstruction in XY and YZ planes
correspondingly. To clarify the overall 
backprojecting geometry, they are listed below as 
well. See the next insert for the XY plane: 

27 if ((mammo == 1) && (a_ffix == "XY")) {
28    float source_to_detector_center = static_cast<float>(-y_source + y_detector);
29    float sourcetophantom = source_to_detector_center*c_os
30                          -static_cast<float>(y_detector);
31    float sourceelevation = source_to_detector_center*(-s_in);
32    float source_to_detector = source_to_detector_center*cos(view_angle);
33    for (int Zt = t_arget - d_elta; Zt <= t_arget + d_elta; Zt++) {
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34       float Zp = static_cast<float>(Zt - half_slice);
35       #pragma omp parallel for
36       for (int Xt = 0; Xt < slice_size; Xt++) {
37          float Xp = static_cast<float>(Xt) - half_slice;
38          for (int Yt = 0; Yt < slice_size; Yt++) {
39             float Yp = static_cast<float>(Yt) - half_slice;
40             int ci = static_cast<int>(Xp*source_to_detector / (sourcetophantom + Yp)
41                    + static_cast<float>(w_detector) / 2.0);
42             int ck = static_cast<int>(sourceelevation - (sourceelevation - Zp)
43                    * source_to_detector / (sourcetophantom + Yp)
44                    + static_cast<float>(h_detector) / 2.0);
45             if ((ck >= 0) && (ck < h_detector) && (ci >= 0) && (ci < w_detector)) {
46                slice.at<float>(Xt, Yt)+=
47                   c_onvolved.at<float>(h_detector - 1 - ck, w_detector - 1 - ci);
48             }
49          }
50     }
51    }
52    // for XY slice the modified factor U2 could be taken out of all loops
53    slice = slice.mul(U2);
54 }

and for the YZ plane:

55 if ((mammo == 1) && (a_ffix == "ZX")) {
56    float source_to_detector_center = static_cast<float>(-y_source + y_detector);
57    float sourcetophantom = source_to_detector_center*c_os
58                          -static_cast<float>(y_detector);
59    float sourceelevation = source_to_detector_center*(-s_in);
60    float source_to_detector = source_to_detector_center*cos(view_angle);
61    for (int Xt = t_arget - d_elta; Xt <= t_arget + d_elta; Xt++) {
62       float Xp = static_cast<float>(Xt) - half_slice;
63       #pragma omp parallel for
64       for (int Yt = 0; Yt < slice_size; Yt++) {
65          float Yp = static_cast<float>(Yt) - half_slice;
66          int ci = static_cast<int>(Xp*source_to_detector / (sourcetophantom + Yp)
67                 + static_cast<float>(w_detector) / 2.0);
68          for (int Zt = 0; Zt < slice_size; Zt++) {
69             float Zp = static_cast<float>(Zt) - half_slice;
70             int ck = static_cast<int>(sourceelevation - (sourceelevation - Zp)
71                    * source_to_detector / (sourcetophantom + Yp)
72                    + static_cast<float>(h_detector) / 2.0);
73             if ((ck >= 0) && (ck < h_detector) && (ci >= 0) && (ci < w_detector)) {
74                slice.at<float>(Zt, Yt) += 
75                   c_onvolved.at<float>(h_detector - 1 - ck, w_detector - 1 - ci);
76           }
77          }
78     }
79    }
80 }

The definition of the recording geometry 
variables takes place in all pieces of the code in the 
first five lines. The OpenMP #pragma omp parallel 
for directive is placed above the first loop over the 
current active plane. The rest of the code is about 
casting, backprojecting the scaled image from 
projections, onto the plane of interest, that is, the 
mammography image reconstruction plane. The 
image is scaled because the point-like X-ray source 
produces a divergent beam, expanding as it passes the 

space between the source and the detector, otherwise 
there will be no scaling at all.

The sample mammography data for multiple
slices in YZ plane are shown on the next Figure 5.
One can see that the general shape and location of 
the main features of the phantom are preserved 
but represent the somewhat severe quality 
degradation.  Additional filtering and 
tomosynthesis techniques are required to fully 
recover the data. As expected, the data on each 
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part of Figure 5 was undersampled due to the 
physical inability of the system to record the 
projections behind the detector when the phantom 
was placed before it. The structures that lay close 

enough to the detector are still satisfactory 
resolved. A type of ghosting artefact is visible on 
the last part (d) of the Figure 5 for the part of the 
phantom far away from the central plane.

(a) (b) (c) (d)
Figure 5 – Multiple slices taken in mammography mode from a digital breast phantom. 

Locations of the slices are at the 200, 338, 500, and 560 voxel mark. FOV size is 675 by 675 voxels. 
Number of projections used in the reconstruction are 179 evenly spaced in one degree step from -89 to +89 

angle values if counted from the negative direction of the Y axis. Reconstruction of each slice takes about 60-70 seconds.

Conclusions

New additional modules transforming our 
computed tomography software package into fully 
functional mammography mode have been
implemented. The reasonable quality data have been 
generated, although requiring further work on the 
contrast enhancement and artifact removal. The basic 
image processing has been done using the OpenCV 
image processing libraries compiled with the MS 
Visual Studio IDE compiler. The 3D reconstruction 
and data visualization from the set of backprojected 
slices are produced in Matlab. The software package 
could be used in combination with any real 
commercial mammography scanner, for the research 
purposes and to train medical and physics personnel.

The project is available for download at Github 
repository.
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Study of the mechanical properties 
of industrial plexiglas testing for flat straight bending

Abstract. The mechanical properties of industrial plexiglas (polymethylmethacrylate) of various 
sizes (lengths, widths) have been studied when tested for plane straight bending with one concentrated 
force in the middle of the sample. By a result of the experimental work, the relationship between 
deformation and stress was obtained. It is clearly shown in the work that the experimental curves 
substantially depend on the parameters of the starting materials and are satisfactorily described by a linear 
model. The slope of tangent (α) for the curves ranges from 0,32 to 0,62 %MPa-1. The dependence of a α
on the length and width of the samples changes significantly. Moreover, the maximum deformation varies 
in the range of 50 – 60 %, which confirms the dependence of the deformation properties of the material 
on horizontal components, in particular, on the length of the sample. The tensile strength of the material 
also differs between specimens of different sizes.

Key words: plexiglas, stress, deformation, mechanical properties, bending, elongation, strength.

Introduction 

Polymer composite materials through to their 
unique mechanical properties are widely applied in 
various fields of industries and have a broad range 
of applications, particularly in every day life, 
construction, automotive and aerospace [1]. For 
example, the manufacture of parts using composite 
materials makes a significant contribution to 
reducing the weight of the final product, which 
undoubtedly affects its demand in the market. There 
is considerable of interest on the part of industrial 
industry and science lately in the research of 
composite materials for this reason. In tis important 
role played by the quality of the solids, of which 
products are manufactured. Before improving its 
parameters and becoming more attractive in today’s 
competitive market, a significant number of 
companies conduct mechanical tests of materials to 
reveal their properties, as well as obtain new 
materials by mixing different components [2]. It is 
possible the find the interval of their use and prevent 
possible damage during use by examining the 
various characteristics of the products [3]. To study 
the mechanical properties of polymer composites 
are sundry kind of tests, including durability, tensile, 
compressive, tensile strength, elasticity, proportion-

nality, impact strength and elongation after fracture 
and etc. [4]. Among these influences, the flexural 
test method has some advantages, such as easy 
sample preparation (fabrication) and no gripping, 
compared to tensile testing. The most common of 
these is straight bend. Straight bending is a 
traditional test method, which is conducted with the 
shear effects and local deformation when applied on 
supports of the load. The bending test is based on 
the application of a bending force to the test 
materials [5]. Test calculates the tensile strength at 
maximum bending load. There are different 
methods of bending test materials, such as methods 
of a concentrated force that was set in the middle 
of the sample between the supports and the two 
forces applied parallel on supports. The method of 
loading a test specimen with a solid force applied 
uniformly along the specimen between the supports 
and forces, and other methods. The single 
concentrated force method is the simplest and most 
affordable method for testing. In addition, to a 
certain extent, the results depend on the shape 
loading conditions and dimensions of the samples. 
In this work, we investigated the dependence of the 
deformation on the stress of industrial plexiglas 
when tested for flat straight bending by a focused 
one force [6].

https://orcid.org/0000-0002-8872-3734
https://orcid.org/0000-0002-2075-4796
https://orcid.org/0000-0003-0230-9303
https://orcid.org/0000-0002-9871-1884
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Research methods 

Industrial plexiglas was taken as the test 
material. The samples had thickness of 1 mm, 
respectively, a width of 10 mm and 5 mm and were 
cut to different working lengths. The thickness of 
the polymethyl methacrylate samples was measured 
along the entire perimeter with a micrometer. The 
depending on the size made by a special cutting 
device which can be adjusted both the width and 
length of the sample material. The final touch in 
preparing a sample for testing is its grinding and po-
lishing, which are designed to eliminate irregulari-
ties and burrs that appear as a result of cutting [7].

Figure 1 illustrates a block diagram of the 
experimental setup that was used to investigate the 

stress-strain relationship. The setup consists of the 
following parts: a force sensor (built-in voltage cap), 
strain sensor, the device for holding a sample (right 
and left supports,as well as cantilever clamps), an 
interface to output data. The components listed 
above are located on lower part of the BI – 50
machine, equipped with a mobile mechanism [8]. 

All experimental studies were carried out on 
attest setup providing a constant loading speed of 10 
mm/min. the movement took place relative to the tip 
and supports, where the deflection was measured 
with an error of ± 5% and the load was ± 3%. The 
convergence of the tip and supports held at a 
uniform speed. Plexiglas samples were loaded in the 
center of the sample with one concentrated force 
between the supports [9].

Test sample Right and left 
support

Setting the 
distance between 

supports

Cantilever clamps on 
supports Voltage tip

Strain sensor

Power source (bursting 
installation)

Data output 
interface Plotting

Figure 1 – Installation block diagram

The calculation of the dependence of εf on σf
from the experimental data was performed by the 
following procedure. The flexural stress (σf) at 
bending z is calculated be the formula below [10]. 
The stress (σf) takes into account the contribution of 
the horizontal component of the bending moment,

,                 (1)

where b – width of the specimen (mm), L – working 
length, the distance between two support point

(mm), h – thickness of the specimen (mm), z
represents the deflection of the material in the 
middle.

Elongation was calculated as the ratio of the 
deflection to the working length of the sample (ε =
z/L). Taking into account all values, we have [10]:

              (2)

where F is bending force (N), b and h are sample’s
dimensions.
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Results and discussion

As a result of experimental studies on testing 
samples of industrial plexiglass of various sizes for 
flat straight bending, the dependences of 
deformation or strain on stress were obtained, which 
are shown in Figures 2 – 5. The figures mark the 
results of the experiment, and the lines mark the 
calculation data. The presentation of the physical 
and mechanical properties was carried out in the 
coordinates ε, σ. The relationship between stress σ
and strain ε has no physical meaning, here stress σ is 
an argument and strain ε represents a function. It 
can be seen from the figures that the dependence of 
stress on deformation is satisfactorily described by a 
linear model for all sizes:

ε=ασ,                           (3) 

where 𝜀𝜀𝜀𝜀 is deformation (%), 𝜎𝜎𝜎𝜎 is stress (MPa), α is 
the slope tangent of angle.

Figures 2 – 5 show the slope of tangent for the 
curves, which ranges from 0.32 to 0.62% * MPa-1.

The dependence of α on the length and width of the 
samples is shown in Table 1. It can be seen that with 
increasing length, the tangent of the angle increases 
for samples 10 mm wide. However, at a specimen 
length is 5 mm, a stepwise increase occurs, i.e. 
strain α increases from 0.33 to 0.45% * MPa-1, and 
then drops again to 0.32% * MPa-1 and starts to 
increase again. From which it can be concluded that 
a decrease in the width of the samples affects the 
regularity and applicability of the linear model. A 
possible reason is that, due to its base in the form of 
acrylic resins, plexiglas is capable of producing 
microcracks, which at that time affect the uniform 
distribution of force over the entire area of the 
specimen. It is logical that cutting samples 
contributes to the appearance of microcracks, 
especially in cases of small sizes. Moreover, the 
maximum deformation varies in the range of 50 –
60%, which confirms the dependence of the 
deformation properties of the material on its 
horizontal components, in particular, on the length 
of the sample. The tensile strength of the material 
also differs between specimens of different sizes.

Table 1 – Dependence the targent of the angle of slope on the length and width of the sample

Width, mm Length, mm Targent of the angle, %*MPa-1

5 20 0,33

5 30 0,41

5 40 0,45

5 50 0,32

5 60 0,35

5 70 0,40

5 80 0,46

10 20 0,37

10 30 0,41

10 40 0,48

10 50 0,50

10 60 0,55

10 70 0,57

10 80 0,62
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1 – 80; 2 – 70; 3 – 60; 4 – 50 mm
Calculation is represented by lines, experiment by figures;

Figure 2 – Represents the relationship between deformation and stress 
of an industrial plexiglas sample of various lengths and 10 mm width

1 – 40; 2 – 30; 3 – 20 mm
Calculation is represented by lines, experiment by figures;

Figure 3 – Represents the relationship between deformation and stress 
of an industrial plexiglas sample of various lengths and 10 mm width

1 – 80; 2 – 70; 3 – 60; 4 – 50 mm
Calculation is represented by lines, experiment by figures;

Figure 4 – Represents the relationship between deformation and stress 
of an industrial plexiglas sample of various lengths and 5 mm width
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1 – 40; 2 – 30; 3 – 20 мм
Calculation is represented by lines, experiment by figures;

Figure 5 – Represents the relationship between deformation and stress 
of an industrial plexiglas sample of various lengths and 5 mm width

Conclusions

In the experimental work when tested on a flat 
straight bending ratio was found between strain and 
stress for industrial Plexiglas sample. It was found 
that the maximum deformation of materials of 
various sizes varies in the range of 50 – 60 %, which 
confirms the dependence of the deformation 
properties of the material on horizontal components, 
in particular the length of the sample.

The curves obtained after the calculation 
describing the relationship between elongation (εf)
and flexural stress (σf) are satisfactorily described 
by a linear model.
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