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ON BOUNDED SOLUTIONS OF DIFFERENTIAL SYSTEMS

The question of the existence of bounded solutions on an infinite interval of a linear inhomogeneous
system of ordinary differential equations in a finite-dimensional space is considered. The study
of bounded solutions of systems of ordinary differential equations is one of the most important
problems in the qualitative theory of differential equations. In the study of the asymptotic
behavior of solutions to differential systems, the works of A. Poincaré and A.M. Lyapunov.
Various conditions for the existence of bounded solutions of a linear system of ordinary differential
equations have been obtained by many authors. Note the works of O. Perron, A. Walter,
H. Shpet, D. Caligo, N.I. Gavrilova, M. Hukukara, M. Nagumo, M. Caratheodori, U. Barbouti,
N.Ya. Lyashchenko, B.P. Demidovich, A. Wintner, R. Bellman, Yu.S. Bogdanov, Z. Vazhevsky,
N. Levinson, M. Markus, L. Cesari and others. In this paper, we establish sufficient conditions for
the boundedness of all solutions of a linear inhomogeneous system of differential equations on an
infinite interval. A coefficient criterion for the boundedness of all solutions on an infinite interval
of a linear inhomogeneous system of differential equations in a certain class of differential systems
is given. Applied methods of differential equations and function theory. The results obtained are
used in applications of differential equations and are of practical value.

Key words: solution, boundedness, system, linear, differential equation.
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Ou-Qapabu areingarsl Kaszak yarTeik, yHUBepcuTeTi, Kaszakcran, Anvars K.
e-mail: aldibekovtamashal7@gmail.com
AuddepeHnmanapik >Kyliegepaiy ImeKTey i menrimMaepi Ty pasabl

AKBIpJIBI ©JIIIeM/I1 KeHICTIKTerl KapanaiibiM uddepeHIuaiiblK TeHIEYIEPIiH ChI3BIKTHIK O1pTeKTi
eMec XKYHeCiHiH IeKci3 apabIKTa IeKTe/ITeH MenTiMIAePIiH 00Iybl TypaJibl Mocese KapacTbipblLIa-
abl. Kapamaiibiv auddepeHnuaiapik, TeHIeyIep KyHeciHiy ek eyl menmiMIepis 3eprrey aud-
depeHnnaIIbIK, TeHIEYIEPIIH CAAIbIK, TEOPUSICHIHBIH MAHbBI3bI MocesIeepinis 6ipi 60T TaObI-
sanel. Jduddepennuanaplk Kyitegepre apHAJIFaH IIEMIMIEPIiH, ACHMITOTHKAJIBIK, MiHE3-KYJIIKBIH
geprrey Oapbichinga A. Ilyankape mern A.M. JISmnyHOBTBHIH, >KYMBICTAPBI HEri3iH Kasaymibl 6o-
e Tabbutaabl. Kapamnaiitbiv auddepeHImaabk TeHAeYIePIiH ChI3bIKTHIK *KYHeCiHiH IeKTe -
reH IenrimMIepinie 60IybIHBIH Op TYPJI IapTrTapbl Kenrered asropJapmen ajbiarad. O. Ileppos,
A. Bagwrep, X. e, /1. Kamuro, H.!. laspuiosa, M. Xykykapa, M. Harymo, M. Kapareonopu,
VY. Bapbyru, H.4. JIamenko, B.I1. lemumosuda, A. Bunrtuep, P. Besumvan, FO.C. Bornanos, 3. Ba-
xesckwmit, H. JleBuncon, M. Mapkyc, JI. Cezapu xkone 1.6. By kymbicta 6i3 quddepennuaiibik,
TEHJIEYTEP/IiH, ChI3BIKTHIK, OIPTEKTI emec KyiteciHnin, 6ap/IblK MIEITMIepiHiH MeKCi3 apaIbIKTa MeK-
TeayiHe KeTKiJikTi maprrap opuarambid. JInddepennuainpik, Kyiienrep/in 6eyrii 6ip KrachH-
Jarel qudepeHnmraIbK, TeHIeYIePiH ChI3bIKTHIK OIPTEKTI emMec KYIHeCiHiH IIeKCi3 apajIbIKTarbl
OapJIbIK, MIEMIiMIepIiH, mekTeayinie Koaddurument kpurepuiti Kearipiaren. luddepennnaampik
TeHIeyep MeH (DYHKIUIAD TEOPUSICHIHBIH, 9/1icTepl KOJIaHbLIraH. Abiaran HoTmkenep audde-
PEHIMANIBIK TEHIEYJIEPI] KOJIaHy Ke3iHe KOJIIAHbLIA bl KOHEe TPAKTUKAJIBIK MaHbI3bI 6ap.
Tyitin ce3aep: mernriM, MEKTITK, XKyie, ChI3BIKTHIK, AuddepeHITnaIbIK, TeHIEY.
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Kazaxckuii HaIMoOHAJIBHBIN yHUBEpCcUTeT nMeHn ajib-Papadu, Kazaxcran, r. Ajmars
e-mail: aldibekovtamashal7@gmail.com
O6 orpaHuYeHHBIX pelnieHusix auddepeHnnaaIbHbIX CUCTEM

PaccmarpuBaercss BOIpOC CyIIECTBOBAHUS OTPDAHHYEHHBIX DeIeHnil Ha OECKOHEYHOM WHHTEP-
BaJjle JIMHEHHON HEOHOPOJHON CHCTEMBI OOBIKHOBEHHBIX JuM@epeHInaJIbHbIX ypPaBHEHUN B
KOHEYHOMEPHOM IIPOCTpaHCTBe. l3ydyeHne OrpaHUYEHHBIX PEIIeHUNH CHCTEM OOBIKHOBEHHBIX
b depeHnnaIbHbIX YPABHEHUI SIBJISIETCS OJHOW W3 BaKHEHIMX 3aj]ad KadeCTBEHHON Teopuu
muddepeHnnaTbHbIX ypaBHeHnit. B wmcciaemoBaHNM aCHMITOTAYECKOTO TIOBEMIEHUsT DPENTeHuit
b depeHIMaIbHBIX CUCTEM OCHOBONOJAralomuMu apistiorcs paborer A. Ilyankape u A.M. Jlsa-
myHoBa. Pa3HOOOpas3Hble yCJIOBUs CYIECTBOBAHUS OIPAHUYEHHBIX DENIEHUNl JIMHEHHON CHCTEMBI
OOBIKHOBEHHBIX U DepeHINaIbHBIX yPaBHEHMII IIOJIy9eHbl MHOIMMH apropamu. OTMerum
paborer O. Ileppona, A. Bambrepa, X. Illnera, JI. Kamuro, H.M. Taspumosa, M. Xykykapa,
M. Harymo, M. Kapareomopu, V. Bapoyru, H.4. Jlamenko, B.I1. lemunosuua, A. Bunrnepa,
P. Besumvana, FO.C. Bormanosa, 3. Bakesckoro, H. Jlesurcona, M. Mapkyca, JI. Yesapu u
npyrue. B mammnoit paboTe yCTAHOBJIEHBI JOCTATOYHBIE YCJIOBUSI OUPDAHMYEHHOCTH BCEX DeNIeHuit
JINHEHOM HEeOIHOPOJIHON cucTeMbl audepeHnraIbHbIX yPaBHeHNT Ha OECKOHEYHOM WHTEpBaJIE.
[Ipusenen ko3hOUIUEHTHBIN TPU3HAK OIPAHUYEHHOCTH BCEX PelleHnil Ha OECKOHEeYHOM MHTEpBa-
Jie JINHEHHOU HEOTHOPOMHON cucTeMbl nuddepPEeHITNATBHBIX yPABHEHUI B OIPEIEJIEHHOM KJIacCe
muddepennuanabubix cucreM. [IpuMenensitocs MeTomp! HuddepeHInaIbHBIX YPABHEHUN U T€OPUU
dyuknnit. [lomyyenusie pe3yaIbTaThl HAXOAAT IPUMEHEHUS B MPUIOXKEHUAX MM depeHITnaTbHBIX
YPaBHEHUIl U IIpeJCTaBIsgeT co00i, IPAKTUIECKYIO IEHHOCTD.

KimroueBbie ciioBa: pellieHne, OrPaHUYEHHOCTD, CUCTEMa, JInHelHas1, nuddepeHIuajibHoe ypaB-
HEHUE.

1 Introduction

The question of the existence of bounded solutions of differential systems on an infinite
interval is considered. The study of bounded solutions of systems of ordinary differential
equations is one of the most important problems in the qualitative theory of differential
equations. In the study of the asymptotic behavior of solutions of differential systems, the
works of A. Poincaré 1] and A.M. Lyapunov |2|. Conditions for the existence of bounded
solutions of a linear system of ordinary differential equations were obtained by the authors:
Dunkel O., Hukuhara M., Nagumo M., Caccioppoli R., Caratheodory M., Dini U., Spath H.,
Weyl H., Wiman A., Ascoli G ., Gavrilov N.I., Gusarova R.S., Conti R., Barbuti U.,
Lyashchenko N.Ya., Demidovich B.P., Faedo S., Wilkins I.LE, Ghizzetti A., Sobol I.M. |
Haupt O., Boas M., Boas R.P., Wintner A., Bellman R., Bogdanov Yu.S., Butlewski Z.,
Bylov B.F., Wazewski T., Walter A., Caligo D., Kitamura T., Landau E., Levinson N.
Marcus M., Perron O., Cesari L., Spath H., Shtokalo I.Z., Sobol .M., et al. For detailed
references, see the book by Cesari L. [3]. General information is available in the books:
[4] V.V. Nemytsky and V.V. Stepanov, [5] Erugin N.P., [6] Sansone G., |7] Pliss V.A.,
[8] Bylov B.F., Vinograd R.E., Grobman D.M., Nemytskiy V.V., [9] Izobov N.A., [10]
Coddington E.A. and Levinson N., |[11] Demidovich B.P., [12] Lefschetz S., [13] Massera H.L.,
Scheffer H.H., [14] Bellman R., [15] Coppel W.A., [16] Daletskiy Yu.L., Kerin M.G. We also
note the works: [17-20] Wintner A., [21] Yoshizawa T., |22| Bihari I., [23] Hartman Ph., [24]
Hale J., Onuchic N.

In this paper, sufficient conditions are established boundedness of all solutions of a linear
inhomogeneous system of differential equations on an infinite interval. A coefficient criterion
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for the boundedness on an infinite interval of all solutions of a linear inhomogeneous system
of differential equations in a certain class of differential systems is given. Applied methods of
differential equations and function theory. The results obtained are used in applications of
differential equations and are of practical value.

2 Materials and research methods
A linear inhomogeneous system of differential equations is considered
T =A(t)x + f(t) (1)

where

tel=(1,+00), A(t)e(I), f(t)e )

and the corresponding linear homogeneous system of differential equations

T =A(t)x (2)
Theorem 1 If the conditions

A < Kyt 0<y<1, K>0, |[f(t)] < Kyt"™, telty,+00); to € I;

and the linear homogeneous system 1s generalized correct, has negative upper generalized
Lyapunov exponents with respect to t7, then any solution to the linear inhomogeneous system
of differential equations on the interval [ty,+00) limited.

Proof. From () multiplying scalarly by z(t) get

(¢, 7) = (A(t)z, 2) + (f(1), ). (3)
From (3)) get

(', 2) < |(A)z, @) + |(f(F), 2)]- (4)
From ([4)) get

@, 2) < [ADONl* + £ @l (5)
From ([]) get

—[[A@®)IIv* = [If ®)]lv < V[JA@® [v* + [ f(#) [0 (6)
where v(t) = ||z(t)|. From (6) get

de™ ™" < la(t)]| < D" (7)

where d > 0, D > 0. From (7) we obtain that any nonzero solution to the linear
inhomogeneous system has a finite upper generalized Lyapunov exponent with respect
to t7. In the linear homogeneous system we take the largest upper generalized Lyapunov
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exponent A\; < 0. Let’s take o € (0,|\;|) ) and in the linear inhomogeneous system of
differential equation ({1)) we perform the transformation

z=ye, w(to) = y(to)- (8)
Then from we obtain

§=[A{t) + ayt? T Ely + e f(2) (9)
where the corresponding linear homogeneous system of differential equations

= [A(t) + ay" " Ely (10)

is generalized correct and has negative upper generalized Lyapunov exponents.
From the linear system of differential equations @ we obtain

t

y(t) =Y (t, to)y(to) + /Y(t, s)e® f(s)ds (11)

to

where Y (t,t9) = Y ()Y (to) — the Cauchy matrix of a linear homogeneous system of
differential equations . By virtue of the generalized correctness of the linear system ((10)),
for any € € (0, |a) exists D.(ty) > 0 and the inequality

1Y (t, )]l < De(to)e™ (12)
at t > 7 > ty. From , get

o) < Dttt + [ Dty Ky s, (13

From , get

estV
o0 < e D.tao) (et + K<), (14
From (|14)), using arbitrary smallness ¢, directing ¢ — 0 get
lz ()] < e Do(to) (| (to) || + Kt7) (15)
at t Z to.

It follows from that any solution of the linear inhomogeneous system of differential
equations ([I)), on the interval [to, +o0) limited. Theorem 1 is proved.
Consider a linear inhomogeneous system of differential equations

dy; .
dt

> vy + fi(t), i=Tn; (16)
k=1

where pi(t), fi(t), i = 1,n; k = 1,n; continuous real functions on the interval (1,+0c0),
to € (1, +OO)
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Theorem 2 If for 1 <ty <t conditions are met:

1) pic1io1(t) > pult) + Byt i=2mn; B>0,7>0;

ik (¢ . R .
|pk()|:0, iZzk i=1n k=1mn;
ot

2)limt — +o0

t
1
to

HIf;O] < Kyt i=1,n; K >0;

then any solution to the linear inhomogeneous system of differential equations on the
interval [to, +00) limited.

Proof. The corresponding linear homogeneous system of differential equations

dy; = . —
= ik () s, 1, n; 17
o ];p (g, i=T.n (17)

under conditions: 1), 2) and 3) is generalized correct and has negative generalized upper
Lyapunov exponents with respect to t7. The largest generalized upper Lyapunov exponent
of the linear homogeneous system of differential equations is f1 < 0. Using condition 4)
and similarly to Theorem 1, we obtain that any solution to the linear inhomogeneous system
of differential equations bounded. Theorem 2 is proved.

Let’s look at an example. In system z, = —Lx —{—L T, = —Lx —L' 1<ty <t
1 pl yll 4\/E114\/E72 2\/E24\/E7 0o~
where v = 2 0<p < 27 b1 = —5 by = —1, 3 < K, the conditions of Theorem 2 are

satisfied; therefore, any solution to a linear inhomogeneous system of differential equations
is bounded.

3 Result

In this work, sufficient conditions for the boundedness of solutions of a linear inhomogeneous
system of differential equations are obtained.
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BOUNDARY CONTROL OF ROD TEMPERATURE FIELD
WITH A SELECTED POINT

In this paper, we study the issue of boundary control of the temperature field of a rod with a
selected point. The main purpose of the work is to clarify the conditions for the existence of a
boundary control that ensures the transition of the temperature field from the initial state to the
final state. Relations connecting the boundary controls with the initial and final states, as well
as with the external temperature field are found. Such boundary controls, generally speaking,
constitute an infinite set. For an unambiguous choice of the boundary control, a strictly convex
objective functional is chosen. We are looking for a boundary control that minimizes the selected
target functional. To do this, we first investigate the existence and uniqueness of solutions to the
initial boundary value problem and the conjugate problem. And also, we present the derivation
of a system of linear Fredholm integral equations of the second kind, which are satisfied by an
optimal boundary control that minimizes a strictly convex target functional on a convex set.
Along the way, the linear part of the increment of the target functional is highlighted. Necessary
and sufficient conditions for the minimum of a smooth convex functional on a convex set are
established. The difference between the results of this work and the available ones is that in the
proposed work, the temperature field is given by the heat conduction equation with a loaded
term. As a result, the conjugate problem has a slightly different domain of definition than the
domain of the conjugate problem in the case of no load.

Key words: initial-boundary value problem, heat equation, boundary control, Green’s function,
Fredholm integral equation of the second kind, spectral properties, eigenfunction, eigenvalues.
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Tanganran HyKTeci 6ap e3eKIIleHiH TeMIepaTypaJblK epiciH mekapaJsblk backapy

Byn xymbicTa TaggasraH HyKTeci 0ap ©3€KIIeHIH TeMIEPATYPAJIbIK, OPICIH IeKapasblK, 6acKapy
mocesieci 3eprreseni. 2KyMBICTBIH HETi3I MaKCAThl — TEMIIEPATYPAJIBIK OPICTiH OaCTANKBI KYiIeH
COHFBI KYiire oTyiH KaMTaMacChl3 €TETiH ITeKapaJIblK 0aCKapyIblH 06ap OOJybl IMAPTTAPBIH aHBI-
kray. Illekapaabik Oackapyrapbl OACTANKbl KoHE (PUHAJJIBIK, KYHIepMeH, COHJaii-aK CBIPTKBI
TeMIlepaTypa epiciMeH OailJIaHBICTHIPATHIH KaTblHACTAD TabbLIIbl. MyHail mmekapaJibiK, 6ackapy-
Jiap, YKaJillbl afiTKAHIA, IEeKCI3 KUbHIL Kypaiiasl. [llekapasibik 6ackapyablH OGipereit TaH Ay bl
VIIiH KAaTaH JOHEC MakcaT (PYHKIIMOHAJ TaHIAJIaIbl. TaHga raHn Makcar (OYHKIMOHAJIB MUHU-
MyMJIAYIIBI MeKapajblk 6ackapy izgenemi. Ou1 yImiH KYMBICTAa aJIbIMEH OACTANKBI-IIIEKAPAJIBIK,
ecell IleH TYHiHecC ecenTiH IrenimMepinin 6ap 60JIybl MEeH KaJIFbI3IbIFbIH 3epTTeiiMi3. Conaii-aK
JIOHEC YKUBIHJIA KATaH JOHEC MaKcaAT (DYHKITMOHAJIBIH MUHUMYMIAYIIBI TUIM/I TIeKaPaJIbIK OacKa-
PYMEH KaHaraTTaHILIPLLIATHIH O pearolbMHBIH, €KIiHI TEKTI ChI3BIKTHI MHTErPAJIJIBIK TEeHJIEeYIep
Kyhieciniy anbHybl Kenripiaren. Ocel opaiiga Makcar (QYHKIMOHAJIBIH ©CIMIECIHIH, CBI3BIKTHIK,
Oeutiri akerHAa ral. JleHec KUbIHAA Teric JgeHec (pyHKIMOHAT MUHUMYMBIHBIH KayKeTTi XKoHe
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I'panunvHOe ynpaBJjieHHE TeMIIEPATYyPHBIM II0JIEM CTEP2KHS C BbIJIEJIEHHON TOYKOMI

B namnoit pabore u3ydaeTcsi BOIPOC O TPAHIYIHOM YIIPABJIEHUU TEMIIEPATYPHBIM [I0JIEM CTEPXKHS C
BbIJIeJIEHHOI TOYKON. OCHOBHAs 11€J1b pabOThl — BBISICHEHNE YCJIOBUIl CYIIECTBOBAHUS IPAHIIHOIO
yIpaBjieHusl, OOECIIeUMBAOINIEr0 IIEPEeX0J[ TEMIIEPATYPHOIO IIOJisi W3 HAYAJHHOIO COCTOSIHUS B
KOHeUYHOe cocTosinne. Hail/leHbl COOTHOIEHNUS, CBI3bIBAIONINE TPAHNIHBIE YIIPABICHUS C HAYAIb-
HBIM U (PUHATBHBIM COCTOAHUSIMHU, & TAKXKe BHEITHUM TEMIIEPATYPHBIM IOJeM. Takue TpaHuIHbIE
yIIpaBJIeHUsI, BOOOIIE TOBOPS, COCTABISIOT OECKOHETHOE MHOXKECTBO. JIjIsT OIHO3HAYMHOTO BBHIOOpA
IPAHUYIHOIO YIPABJIEHUS BBIODAH CTPOrO BBILYKJIbIA IesieBoil dyukimonaa. Uimercs rpanndHoe
yIpaBjieHne, KOTOpOe MUHUMU3UPYeT BBIOPAHHBIN IiesieBoit byHKimonasi. [ljas sToro B pabore
CHAYAJIa UCCJIEIYIOTCs CYIIECTBOBAHNE W €MHCTBEHHOCTh PEIIeHN Ha9a bHO-TPAHNIHON 3a/1a9u
U CONPSIPKEHHON 3amadn. A TakiKe, NaH BBIBOJ CHCTEMbl JIMHEHHBIX WHTErPAJIBHBIX YpPABHEHU
®perosibMa BTOPOro pojia, KOTOPBIM YJIOBJIETBOPSIET ONMTUMAJIBHOE MPAHUIHOE YIIPABJIEHUE, KOTO-
poe MUHHMH3UPYET CTPOTO BBIMYKJIBII 11eeBoit (DYHKIIMOHAJ Ha BBINYKJIOM MHOXKecTBe. [lo myTn
BbIJIeJIEHA JIMHEHasl YaCTh [IPUPAIIEHUs] [1eJIEBOro (DYHKIMOHAJA. YCTAHOBJIEHBI HEOOXOIUMBIE U
JIOCTATOYHBIE YCJOBUS MUHUMYMa, TJIAIKOTO BBIIYKJIOrO (PYHKIIMOHAJIA HA BBIMYKJIOM MHOYXKECTBE.
Otmame pe3yIbTaToOB JAHHON PabOTHI OT MMEIOIINXCH 3aK/II0YAETCS B TOM, YTO B IIPEIaracMoi
paboTe TeMIrepaTypHOE IOJIe 33/1aeTCA YPABHEHHEM TEIJIONPOBOIHOCTH C HATPYKEHHBIM TJIEHOM.
BeutesicrBue gero conpsi>keHHasl 33/1a9a UMEET HECKOJIBKO OTJIMYUTEIbHYIO 00JIACTh ONpeJIe/IeHus,
yeM 00JIaCTb OIIPeJIeJIEHUs COIPSIXKEHHOI 3a/1a9i B CJIydae OTCYyTCTBHSI HATPY3KU.

KimroueBbie ciioBa: HAYAIBHO-TPAHUYIHALA 337294 aBHEHHUE TEIJIONPOBOIHOCTH, PAHUIHOE

) )
yupasJienue, GyHKius ['puna, naTerpagbHoe ypasaenne @perosbMa BTOPOro poja, CIeKTPAIb-
Hble CBOICTBA, cOOCTBeHHAsT (PDYHKITHSI, COOCTBEHHBIE 3HAUCHUSI.

1 Introduction

In this paper, we study the issue of boundary control of rod temperature field with a selected
point xg.

up(x,t) — uge (2, 1) + au(zg, t) = f(x,t), (x,t) € Q, (1)

where @ = {(z,t): 0 <z <b, 0<t<T < +o0}.

It is assumed that at the initial moment ¢ = 0 the temperature along the rod of length b
is given by law u(z,0) = ug(z), 0 < < b, where ug(x) is a twice continuously differentiable
function. At the moment of time ¢t = T the temperature of the rod is equal to u(x,T) = vy(x),
0 < z < b, where ~y(x) is also a twice continuously differentiable function. The main purpose
of the work is to clarify the conditions for the existence of the boundary control w(0,t) = u(t),
u(b,t) = n(t), which ensures the transition of the temperature field from the state {u(z,0) =
up(z)} to the state {u(x,T) = vy(x)}. Similar problems were considered in [1,2].
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According to the optimization method, we choose the following functional

T

T
«Y[Wﬂ=||U(-,T;u,77)—7(-)||3V,;(o,b)+51/0 |N(t)|2dt+52/0 [n(t)|*dt,

where (31, 3, are positive numbers, 7 is a given function from class W3 (0,b).

The boundary control problem is as follows: it is required to find boundary controls
(u(t), n(t)) and the corresponding solution wu(z,t), that satisfies equation (1) with initial
boundary controls

uw(0,t) = p(t), wu(bt)=n(t), 0<t<T, (2)

u(z,0) = ug(x), 0<x<bh, (3)

and minimizes functional J[u, n].

Many natural and fundamental physical phenomena can be modeled by partial differential
equations (PDEs), such as heat conduction, sound, electrostatics, electrodynamics, fluid flow
and quantum mechanics in which states depend on not only time but also space, for example,
see [3-5]. In particular, heat diffusion phenomena are extended mainly in describing fluid,
thermal, and chemical dynamics, including the wide applications of sea ice melting and
freezing (6], lithium-ion batteries 7], etc. The work [8] is concerned with the problem of
boundary observer-based finite-time output feedback control for a heat system with Neumann
boundary condition and Dirichlet boundary actuator. Finite-time stabilization, which is a key
feature in the sliding mode control theory, is investigated in the work [9]. More specifically,
finite-time control for the heat equation with Dirichlet boundary condition and the Dirichlet
control is investigated in [10]. In work [11]| the heat equation with prescribed lateral and
final data is studied in half-plane and the uniqueness of the bounded solution is proved. In
work [12] the solvability problems of an nonhomogeneous boundary value problem in the first
quadrant for a fractionally loaded heat equation are studied. For parabolic equations in a
bounded domain, various aspects of inverse source problems has been studied in [13-16], etc.

The paper presents a derivation of a system of linear Fredholm integral equations of the
second kind, which optimal boundary control is satisfied. In the proposed work, for the first
time, the conjugate problem to a mixed boundary value problem for the heat conduction
equation with a loaded term is explicitly written out. As a result, it was possible to obtain
more precise information about the solutions of the conjugate problem. We note that in 1], the
solution of the mixed boundary value problem for the heat conduction equation is decomposed
by the eigenfunctions of a periodic problem with a specially selected period. In [2], the method
of work [1] is extended to the heat conduction equation with a loaded term. In this paper, the
expansion of the solution to the mixed problem for the heat equation with a loaded term is
carried out in terms of the eigenfunctions of the corresponding spectral problem. At the same
time, it is necessary to select a period and continue the solution in a wider area. Moreover,
the solution of the conjugate problem is carried out similarly to the solution of the mixed
problem for the heat conduction equation with a load.
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2 Existence and uniqueness of the solutions to the initial-boundary value problem
and the conjugate problem

Before studying the boundary control problem, it is necessary to investigate the question of
the existence and uniqueness of the solution to problem (1)—(3). To do this, select a function
w(z,t) from class Ly((0,T); W3 (0,b)) such that

w(@, t) = p(t) + 7 (0(t) - u(t).

Then, instead of studying problem (1)—(3) it is enough to study the following problem:

v(x,t) — Vg (, 1) + av(zo, t) = F(x,t), (z,t) € Q, (4)

v(0,t) =0, wv(bt) =0, (5)

v(z,0) =vo(x), 0<az<b, (6)
where

F(x,t) = f(z,t) —wi(z,1) — aw(zo, 1), vo(x) = uo(x) — u(0) — %(77(0) — 1(0)).

The solution to problem (4)—(6) is sought in the form

v@,t) = 3 du®)erlt).

k>1

Here {4} is the system of root functions of the following eigenvalue problem

— 22 () + ap(z) = Ap(z), 0<z<b, (7)

p(0) =0, ¢(b) =0. (8)
In this case gr(x) = @r(x,\g), where {A;} is a sequence of eigenvalues of (7)-
(8). The eigenfunctions ¢r(x) = ¢(z,A\y) and the biorthogonal system of functions
{wk(:c) = %} are defined by formulas:

sin \/Xxo
sin vV Az vV

VA +a)\—a(1 — cos vV Azg)
sin V(b — )

Vo ;
U(x,\) = sin \/X\ﬁbx_ %o) cos V\(zg — )

sin vV \(zg — ) _1—cosVA(b— () _sinvV\(zg — 2)
+ A (cos\/a(b—xo)—a S )—a 7

cos VA(b — ) — cos VAb — @ (1 — cos VA(b — 20)) (1 — cos VAo)

A
A+ @ (1 — cos vV Azg)

o(r,\) = (1 —cosVAz), 0<z<b,

To < x < b,

Q,D(I, /\) =

X , 0 <2 <,
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The acceptable values of parameter A are selected according to the conditions A — a(l —
cos vV Azg) # 0, A+ a(l — cosvAzg) # 0. Each function f(x) from L,(0,b) is decomposed
into a Fourier series by the system {4} :

f@) = Crl(f)pr(x),

k>1

where Ck(f) = <f, wk>7 k > 1.
In this case, the Fourier coefficients {dy(t), & > 1} in terms of system {px(x)} of the
solution v(x,t) satisfy equations

dek(t) + Adi(t) = Di(t), >0 (9)
and initial conditions
di,(0) = d. (10)

Here {Dy(t)} and {d;o)} are sequences of Fourier coefficients in terms of system {p} of
functions F'(x,t) and vo(x). Relations (9)—(10) imply the following representation

t
di(t) = dVe ™ 4 / e DD (r)dr, > 0. (11)
0

Thus, problem (4)—(6) has a solution v(z,t), representable in the form

oo, t) = 3 diB)on(@), (12)

k>1

and the coefficients dy(t) are calculated by formulas (11). Thus, we can formulate the following
statement.

Theorem 1 Let vy(x) be a twice continuously differentiable function on a finite segment
[0,b], and the matching conditions vo(0) = wve(b) = 0 are satisfied. Suppose also that
F(z,t) = L*((0,T); L2(0,b)). Then there is a solution v(x,t) of problem (4)—(6), which can be
represented as a Fourier series (12), the coefficients {di(t)} of which are found by formulas

(11).

Remark 1 Note that vo(z) is decomposed into a Fourier series by the system {p} and the
corresponding Fourier series on [0,b] converges uniformly. This follows from the fact that
vo(z) belongs to the domain of operator B. The monograph [17] contains theorems on the
uniform convergence of spectral decompositions in such cases.

We denote by G(z,&,t) = > e Ml (x)r(€), the function that represents the Green
k>1
function of the Dirichlet problem for the heat equation with the selected point [18]. Then the

statement follows.
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Corollary 1 Let the conditions of Theorem 1 be satisfied. Then there exists a solution u(zx,t)
of problem (1)—(3), which can be represented in the form

u(e,t) = / uo(€)G(, €, 1)dE + / dr / F(6.7)G (..t — 7)dE — up(0) / G, €, 1)de
— ug b t b
—M/O gG(x,g,t)dg—a/o [L(T)dT/O Gz, &t — 7)de

_3/0 (n(r) _W))czr/o £G(x,€.t — 7)dE.

We now formulate and prove a uniqueness theorem for a solution.

Theorem 2 Let the conditions of Theorem 1 be satisfied. Then problem (4)—(6) has a unique
solution.

Proof 1 The idea of this proof is borrowed from the work of V.A. Il’in [19]. Let r(x) be one
of the eigenfunctions of operator B*. We denote by ®(x,t) any of the functions of the form

O(x, 1) = r(x)f(1),

where f(t) is a function that is continuously differentiable on the entire numerical axis, which
15 equal to zero for all t > ty, where ty is some number less than T.

Let v(z,t) be a solution to problem (4)—(6) for FF' =0, vy = 0. Let consider integral

o_/ / (vr(2,1) — Vo, t)+av(:c0,t))<1>(a:,t)dtd:c:/Obr(:c)dx/OTvt(:c,t)f(t)dt

f dt/va dx—/b ( )dx( (z, t)f(t)‘OT—/OTv(x,t)ft(t)dt>
/f dt/obva;tB* // (&, O)r(2) fy(t)dtda
+ X /0 /0 o(z, (@) f(t)dtdz, (13)

where \ is the eigenvalue of operator B* corresponding to eigenfunction r(z).
Let us continue v(x,t) on domain t < 0, by setting it equal to zero there. Then, taking
into account that f(t) =0 fort > to, relation (13) can be rewritten in the form

/0 /_OO v(z, t)r(z) (—fi(t) + Af(2)) dtdx = 0. (14)

We fix any & > 0. Then function f(& +1) is a priori equal to zero for t > ty. In equality
(14) we substitute f(& +t) instead of f(t). Then for all £ = 0 we have equality

/0 /_OO v(z, t)r(z) (—fe(§ + 1) + Af(E+t)) ditdz = 0. (15)
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From (15) it follows

/ / (z,t)r(x) f(€ + t)dtde = c- X, €= 0. (16)

However, for £ >ty and t > 0 the function f(§+t) = 0. Therefore, it follows from relation
(16) that ¢ = 0. Therefore, we have the equality

/Ob /_OO o(z, ) (@) F(€ + D)dtdz = 0, €3 0. (17)

Since the system of eigenfunctions {i(x, \r), k = 1} of operator B* is complete in space
Ly(0,b), equalities (17) imply

/ v(z, t) f(E+t)dt =0 in space Ly(0,D).
0
In particular, for & =0 we find that
T
/ v(x,t)f(t)dt = 0.
0

The latter equality holds for any function f(t), that has the properties described above.
Therefore v(x,t) =0 for 0 < x <b, 0 <t <T. Theorem 2 is completely proved.

Therefore, the conjugate problem to problem (4)—(6) takes the form

(0, 8) — U, t) = En,), (2,) €Q, (18)

v(0,t) =0, WY(bt)=0, t>0, (19)
\I/(JI() +0 t) \I](l’o ) t >0,

{ V(x4 0,t) = Wu(xg —0,t) + O‘fo t)dz, t>0, (20)

U(z,T)=Vp(z), 0<x<b. (21)

Thus, we can formulate the following statement.

Theorem 3 Let Vp(x) be a twice continuously differentiable function on a finite segment
[0, 0], moreover, for WUr(x) the matching conditions (19)—(20) are satisfied. Suppose also that
E(xz,t) € L*((0,T); Ly(0,b)). Then there is a solution V(z,t) to problem (18)—(21), which
can be represented as a Fourier series dual to series (12).

Theorem 3 implies the following statement.

Corollary 2 Let the conditions of Theorem 3 be satisfied. Then there exists a solution V(z, )
to problem (18)—(21), which can be represented in the form

b T b
\Il(z,t):/o \IJT(f)G(f,x,T—t)d§+/t dT/O E& )G x, T —T)d€.
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Now we formulate and prove the uniqueness theorem.

Theorem 4 Let the conditions of Theorem 3 be satisfied. Then problem (18)—(21) has a
unique solution.

The proof of Theorem 4 repeats the proof of Theorem 2. Let r(z) be one of the
eigenfunctions of operator B. We denote by ®(x,t) any function of the form

O(x,t) = r(f)f(1),

where f(t) is a continuously differentiable function on the entire numerical axis, which is
equal to zero for all ¢t < ¢y, where ¢y is some positive number. Further, the reasoning from
the proof of Theorem 2 is repeated.

3 Necessary conditions for maintaining the final temperature regime
In this section, we study the boundary control problem I:
Wiz, 1) = Waa(2,t) + aW (2o, 1) = f(z,1), (2,1) € Q. (22)

W(z,T)=ur(x), 0<xz<b, (23)

Statement of the boundary control Problem I:

Let W (z,t; f,ur) be an arbitrary solution of problem (22)—(23). We denote the boundary
controls corresponding to W (z, t; f,ur), by u(t) = W(0,t; f,ur) and n(t) = W(b,t; f,ur), as
well as by ug(z) = W(x,0; f,ur) the initial temperature regime.

What necessary conditions do pu(t), n(t), uo(z), satisty if W(x, t; f,ur) satisfies (22)—(23)?

This boundary control Problem I corresponds to a given final temperature regime ur(z).
To answer the question posed, it is convenient to introduce solutions ¥ (x,t) = ¥(x,t; Ur) to
conjugate equation

—Uy(x,t) = VUpp(x,t) =0, (x,t) €Q, xF# xo, (24)

with conditions

U(0,t) =0, W(bt)=0, t>0, (25)
U(xg+0,t) = ¥(zo —0,1), (26)
U (29 +0,1) = W(xo — 0,8) + @ [ W(E, t)de, t>0,
and the final temperature distribution
U(z, T)=Vr(x), 0<z<b (27)

for an arbitrary function ¥z (z) from class W3[0, b].
Lemma 1 For an arbitrary solution u(x,t) = u(x,t; f, u,m,ug) of equation

(2, 1) — uge(x, t) + au(zo, t) = f(x,t), (z,t) € Q, (28)
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with boundary conditions

w(0,t) = pu(t), u(b,t)=n(t), T>t>0, (29)
and with the initial temperature distribution

u(z,0) = up(x),0 < x < b, (30)

the following integral relation is valid

/OT /Ob Flz, )0 (z, t)dzdt = /Ob <u<x,T)\1:T(x)—uo(x)—wx,o)) di

—/T ()T (0, D)t + /Tn(t)\lfz(b, Dt

where W(x,t) = V(x,t; Uy) is the solution to conjugate problem (24)—(27) for an arbitrary
Uy (z) € W2[0,0].

Let us formulate another useful lemma.

Lemma 2 For an arbitrary solution v(z,t) = v(x,t; f, u1,m1,v7) of equation

V(1) — v (2, t) + av(zo, t) = f(2,t), (2,t) € Q, (31)
with boundary conditions
v(0,t) = pa(t), w(bt) =m(t), T >t>0, (32)

and with the final temperature distribution
v(x, T) =vr(z), 0<z<b, (33)

the following integral relation is valid

/OT /Obf(w,t)mdwdt = /Ob (or(@)¥r(@) — vz, 0)¥(2,0)) da

—/ ul(t)\Ifx(O,t)dt—i—/Tm(t)\lfx(b, t)dt,

where V(z,t) = V(x,t; Yr) is the solution to conjugate problem (24)—(27) for an arbitrary
\I’T(l‘) c W22[0, b]

We now formulate an important statement.
Theorem 5 For the solution u(z,t) = u(x,t; f, 1u,n,up) to problem (28)—(30) and for the

solution v(z,t) = v(z,t; f, u1,m,vr) to problem (31)—(33) the following integral identity is
valid

/0 (1 () = (1)) GalE, b, T — £)dt — / (1a(t) — (1)) Gal£,0,T — t)dt

_ /O (0(2,0) — ug(x)) G(&, 2, T)dz, VE e (0,b), (34)

where G(z,€,t) = > e Mo (x)r(€) is a Green’s function.

k>1
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Proof 2 Lemmas 1 and 2 imply the integral identity

b
0=-— /0 (v(z,0) — up(x)) ¥(x,0)dz

- / () — (£)) T, (0, Dt + / (1 (£) — () T, (b, Dy, (35)

for all U(z,t) at any Vr(x). Corollary 2 implies that

b
\I/(x,t):/o V(&G x, T —t)dE.

Therefore, relation (35) takes the form

b—

_/0 (v(x,O)—uo(x))dI/o U (©)G(E, z, T)de

b—

= [ Gu) = weyar [ F@C 0.7 e

b—

+/0 (nl(t)—n(t))dt/o U (6)Gal€,b, T — t)de.

Rearranging the order of the integrals, we obtain the equality

- / (a(t) — p(t)) Cal€.0.T — t)dt — / (v(z.0) —uo<x>>G<s,x,T>dx}ds 0.

Since U (&) is an arbitrary function from W2[0,b], then relation (34) follows from the last
equality. Theorem 5 is completely proved.

This implies the following statement.

Corollary 3 Let u(z,t) = u(z, t; f, u,n,up) and v(z,t) = v(x,t; f, p1, m, vr) are solutions to
problems (28)—(30) and (31)—(33), respectively. If ug = v(z,0), z € (0,b), then the following
identity is valid

/0 (1 (1) = (1)) (€, b, T — £)dt — / (a(t) — (1) G, 0,T — )dt =0, V€ € (0,0).

4 Optimality criteria

In this section, the target functional is investigated.
b
T, ) = / u(@, T ) — y(@)Pda
0

b
# [ W o) e+ 5 "Rt + / "
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)), where h(0) = 0,

Let us take arbitrary controls (u(t),n(t)) and (u(t) + h(y),n(t) + q(t
(3) by u(z,t; p,m) and

¢(0) = 0. We denote the corresponding solutions of problem (1)-
w(z,t; u+ h,n+ q). Let us introduce the notation

Au(z,t) = u(z, t;p+ h,n+q) — u(z, t; pw,n).

Then from (1)—(3) it follows

9 52

aAu @Au + aAu(zg, t) =0, (z,t) €Q, (36)
Au| _ =h(t), Au|_, =q(t), t>0, (37)
Au|,_, =0, 0<z<b (38)

Arguing as in the proof of Theorem 1, we obtain the representation

Au(z,t) = %/0 (q(1) — h(T))é%Kl(w t—T1)dr — % q(1)Ko(z,t — T)dT

0

—a <1 — %) /Ot h(T)Ko(x,t — T)dT + /Ot h(T)%K@(ZE,t —7)dr,

where Ko(z,t) = 32 B0t . o (2), Ky(z,t) = 32 BVe 2t - o ().

k>1 k>1
Consider the increment of the target functional J[u, ).

AT [p,n) = Q/Ob Re ((u(x, T;p,n) — 7(30)) Au(z, T)) dx

Q/Ob Re ((uz(x,T; W, m) — %(x)> aiAu(x,T)) dz + 2/, /OT Re <Mh(t)> dt

+252/0 o (it dt+o<\// (1h(O) + la(t |>)

= 2/0 Re <(u(x,T; wyn) — ’y(ac)) Au(z, T)) dx
+ 2Re ((uz(x, T;p,m) — 'yx(x)> Au(z, T)) :;Z

2 "Re (el T = 7)) (7))

+261/0TRe<()h()>dt+2Bz/0 e (n(B)alt dt+o(\// (1h(£)[2 + lq(2) >)

= 2Re ((wlb. T pt,m) = 70)) a(T)) = 2Re ( (w20, T3 1,m) = 7(0) ) A(T))
Z/Ob Re (AU(%T) [— (um(w,T;mn) - %x(x)) + <U(fv,T; 14,1) — 7(55)”) dx
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v2n [ e (0no) v, [ Re (it w+o(¢/’h )12+ la(0)2)d )

(39)

where

= T
5 (VI o + Pt
lim 7
eh=0 [y (1RO + |q(t)[)dt
Let us introduce the solution W(x,¢; u,n) of the following conjugate problem (18)—(21) at

E(z,t) =0, Up(x) = (—% + I) (u(z,T; pu,m) — y(x)) . For further purposes, we transform
the integral

T 2 -
:/ dt/ a—Au(x t) — aAu(zo, t)| Y(z,t; u,n)dx
0 o | 0x?

T b 82 R
—i—/ dt/ @Au(x,t) - aAu(a;o,t)] U(z, t; pu,n)de
0 T

T (1)7 o
—i—/ dt/ Au(z,t) =V (x,t; p,n)dz

rx=x9—0

=0

r 0 _— 0 ————~

z=b
+ {QAU(:E, OV (z,t; p,n) — Au(x,t)ﬁllf(x,t; u,n)}
8‘7: r=x09+0
T —
Au(zo, t)V(w, t; p,m)dt

to OV (x,t; ) | OV (b p,1)
d A ) ) ] Y d
+/0 t/xo u(z,t) ( 507 + BT T

T a— T a—
:/0 h(t)%\l’((lt;u,n)dt—/o Q(t)%\lf(b,t;u,n)dt-

+
o
o\Q

Thus, the following relation is true

) /Ob Re (Au(x, 7) [—dd—; + 1} (u(z, T i) — ’y(x))) da

s /O "Re (h(%%m) gt -2 /0 "Re (q@)a%m> it
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From the last relation and equality (39) it follows that the increment of the target functional
will take the form

ATl ) = 2Re (|u(b.Ts,m) = 7.0)] (7)) = 2Re ([0 T 0.m) = 7.0 | h(T))

o /0 "Re (h(t)%m) gt -9 /O "Re (q@%W) it

+ 28 /OT Re (mh(t)> dt + 2, /OT Re (@q(t)) dt +73 \//OT(|h(t)|2 + lq(t)]2)dt

Thus, we were able to isolate the linear part of the increment of the target functional
AJ [, n]. Necessary and sufficient conditions for the minimum of a smooth convex functional
Jp,m] on a convex set U = {u(t),n(t) : u,n € W3[0, T]} [20] are given in the following
statement.

Theorem 6 Let (u*(t),n*(t)) € U and gives a minimum to functional J[w,n]. Then the
following inequality must be

2Re (|, (b. T, 77) = 70| a(1) ) = 2Re ([0, 75 2%, 77) = 7.(0)| (1))
o / "Re (h(t) %W) g9 / " Re (qu)a%w) "
+ 26 /OT Re (u*—(t)h(t)) dt + 26, /OT Re (n*—(t)q(t)> dt = 0.

for all h,q € W3[0, T] with conditions h(0) = q(0) = 0. Moreover, since J [u,n] is convex on
U, the above necessary condition is also sufficient for (u*(t),n*(t)) € U.

5 System of linear integral equations for optimal boundary control

In this section, we derive a system of linear Fredholm integral equations of the second kind,
which are satisfied by the optimal boundary control

(n* (), n"(t)) € U.

Since in Theorem 6 the functions h(t) and q(x) are arbitrary from W3[0,7] and
independent of each other, we can write the system of relations

0
—W(0,t; u*, ") + fip*(t) =0, T >t>0,

Oxa (40)
{ ug W (b, t; 11", ") = 72(b), (41)

Now, according to Corollary 2, we have the representation
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T T
w(e, T i ") = / Hy(e,T — 1) (7)dr + / Ha(z, T — 1) (r)dr + Hy(2),
0 0

where

b b
iet=n) = [ (1-5) Glagt-nie Balet-n =5 [ G-
0 0

Hy(x,1) = /0 uo(€)G(z, €, 1)dE + /0 dr /0 F(6,7)G . 6,1 — )
—u(0) / G 1y — ol / £G(r. &, TE.

Further, Corollary 3 implies the representation
b
d -
— (= 22 W& Tsp 0" = 1) GE 2. T = 1)

dg
+ (&, T 1% ") —v(&))jg (&, T — ))Eiz
b 2 R
b [ e i) < 2(0) (- g+ 1) GlE R T e

T
:/ (T —71,2,T —t)u dT+/ Q2T — 1,2, T — t)n*(7)dT + Q3(x, 1),
0

where
(T —71,2,T — fo ( 862 )G(ﬁ,x,T—t)Hl(f,T—T)df,
2
OuT — 70,7 — 1) — [ (_8‘9—52 ) G(& 0T — (€, T — 7).
02 - o2 .
— 2 (g + 1) CER T =00 — 110 (-~ +1) CEa. T~ 0.

Thus, relations (40) and (41) imply the required system of linear integral equations with
respect (4 (£), 7 (1))

Bip(t) + fo PUT —7,T — )yp*(r)dr + [} PIT —7,T — t)i*(r)dr = P{(t),
B (t) + [ PNT — 7, T — )p*(r)dr + [ PUT — 7, T — t)n*(7)dr = PY(1),

where
0
Pf”(T—T,T—t):%Ql(T—T,x,T—t) ,
9 i
P;(T —T,T—t) = a_xQ2(T — T,.T,T— t) z:a, Pg(t) = %Q;g(x,t) w:a,
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6 Conclusion

The results of the work, the boundary control of the temperature field of the bar with
a selected point can be useful in solving the problem of stabilization a loaded parabolic
equation using boundary control, which can be used in problems of mathematical modeling
using controlled loaded differential equations.
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VAN DER CORPUT LEMMA WITH BESSEL FUNCTIONS

In this article, we study analogues of the van der Corput lemmas [19] involving Bessel functions. In
harmonic analysis, one of the most important estimates is the van der Corput lemma, which is an
estimate of the oscillatory integrals. This estimate was first obtained by the Dutch mathematician
Johannes Gaultherus van der Corput. Van der Corput interested in the behavior for large positive

b
A of the oscillatory integral [ ei’\‘b(“’)w(x)da:, where ¢ is a real-valued smooth function (the phase)

and v is complex valued smooth function (amplitude). In case a = —00,b = 400, it is assumed
that ¥ has a compact support in R. In our case we replace the exponential function with the
Bessel functions, to study oscillatory integrals appearing in the analysis of wave equation with
singular damping. More specifically, we study integral of the form I(\) = f; In (Ao () (z)dx for
the range n = 0, where ¢y € C and smooth, and A is a positive real number that can vary.The
generalisations of the van der Corput lemma is proved. As an application of the above results,
the generalised Riemann-Lebesgue lemma is considered.

Key words: van der Corput lemma, Bessel function, asymptotic estimate,wave
equation,oscillatory integrals.

A.A. Beiicenbait
MaremaTnKa »KoHe MaTeMaTHKAJIBIK, MOJE/bICY HHCTUTYThI, Ka3zakcran, AJMarol K.
e-mail: beisenbay@math.kz
Beccenb dyuknmsiapsl Karbickad Ban nep KopmnyT jieMmMacht

Byna makanama 6i3 Ban nep Kopmyrrery Beccenb dyHknsamapbin KAMTATHIH JJEMMACHIHBIH, AHAJIOT-
TapblH 3epTTeiiMi3. ['apMOHMKAJIBIK Tasgay/la eH MaHbI3/1bl Oarasaynapasiy 0ipi - Ban gep Koproyt
JIEMMACHI, 0JI TepbeMesti HHTerpasiap/Ibl darasay OoJsbin TabbLIa el Byst baragayapl ajaramt peT

b

romtans matemaruri Vorannec Tonrepyc Ban gep Kopiyt asnran. Ban nep Kopuyt [ e“\¢($)w(x)dx
a

TepOesTic MHTErPaJIbIHBIH A YJIKEH OH OOJIFAHIAFbl OPEKeTiHe KbI3bIFYIIBLIBIK, TAHBITTHI. (- HAKTHI

reric dbynkusa (dasza), an - Kypaesi reric bynkiys (aMILMTyaa). ¢ = —00, b = 400 KarIaibii-
a, - R iminge koMmmakTial yiipTkiai 6oaams! e 6okanaabl. Bi3min »Karmaii g 9KCIIOHEeHITATIbT
dyukmusnbl Beccenb GyHKIMAIAPBIMEH aybICTBIPAMBI3, CHHTYJISIPJIbI COHIEH TOJKBIH/IBIK, TEHJIe-
VIIH TaJdaybliHaa maiina 60gaTbiH Tepbenveni waTerpas 3eprreneai. Hakreipak afitkamma, n = 0
Juana3oubl yirin I(\) = f: Jn (MA@ () (z)dz Typinmeri Tepbesivesti nHTErpaJIbl 3ePTTERMI3, MYH-
marel Y € C koHe Teric, aja A- e3repe ajaTbiH OH HAKTHl caH. Ban mep Kopoyr jgemmachiabig
JKAJIIBLIAY bl jipJtesiene . 2Korapblia ajblHFAH HOTHKEJIEP/IiH, KOJIJIAHBICHI PETIH/Ie YKAIbLIAHFAH

Puman-Jleber meMmach! KapacThIPBLIAIbI.
Tyitin ce3aep: Ban mep Kopmyr semmacer, Beccenb GyHKIUICH, aCHMIITOTHKAJBIK, Oara-

JIay, TOJIKBIH/IBIK, TEHJIEY, TePOeIMei NHTErPaIIap.

A A. Beiicenbait

HHCTI/ITyT MaTeMaTUKU U MaTeMaTHI€CKOro MOJIe/JIMPOBaHUA, KaSaXCTaH, I A.H]\laTbI
e-mail: beisenbay@math.kz
JIlemma Ban gep Kopmnyra ¢ dyakmnusamu Beccens
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B nmammOil cTaThe MBI m3yuaeMm amasorn Jemmy Bam nep Kopmyra [19] ¢ dymxmusvu Beccerst.
B rapmonuveckoMm anajm3e OJHON M3 BayKHEHINNX OIEHOK siBJisieTcs: jJemma Ban jep Kopmyra,
KOTOpAas SIBJISIETCsl OIEHKON OCHUJIINPYIONINX WHTErPAJIOB. DTa OIEHKa BIIEPBbIe ObLIa MOJIyYEHA
FOJITAHICKEM MaTeMaTnkoM Moxammecom Tomrepycom Bam gep Koprmyrom. Bam gep Kopmyr
WHTEPECOBAJICS TIOBEJEHUEM IIPU OOJIBIIAX TOJOKUATEJBHBIX A OCIMLIAPYIOIMIEr0 WHTErPAJIA

b
f e“\qﬁ(“)z/)(x)dx,, rue ¢ - BemecTBeHHas ryaakas Gynknuga (dasza), a ¢ - KOMIIEKCHAS [JIAIKAs
a

dbyuxuus (ammmuryza). B ciyuae a = —00,b = 400 npesosaraeTcs, 4To 1) uMeeT KOMIAKTHBI
nocurenb B R. B mamewm ciydae noxazaresbHas (QyHKIUS 3aMeHseTcs QyHKIusaMu Beccess,
4TOOBI U3y IUTH OCIUJIIUPYIOIIE NHTEIPAJIbl, BOSHUKAIOIIIE [IPU aHAJIN3€ BOJHOBOI'O YPABHEHUS C

b
CHHIY/IsIDHBIM 3aTyxanueM. B uacrrocru, Mpr u3ydaem unrerpan suga [(A) = [ Jn(Ao(x))Y(z)dx
quist qmanazoHa n = 0 , e ¢ € C u raajkue, a A - HOJOKHUTEIHHOE JIEHCTBUTEIBHOE YUCIIO,
KOTOpOEe MOXKeT MeHsThCsi. Jlokaszaubl 00600menust Jjiemvbl Ban mep Kopmyra. B kagectse
IPUJIOZKEHUS TIOJIyIeHHBIX PE3yJIbTATOB paccMaTpuBaeTcs o0obmennas siemva Pumana-Jlebera.

KuaroueBbie cioBa: semma Ban mep Kopmyra, dyukmms Beccensi, acuMoToTmdeckasi OIEHKA,
BOJTHOBOE YPABHEHNE, OCIIUJITUPYIOIIIE HHTErPAJIBIL.

1 Introduction

In harmonic analysis, one of the most important estimates is the van der Corput lemma,
which is an estimate of the oscillatory integrals.

This estimate was first obtained by the Dutch mathematician Johannes Gaultherus
van der Corput (4 September 1890 — 16 September 1975) and named in his honour. While
the paper [1| was published in Mathematische Annalen in 1921. Johannes Gaultherus van
der Corput introduced the van der Corput lemma, a technique for creating an upper bound
on the measure of a set drawn from harmonic analysis, and the van der Corput theorem on
equidistribution modulo 1. He became member of the Royal Netherlands Academy of Arts
and Sciences in 1929, and foreign member in 1953. He was a Plenary Speaker of the ICM in
1936 in Oslo.

Van der Corput interested in the behavior for large positive A\ of the oscillatory integral

b

/ M@ (o) d,

a

where ¢ is a real-valued smooth function (the phase) and v is complex valued smooth function
(amplitude). In case a = —o0, b = +00, it is assumed that 1) has a compact support in R.
Such integrals arise in the study of decay estimates of solutions of the Schrédinger and
the wave equations.
Indeed, the estimate obtained by van der Corput, following Proposition 1 and Proposition
2 in Chapter VIII of [2], can be stated as follows:

Lemma 1 Suppose ¢ is a real-valued and smooth function in [a,b]. If 1) is a smooth function,
¢’ is monotonic, |¢'| > 1 for all x € (a,b), then
b
/eW’(x)zp(:c)dx <CXL o A>o.

a
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Various generalizations of the van der Corput lemmas have been investigated over the years.
One dinemsional and multidimensional analogues of the van der Corput lemmas were studied
in [3-8] while in [9] the multi-dimensional van der Corput lemma was obtained with constants
independent of the phase and amplitude. We also note that in [10-12| optimal constants were
found for various versions of van der Corput’s lemmas. The main goal of the present paper
is to study van der Corput lemmas for the oscillatory integral defined by

() = / Jo(b(z))(x)dz, (1)

where ¢ € C' and smooth, and ) is a positive real number that can vary.

Recently, the attention of many mathematicians has been attracted by Van der Corput’s
estimates for integrals with special functions [13-18]. For example, in [13] mainly focus
on numerical evaluation of highly oscillatory Bessel transforms and presented based on
the multiple integral, the schemes for computing this class of the transform. In work [14]
presented van der Corput-type lemmas for Bessel and Airy transforms with shifted Jacobi
weight functions. These results on the asymptotic orders of the highly oscillatory integrals
on the frequency are optimal. Furthermore, from these estimates, the convergence rates on
Filon-type methods are easily derived.

2 Material and methods

In this section we consider I(\) ,defined by (1), that is

b

() = / Jo(Ap(a))(x)d.

a

From the Chapter II, §11 (1) of [20] the Bessel function is

Ja(Ap(x)) = Z % (%) : aqﬁ’”*“(:v),a € Z. (2)

m=0

The behavior of the function Jy(A¢(x)) which we derived from Chapter I1I, §36 (1) of [20]
for any values of ¢(z) (¢(z) = 0 excepted) and for all A € C'is

[Jo(Ag(x))] < 1. (3)

As for small X the integral (1) is just bounded, we consider the case A > 1.

Lemma 2 Let the function ¢(z) is in € C?[a,b] , and ¢(x) # 0,/ (x) # 0, then
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Proof. We consider the function (2) in the case a = 0

Then, transforming the (5), we will differentiate the function bellow

(S8 L nooten) = -5 2mi o +1>¢2m+1<x>¢'<x>(§)2m

o

= —N¢/(z)o(x) Z ) mbemH (;)Zm

m=0
= =X/ (2)¢(x) Jo(Ad(2)).
Thus, by differentiating twice we get
d <(b(1:) d
¢'(z) dz

The proof is complete.

v >>) X6 () (2) b(A(a)) =

3 Results and discussion
We formulate our result in the form of theorem and show its application bellow

Theorem 1 Let —co<a<b<oo and a = 0. Let ¢(z) € C?a,b] and ¢ € C'la,b]. If
lp(z)| > 1,|¢'(z)| > 1,|¢"(x)| > 1 for all x € [a,b], then we shall now prove that

L) ola)
¢'(b) ¢'(a)

Proof. We put the function Jy(A¢p(x)) to the integral (1) and integrating it by parts we find

that
= [ otanviare = -3 [ 5 (GEantom ) sosm

1

0] < 35| 52D () -

D(a)‘.
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_12 {%%JO(MS(@) i_g_/ab%Jo(/\gb(x))‘ﬁ(x) d ( Y(x) )dx]

¢ ¢'(z) de \ p(x)¢/(2)
o A (o) d () Y\,
=5 ), PG (¢'<x>dx (¢< o >))d
where
[ 4 6w d (@ ] s
- Lsf%x) M) = G @ (¢<x>¢'<x>) Al ”}

Applying the expression (3) and suppose that ¢(z) € C?*[a,b], v € C'a,b],|p(x)] >
L |¢'(z)| > 1,]¢"(x)| > 1 for all x € R we have

[1(A >|—\—9/a Jo(Ag(x >d (fizzdi(as(lb)(as)()))d‘

iz (o0 (o))

dx

and

b= (28 Y

The proof is complete.

Remark 1 [f [a,b] = R := (—o00,+00), then assume that 1 € C}(R) is the function with
compact support.
3.1 Aplication. Generalised Rieman-Lebesgue lemma

The Riemann-Lebesgue lemma is the classical result of harmonic and asymptotic analysis.
The simplest form of the Riemann-Lebesgue lemma states that for a function f € C'([a,b])
we obtain

b
, 1
/e’kxf(x)dx =0 (E) , at k — oo.
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We consider the following integral of Fourier-Bessel transform

/bJo(k’x)f(x)dx.

If f € C*([a,b]), then from the van der Corput lemma and by Theorem 1 we have

b

/Jo(kza:)f(x)dx =0 (k7).

a

4 Conclusion

Thus, in this paper, we consider analogues of the van der Corput lemma involving Bessel
functions. The main result of the work is to study oscillatory integrals appearing in the
analysis of wave equation with singular damping. We have proved the behavior of the
oscillatory integral for large positive A. Therefore, the estimates, which we got, can be used
to for proofs of generalised Riemann-Lebesgue lemma.
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ON THE SCHWARZ PROBLEM FOR THE MOISIL-TEODORESCU
SYSTEM IN A SPHERICAL LAYER AND IN THE INTERIOR OF A TORUS

The theory of analytic functions is a classical direction in the study of elliptic equations and
equations of mixed type in the plane. In a three-dimensional bounded domain £ C R?, we consider
the elliptic system

0 0/0x, 0/0x4 0/0x3
8/8$1 0 —8/8.’1?3 8/8552 o
0/0ws 0)dzs 0 —0/ow, | M@ =0
8/81?3 —6/8$2 8/3%1 0

M(9/0z)u(x) =

where u(x) = (uo, u1, ug,u3) is the desired vector function u € C1(Q). Such a system is called the
Moisil-Teodorescu system. For solutions of this system, the basic facts of the theory of analytic
functions on the plane are valid, including the integral theorem and Cauchy’s formula, Morera’s
theorem, and others. Doubly connected regions play a significant role in fluid mechanics. For
example, the flow created by a long solid cylinder moving in the direction of the normal to its
axis occurs precisely in a doubly connected region. In this paper, we write out the fundamental
solution of the differential operator M(9/0x) in the space R? and present well-posed problems
for the Moisil-Teodorescu system in the case of a spherical layer and the interior of a torus. The
results of this work show a significant difference between the well-posed problem in a spherical
layer and a similar problem in a torus.

Key words: Cauchy—Riemann system, Moisil-Teodorescu system, Schwartz problem, spherical
layer, torus interior, solvability of the problem.
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CdepasblK KabaTTarbl »K9He TOpAbIH imiki 6eJiringeri Moucuia—Teonopecko »kyiiteci yurin

IITsapri ecedi Typasbl

AHanTUKAJIBIK, (DYHKIUSIAD TEOPUACH] XKA3BIKTHIKTAFbl /IIANTUKAJIBIK TEHJIEYJIep MEH apaJiac
TUIITEC TEHJEYIEPl 3epTTey/ae KJIACCUKAJIBIK, OAFLIT OOJIBIT TaOBLIAABI. Y IMIOJIIEM/Il IIeHeTeH
Q) C R? 0ObLIBICHIHIA KeJleCi 3JITNITHKAJIBIK, JKYHeciH KapacThIpaMbl3
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O zagaue IIBapua nist cucrembr Moucuna—Teomopecky B IIapoBOM CJIO€ U BO BHYTPEHHOCTU

0 8/8.’1,‘1 8/65(}2 8/8373

a/0 0 —-0/0 a/0
M(9/0x)u(z) = 8;82 9/0s {) T3 —8//(3;21 u(z) =0,
8/6353 —8/8@ 6/8$1 0

myagarsr u(r) = (ug, u, ug, u3) BexTOp- bynmkmmacs C1(Q) knaceman. Mynjait sxyite Moncui-
Teomnopecko xkyiieci jen aranaansl. By KyiteHin menrimaepi yimin )Ka3bIKTHIKTAFbl AHATUTUKAJIBIK,
dyHKIUsIIAp TEOPUSICHIHBIH Heri3ri (haxTisepi, corblH, iminge Komuain mHTerpaiibk, TeopeMachl
men dopmynacel, Mopep Teopemach! xkoHe backamap. Exi GaitaHbICTBI 00JIBICTAD CYHBIKTHIKTAD
MeXaHUKACBIHIA MaHBI3ILI POJI aTKapagbl. Mblcaabl, 63 OCiMeH HOPMAJIb OAFBITTa KO3FAJIATHIH
Y3bIH TYTaC MHJIMHIAPIEH >KAcCAJFaH arblH JoJ1 €Ki OalIaHbICTBI OOJIBICTa XKy3ere acajibl. by
sympicta M (0/0z) nuddepernuanapk onepatopsl yimin R3 kenicririne ipresi menrivi skazpi-
JIFaH >K9He cdepaliblK KabarTarbl »KoHe TOpAbIH, imki 6esirinmeri Moucui—Teomopecko kyiteci
VIIiH THSHAKTHI ecentep Kesripiiren. Moucuin—Teomopecko xKyiteci ammunTukaabik, Komm—Pumvan
JKYHECIHIH, KAJMBLIAHFAH MBICAJIBI OOJIBIT TAOBLIAbI. By XKYMBICTBIH, HOTHXKeJIEPiHEH chepabIK,
KabaTTarbl TUAHAKTHI KOWBIIFAH €Cell TTeH TOP/bIH, MKl GeTiriHae KOWBIIFaH €CENTiH apachbiHaa
afTapJbIKTall albIpMAaIIbUIBIKTH KOPEMI3.

Tyitin cesnep: Komu—Puman xkyiteci, Moucuia—Teonopecko xkyiieci, I1IBapi ecebi, cdepasibik,
KabaT, TOPABIH, IIIKi OeJIiri, ecenTiy MemiMIiIir.
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TOpa

Teopust anauTHYeCKUX (DYHKIUU SIBJISIETCS KJIACCUIECKUM HAIIPABJIEHHEM B U3yYEeHUU JJLIUAITH-
9eCKUX YpaBHEHUI W ypaBHEHWII CMEIAHHOI'O THIIA, Ha ILIOCKOCTH. B TpexMepHO#l orpaHmdeHHOM
obmactn Q C R? paccMarpuBaeTcs SUTHOTHYICCKAS CICTEMA

0 8/81‘1 8/8952 8/81‘3

a/0 0 —-0/0 a/0
M(8/0x)u(z) = 8;82 0/0s é s —8//833;1 u(z) =0,
8/8I3 —8/8902 8/8I1 0

rie u(x) = (ug,u, uz, u3) — uckomast BekTop- dynkmus v € C(£)). Takas cuctema Ha3bIBaETCH
cucremoit Moucuna — Teomopecky. st perenuit 3Toit cucTeMbl CIpaBeJIUBLI OCHOBHBIE (DaKThI
TEOPUN AHAJUTHYCCKUX (DYHKIMN Ha IJIOCKOCTH, BKJIOYAs WHTEIPAILHYIO TeopeMy u (POPMYJLy
Kormn, reopemy Mopepa u apyrue. /IBycBs3nbie 001aCTH UTPAIOT 3HAYUTEIHHYIO POJIb B MEXAHUKE
KugkocTu. K mpuMepy TedeHue, CO3/[aBaeMO€ JJIMHHBIM TBEPJIBIM IIHJINHIPOM, JIBUXKYIIEroCs B
HAIIPABJIEHUN HOPMAaJIX K CBOEI OCH, IIPOMCXOIUT UMEHHO B JIBYCBA3HOI oOsactu. B nannoit pabore
BhInucad dbyHaMeHTaIbHOe perterne uddepennumaboro oneparopa M (0/0x) B mpocTpaHCcTBe
R? u npuBeseHB KOPPEKTHEIE 3aiadm 1Is cucrembl Moncuaa—TeomopecKy B cirydae MIapoOBOro
CJI0S ¥ BHYTPEHHOCTH Topa. V3 pe3yiabTaToB JaHHOW pabOTHI BHUIHO CYIIECTBEHHOE OTJIMYINE
KOPPEKTHON 3a/1a9i B MAPOBOM CJIOE€ OT aHAJIOTUIHON 3a/1a91 B TODE.

Kuarouesbie cioBa: cucrema Komm—Pumana, cucrema Moucuia—Teonopecky, 3amada [HIBapia,
IIapOBOM CJION, BHYTPEHHOCTb TOPA, PA3PEIIMMOCTD 3a/1a49H.
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1 Introduction

Complex analysis methods constitute a classical direction in the study of elliptic equations
and equations of mixed type on the plane. At present, active research is being carried out in
this direction in many mathematical centers of the world.

Multiply connected (in particular, doubly-connected) domains play an important role in
fluid mechanics. For example [1| the flow created by a long solid cylinder moving in the
direction of the normal to its axis, occurs precisely in a two-connected domain. From the fact
that certain closed curves in such a domain are non-contractible to a point, it follows that the
presence of lifting power. Another example [1] is the motion of a smoke ring in the outside
of the torus. Thus, it makes sense to study the well-posed formulation of the problems for
elliptic systems in multiply connected domains. Plane multiply connected domains are usually
described by the number of connected components of the boundary of the domain. Spatially
multiply connected domains already require a large number of topological characteristics. For
spatial multiply connected domains along with the number of connected components of the
boundary of the domain, it is convenient to consider also so-called the order of connectedness
of the domain [2, 3].

In this paper, we denote the number of connected components of the boundary of the
domain by n, and the order of connectedness of the domain is denoted by m. For example,
for a spherical layer in a three-dimensional space n = 2, m = 1, and for the interior of a torus
in the same space n = 1,m = 2.

It is noted that the formulation of well-posed problems for first order elliptic systems
depend on the numbers n, m in [4-6].

This paper presents the well-posed problems for the Moisil-Theodorescu system in the
case of the spherical layer and the interior of the torus. The results of this work show
a significant difference between well-posed problem in the spherical layer and the similar
problem in the torus. A more general investigation of the Fredholm property of boundary
value problems of first order elliptic systems in multiply connected domains can be found in
the papers of A.P. Soldatov [7-9]. Moreover the index of the studied problems is calculated
in [7].

Materials and methods

2 Cauchy—Riemann and Moisil-Teodorescu systems

In a flat bounded domain Q C R?, we consider the elliptic system

where u(z) = (uy,uz) is the desired vector function u € C'(Q). Such a system is called a
Cauchy-Riemann system.
In a three-dimensional bounded domain © C R?, we consider the elliptic system

8/8:1:1 0 —3/8:1:3 8/8.1'2 .
0/0rs 0)0xs O —0/on | =0 ()
8/8x3 —8/81’2 a/axl 0

M(0/0x)u(z) =
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where u(z) = (ug, u1, uz, uz) is the desired vector function v € C*(€2). Such a system is called
the Moisil-Teodorescu system.

For the solutions of this system, the basic facts of the theory of analytic functions on
the plane are valid, including the integral theorem and the Cauchy formula, the Morera
theorem, etc. The foundations of this theory were laid in the works of G.K. Moisil and N.
Teodorescu [10]. It is easy to show that all components u; of the solution u = (ug, u1, u2, us3)
of system (1) are harmonic functions. In this sense, it is an example of a multidimensional
generalized Cauchy-Riemann system [11].

This theory was further developed in the works of A.V. Bitsadze [12,13]. In particular, he
introduced the concept of a Cauchy-type integral for system (1) and pointed out its various
applications.

The fundamental solution of the differential operator M (9/0x) in the space R? is the
matrix function M T (x)/|z|?, where T — matrix transposition symbol. In these notations, the
integral

1 Ty —

1)) = 5 [FL O Moy, o ¢ T )
where dyy is the area element on the surface I' = 9D and n(y) is the unit normal, determines
the solution of system (1). The choice of density in the form M[n(y)]p(y) is dictated by the
fact that it ensures the validity of the analogue of the Sokhotsky-Plemelja formulas.

Namely, if the function ¢ satisfies the Holder condition and the surface I' is a Lyapunov
surface, then there exist limit values

“i(yo) — xm}oi,xmez)i u(z), yo €T,

for which the analogue of the Sokhotsky-Plemelya formulas is valid
ut =t +ut. (3)

Here D* = D, D~ = R3\ D, the normal n is assumed to be external to D and the function
u* = I*p is defined by the singular integral

o = 5 [ U M)l (@)

which is understood as the limit at ¢ — 0 of integrals over I' N {|ly — yo| > €}. These
formulas were first obtained by A.V. Bitsadze [12]. From the point of view of the minimum
requirements for surface smoothness, this result was refined in [14]: if I belongs to the class
C'", 0 < v < 1, then the operator I is bounded C*(I') — C#(D), 0 < u < v. Here and
below, by C*(G) we mean the Banach Holder space defined by the usual norm

xr)—$ly
|90|M,G = |Q0|0,G + [QD]IMG [QD]M,G = sup M’
9075%171;66' |:L' - y|u

where |p|o¢ means sup —norm. Similar meaning has the space C'#(D) continuously -
differentiable functions and the class of C''* surfaces.
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In terms of the integral (2), the Cauchy integral formula for solutions u € C*(D) of
system (1) in a finite domain D can be written as

uw(z) = (Iu™)(z) z € D. (5)
In this case, the Cauchy theorem gives the equality

(Iu*)(x) =0, xe€ D . (6)
If the domain D is infinite, then under the additional assumption

u(@) = of|a] ) (7)

for |x| — oo these formulas remain valid.

Let the function w(z) be given and be a solution to (1) in each component of the
complement to I', satisfies the Holder condition in their closure and condition (7) at infinity.
Then from the formulas (5) and (6) applied in these components are completely similarly to
the case of analytic functions, we derive the representation

uw=TI(u"—u") (8)

general solution in the form of a Cauchy-type integral. Taking into account the Sokhotsky-
Plemelya formulas (3), this representation allows the problem of linear conjugation

ut —Gu = f

with a given invertible (4 x 4)— matrix G € C*(I") reduce to an equivalent two-dimensional
singular integral equation

(p+TI"0) + Gl —T"p) = f.

Results and discussion

3 The Schwartz problem for the Moisil-Theodorescu system in the spherical
layer

Let Q = {z € R®: 0 < r; <|z| < ro}, where ry, ry are some positive numbers. We denote
by T’ the boundary of the domain 2, ie. T ={z € R¥: |z| =r}U{x € R?: |z| = ry}. Tt
is required to find the vector-function u = (ug, u1, us, u3) = (ug, u) that satisfies the Moisil-
Theodorescu system
diva =0, =z €,
{ gradug +rotu =0, x €,

(9)

and Schwartz conditions

ug (y) = fily), yer,
{ ut(y)n(y) = foly), yeT, (10)

where 7i(y) is the outer normal to the boundary I' at the point y.

Here, in what follows, we will use the operations of a vector field, which for the vector
function u = (uy,uz,uz) € C'(Q) and the scalar function w € C'(Q2) are defined by the
equalities
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divu = Ous + Ou, + Ous gradw = (

Dy’ Oy’ Oy

ow OJw Ow
8%1 8%2 8%3’ ’

and

8:62 (9.1'37 (9$3 8:151 ’ 81’1 61'2

It is directly verified that the system (9) is an elliptic system. The boundary conditions
(10) satisfy the complementarity condition [5-7,11|. Therefore the problem (9),(10) has a
Fredholm property. Necessary and sufficient conditions for the solvability of problem (9),(10)
are noted in [7]. To describe the condition of solvability of (9),(10), we need the following
constructions.

We choose an open covering Sy, k = 1,2, 3,4 of the surface I' and the unit tangent vectors
Pk(y), @x(y) to T from the class C*(Sk) so that at each point y € Sy the vectors pr(y), k()
and 7i(y) were pairwise orthogonal.

Since I is the union of two spheres, it follows that such a choice is possible. By the results
of [7], we introduce the conjugate problem to (9),(10)

- (8u3 8u2 8u1 3u3 8u2 8u1)
rotu = .

(11)

divo =0, x €,
gradvyg +rotv =0, x €,

v 07 yESka k:17273a4'

Proposition 1 [7] The nonhomogeneous problem (9),(10) is solvable in the class C*(Q) if
and only if the orthogonality condition

f\y|:,«l[_yf1(y) T (y) + rifaly) v (y)ldoy = 0,
(13)
f\y|:,«2 [ fi(y) 0 (y) + r2fa(y) vg (y)]day = 0,

holds for all (vy,v) representing the solutions of the homogeneous problem (11),(12).

Further we assume that the orthogonality requirements (13) for the data fi, fo are satisfied.
So, problem (9),(10) is solvable (can be ambiguously solvable). One of the possible solutions
of the problem (9),(10) is denoted by (wg, W), x € €.

We formulate the following statement that is useful for further investigation.

Lemma 1 The first component ug(x) of the vector-function u = (ug,uq, usg, us) represents
the solution of the Dirichlet problem for the Laplace equation

{Aug:O, x €,
ug (y) = fily), yeTl.

Since the Dirichlet problem for the Laplace equation (14) has a unique solution, then
previously introduced wy(z) = ug(z) for all x € Q.
The second equation of system (9) implies that

(14)

gradug+rotu =0, x €,
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gradwy +rotw =0, x €.

Subtracting one equality from the other, we obtain the following equation
rot(t—w) =0, x€&.
By the same way we can write down the boundary condition
(at —w*)-f(y) =0, yer.

The difference @(z) — @(x) we denote by 6(z). Hence, it follows that 6(z) is the solution of
the homogeneous problem
divd =0, zeQ,
rotf =0, z€qQ, (15)
0tn=0, yel.

Lemma 2 7To solve the inhomogeneous problem
divau =0, x €,
rota =—60(x), x €, (16)
utn=0, yel

the relation

[ ey - [ | @ e = [ o,

Yo,y Y0-Y S

for any y € 2 and for any Ly, ,.

Proof 1 Let’s fix a point yo € D and choose an arbitrary y € Q. Let ly,,, I,  C D be
arbitrary paths that connecting the point yo,y and lying entirely in this region. These paths
lyo.y ~ l;w are homotopic in €Q,, since the domain 2 is a spherical layer. Let L =1, , U l;;o,y
and denote by S the surface that formed by the closed contour L.

Therefore, the closed-loop integral L by the Stokes formula is equal to
[ @ ety = [ (otd) (@n(e)das,
L s

where e(y) is a unit tangent vector to the contour Oy, oriented positively with respect to
n (i.e. the traversal of this contour, as viewed from the end of the vector n, is carried out
counterclockwise). According to the second equation of system (16), we have relation

[ @ wemay == [ s

’ _ —1 . . .
Since L=1, Ul ", then we rewrite the last relation in the form

| @ [ @ wetdn =~ [ oenad

l’UO 'Y ly(),y

This is true for any y € D and for any ly, .
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The following statement is proved in |7].

Theorem 1 [7] The homogeneous problem (15) defined in the spherical layer has a unique
solution belonging to the class C*(€2).

Proposition 1 implies that the nonhomogeneous problem (9),(10) has a solution if the
requirements (13) hold. Thus, the results of 7] imply the existence of a single well-posed
problem for system (9) in the spherical layer.

4 The Schwartz problems for the Moisil-Theodorescu system in the interior of
a torus in three-dimensional space

Let Q = {(x1, 22, 23) : x1 = rcosp, xy =rcosd(3 + sing), x3=rsinf(3 + sinp), r <1,
0 < ¢ <2m,0<6<2r} presents the interior of the torus in three-dimensional space.

By I" we denote the boundary of the domain €2, namely I' = {(y1, y2, y3) : y1 = cosp, ys =
cosf(3+ sing), ys = sinf(3+ sing),0 < ¢ < 27,0 < § < 27}. It is required to find the scalar
function ug(z) and the vector-function @ = (uy, ug, u3) that satisfy the Moisil-Theodorescu
system with Schwartz conditions

divu=0, xze€f, (17)
gradug +rotu =0, x €€,
wt(y)n(y) = f2(y), yeT,

J7 [—u2(0, 3cos, 3sind)sind + us(0, 3cosh, 3sind)cosb]dd = a(ug, ' n), (19)

where the quantity « represents an arbitrary linear continuous functional in the space C*(T") x
CH(T).

The Fredholm index of the problem (17),(18) (without condition (19)) is calculated in |7].
By the results of the work [7] the nonhomogeneous problem (17),(18) (without condition

(19)) is solvable in C*(€2) if and only if the orthogonality condition

/F Jaly)dsy = 0. (20)

holds.
Further we assume that the orthogonality condition (20) holds.

Proposition 2 If the condition (19) holds, then the problem (17),(18) is uniquely solvable.

Proof 2 We will prove this proposition by contradiction. Suppose that there exist two
solutions of the problem (17),(18). We denote them by ug(z), u(x) and wo(x), w(x).

It is clear that ug(x) = wo(z), © € Q. The similar statement is proved in section 3. The
difference i(x) — w(x) we denote by O(z). Thus, O(z) is a solution of the problem

divv(z) =0, z €,
rotv(z) =0, x€Q,
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v(y)'n(y) =0, yeT,
ST [=v2(0, 3cos0, 3sind)sind + v3(0, 3cosb, 3sind)cos]dd = 0, (21)

By the results of the work [7] there exists a harmonic function o(z) such that 6(x) =
grad p(z). On the boundary I the harmonic function p(x) satisfies the following condition

9 _

0 el
an Y y
The third condition in (21) means that
lim (0, 3cosf, 3sinf) = lim (0, 3cosh, 3sinh). (22)
00— 0——m

It was proved in [7] that the difference of the limits

lim  p(z1, 22, 23) — lim (1,29, 23)
z3—01,22<0 x3—07,22<0

does not depend on the points (1,2, x3) € Q, 1o < 0,23 =0 for (x1, 2, 23) € Q.
Then (22) implies that

lim  p(z,20,23) — lim @21, 29,23) =0
z3—01,22<0 z3—07,22<0
for (z1,x9,23) € Q, x9 < 0. In this case we conclude that ¢(x) = const for all x € Q.
Consequently, 6(x) =0 for all x € Q.

We now state the main result of this section.

Theorem 2 Let f; and fy be arbitrary functions in CY(T'), and (20) holds for fo. Then the
problem (17),(18) has a unique solution for arbitrary linear continuous functional a(fi, fo)
in C1(T') x CY(T).

Remark 1 The functional a(f1, f2) can be defined by the formula

Oé(fl,f2):/Ffl(?/)ﬂl(y)dzy—/Ff2(y)ﬂz(?/)d2y,

where py(+), ua(+) are continuous functions on the surface T'.

In this case, in the problem (17),(18) condition (19) is a nonlocal boundary condition.
Nonlocal boundary value problems for differential equations have been studied by many
authors. In particular, in the work [16] systematically studied solutions of nonlocal problems
for pseudo-hyperbolic equations.

In [17-19] works questions of the Fredholm solvability of the Neumann problem for a
higher order elliptic equation on the plane were studied, and the equivalence of the solvability
condition for the generalized Neumann problem with the complementary condition (the
Shapiro-Lopatinsky condition) was proved.
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Conclusion. Thus, in this paper, we considered the Moisil — Teodorescu elliptic system
M(9/dz)u(x) = 0 in a three-dimensional bounded domain 2 C R3. For solutions of this
system, the basic facts of the theory of analytic functions on the plane are valid, including
the integral theorem and Cauchy’s formula, Morera’s theorem, and others. In this paper, we
write out the fundamental solution of the differential operator M (9/dz) in the space R?® and
present well-posed problems for the Moisil-Teodorescu system in the case of a spherical layer
and the interior of a torus. The results of this work show a significant difference between the
well-posed problem in a spherical layer and a similar problem in a torus.
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THE STATE OF THE PROBLEM OF THE JOINT MOVEMENT OF FLUID
IN THE PORE SPACE

This article discusses the problems of studying the issue of joint motion of liquids in the porous
space. The article provides the construction of a mathematical model of the theory of filtration,
which describes phase transitions. The main difficulty in constructing this model is associated with
the fact that free interphase boundaries create regions that change over time, and it is required to
find the temperature or concentration fields of substances in them. In this case, the coordinates of
the considered phase boundaries are not initially specified and must be calculated already in the
process of solving. For this, a derivation of the averaged equation for the problem of finding the
rupture surface during the movement of two incompressible viscous liquids in the pores of the soil
skeleton was proposed. The article deals with the case when the skeleton is an absolutely rigid body.
The rationale was given for the choice of an averaged filtration model instead of a microscopic one.
The main research methods are classical methods of mathematical physics, functional analysis and
computation methods of the theory of partial differential equations, as well as difference methods.
The formulation of the problem is given, and the definition of a generalized solution for solving
the problem is provided. Next, an averaged model is derived and the existence of at least one
generalized solution to the problem is proved.

Key words: Stefan problem, difference scheme, numerical methods, phase boundary, sorption,
adsorption, surfactant, relaxation time, averaged model, microscopic model, macroscopic model,
joint motion of liquids.
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L AkTebe emipaik ymusepcureri K. YKybanos, Kasaxcran, Axrebe K.
291-®apabu aTLIIAATLI Ka3aK YITTLIK yHEBepcHTeTi, KazakcTan, AIMaTH K.
*e-mail: alla.mussina@mail.ru
Keyek keHicTiringeri cyfbIKTBIKTAP/IbIH, OipJecKeH KO3FaJIbIChI TY PAJIbI

Makasnama camaTTaj raH 3€pPTTEYIiH, MaKCaThl KeYeKTi KeHICTIKTeri CYHBIKTBIKTAP/IBIH OipJlecKeH
KO3FaJIbICHI TypaJibli MocesIeHi 3epTTey OobIn Tabblaa pl. Makaiama Gasasblk aybICyaIapabl Ch-

HATTANTHIH CY3y TEOPUSICHIHBIH MATEMATHKAJIBIK, MOJIETIHIH, KYPBUIBICHI KAPACTHIPHLIAIEL.
Byn Momenbai Kypydarbl 0acThl KUBIHIBIK 00C HMHTepdAa3ablK, IIeKapajgap YaKbIT OTe Keje

e3repeTin afiMa KTap/bl KYPaWTbIHJIBIFbIHA Oafl/TAHBICTHI 2KOHE OJIap TeMIepaTypa epicTepin
HEMeCe 3aTTap/blH KOHIIEHTPAIUSICHIH Tabyabl KaxkeT eremai. Bys xkarmaitga dasasbik, OeiMHIH
KAPACTBIPBIIFAH IIeKAPAJAPbIHBIH KOODINHATTAPHI OACTAIKBIA OPHATHIIMAFAH XKOHE IIEIiM
OapPBICBIHIA €CENTENYl KepeK.

Out yIIiH TOIBIPAaK, KAHKACBIHBIH, TECIKTEPIH/Ie €Ki ChIFBIIMANTBIH TYTKBIP CYHBIKTBIKTHIH KO3FAJIbI-
ChI Ke3iHje chiHy OeTin Taby ecebiHiH opTalna TeHJEYiH aJly YChIHBLIIbI. Byl MOJeIbI Kypy/Iarsl
6acThl KUBIHIBIK, 00C WHTePdA3aIbIK, MIEKAPAJIap YaKbIT OTe Kejie O3repeTiH aliMakTap/Ibl Kypaii-
TBHIHIBIFBIHA OANIAHBICTHI YKOHE OJIAPJIAFbI 3aTTaPIbIH, TEMIIEPATYPACHl MEH KOHIICHTPAIINSCHIHBIH,
epicrepin Taby kepek. By xarmaiinma daszasapablH KapaCTBIPBLIFAH IIEKAPAIAPBIHBIH KOOD-
JIMHATTAPBI OACTANKBIIA KOPCETLIMEreH »KOHE OJIApJbl Ielnry OapbIiChiHIa ecenTesyi kepek. Our
YIIIiH TONBIPAK KAHKACHIHBIH TECIKTEPiH/Ie €Ki ChIFBIIMANTBHIH TYTKBID CYHBIKTBIKTHIH, KO3FaJIbIChI
Ke3iH/e KbIPThLLy OeTiH Taby VIIiH opTalla TeHJey 1l ajy YChIHBLIIbL. Makaiaia KaHKa MyJjIeM
KATTHI OOJIFaH YKaraaiibl KapacTeIpblran. Herisri 3eprrey ojicTepine MaTeMaTUKAJIBIK, (DU3UKAHBI
KJIACCUKAJIBIK, 9/1icTepi, (DYHKIMOHAJIBIK Tajnay KoHe mepbec muddepeHnuanabk, TeHIAeYIep
TEOPUSACHIHBIH, €CEIITEY BJIiCTePl, COHBIMEH KaTap albIPhIMJILIK 9/IiCTED] 2KATa/ IbI.
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Tyitin cesmep: Credan ecebi, alibIpMAIIBLIBIK, CXeMachl, CAHIBIK 9icTep, ha3ablK, meKapa, copo-
nust, ajcopOIusi, 6eTTiK-0esiceH i 3aT, peJlaKCalisl YaKbIThl, OpTalla MOJIEJIb, MUKPOCKOIIHUSIIBIK,
MO/IE/Tb, MAKPOCKOIHUSIJIBIK, MOJIEIb.
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CocrosiHuE BOIIpOCAa COBMECTHOTO ABUXKEHUS >KUJKOCTeil B IOPOBOM IIPOCTPAHCTBE

Hesbio nccireoBaHms, OMMCAHHOTO B JIAHHOM CTAThE, SIBJSIETCS W3yUeHHEe BOIIPOCA O COBMECTHOM
JIBUYKEHUH >KUJKOCTEl B IOPUCTOM IPOCTPAHCTBE. B cTarbe paccMaTpUBaeTCs IOCTPOEHUE
MaTEeMaTHIEeCKON MOJean Teopun (DUILTPAINHN, ONUCHIBatoONel ¢da3oBbie mepexonbl. OcHOBHAs
TPY/IHOCTh MPHU MOCTPOEHUHU STOW MOJEJA CBA3aHA C TEM, UTO CBODOIHBIE MeK(Ma3Hble TPAHUIIBI
06pasyIoT 00JIACTH, M3MEHSIIOIINECST BO BDEMEHH, U OHU TPEOYIOT HAXOXK/IEHUS TIOJIEil TeMIIEPATY Dbl
MJIM KOHIIEHTPAINHU BEIeCTB.

IIpu 3TOM KOOpPAWHATHI PACCMATPUBAEMBIX TI'DAHUI] pa3iesna (a3 M3HAYAJbHO HE 3aJaHbl U
JIOJIKHBI OBITH PACCUUTAHBI B XOJI€ perreHusi. [jist 9TOro OBbLI MPEJIOXKEH BBIBOJ, YCPEIHEHHOTO
VPaBHEHUsI 339U O HAXOXKJIEHUHM MOBEPXHOCTH PAa3PhIBa MPU JIBUXKEHUH JBYX HECKUMAEMBIX
BABKUX JKHUJKOCTEHl B IOpaxX CKejleTa TIPyHTa. B JaHHON CTaThbe pPAcCMATPUBAIOTCS BOIIPOCHI
n3yvdeHuns COBMECTHOI'O JIBH2KEHUA )KI/IJIKOCTeﬁ B IIOPpUCTOM IIPOCTPaHCTBE. B CcTaTbe IIPUBEIECHO
ITOCTPOEHNE MATEMATHIECKONH MOJIEIN TeOPUN (PUJIBTPAIIAN, OMKUCHIBAIOIIEH (ha30BbIe IIEPEXOIHI.
OcHOBHasI TPYAHOCTH TP IOCTPOEHUM JAHHON MOJIEJIU CBsi3aHA C TEM, 9TO CBOOOJHBIE MEXK-
dazuble rpaHUIBl 00pa3y0T 00/IACTH, U3MEHSIONINECS BO BPEMEHH, W HEOOXOIMMO HaifiTH B
HUX TIOJIS TEMIEPATyPbl U KOHIEHTPAIMH BeIecTB. [Ipu 3TOM KOOPJIMHATHI PACCMATPUBAEMBIX
rpanur, da3 U3HAYATBLHO He yKa3aHbl U JIOJIKHBI OBITh BBIYHUCIECHBI B IIPOIECCE UX PEIIeHUs.
st 9Toro OBLIO TPEJIIOKEHO MOJIyUIUTh YCPEJIHEHHOE YpaBHEHUE I 3aJIadd HAXOXKJICHUS
ITOBEPXHOCTU Pa3pbIBa IPU JIBUYKEHUM JIBYX HECKUMAEMBIX BSI3KUX JKUJKOCTEH B OTBEPCTUSX
IIOYBEHHOTO CKeJjieTa. B cTarbe paccMOTpPeH Ciiydail, KOr/ia CKeJIET SBJISIeTCS abCOIFOTHO TBEPIBIM
resioM. OCHOBHBIME METOJIAME HMCCJIEIOBAHUS SBJISIOTCS KJIACCHIECKHE METOJIbI MATEMATHIECKON
duznku, OYHKINOHAJBHBIN AHAJIN3 W BBIYUCJIATEIbHBIE METO/bl TEOPUU yDPABHEHUI YaCTHBIX
[IPOM3BOJIHBIX, & TAKXKE PA3HOCTHBIE METOJIBI.

Kurouesbie cioBa: 3amada Credana, pa3HOCTHAsT CXEMa, YNCIEHHBIE METOIbI, TPAHNIIA, Pa3Iesia
da3z, copbrusi, amcopbIHsI, MTOBEPXHOCTHO-AKTUBHOE BEIIECTBO, BPEMsI PEJIAKCAIINY, YCPEIHEeHHAS
MO/I€JIb, MEKPOCKOIINYIECKAsT MOE/b, MAaKPOCKOIIMIECKAs MOIEb.

1 Introduction

For a better and more complete understanding of the processes that occur during oil
production, it is necessary to simulate liquid flow in porous media. Modeling is commonly
used to develop optimal reservoir development methods, as well as to select suitable well
locations, and of course to test various oil recovery technologies. Mathematical models of
filtration are based on the laws of mechanics of multiphase media and contain systems of
partial differential equations.

As a rule, the mathematical model is also supplemented with auxiliary equations depending
on the properties of the porous medium.

A numerical study of liquid filtration has been carried out in many works. It can be pointed
out that the main problems of such problems are associated, first, with the nonlinearity of the
obtained systems of equations. If we turn to the definition, then the theory of poroelasticity
studies the joint mechanism of fluid flow and the change in porous media. In this case, the
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main mathematical models of the theory of filtration, as a rule, are supplemented by the
Lame elasticity equation for the displacements of the medium. [1] Such mathematical models
of poroelasticity contain systems of nonlinear, nonstationary systems of partial differential
equations. For the approximate solution of boundary value problems, as a rule, numerical
methods are used.

The equations of poroelasticity, which were obtained by M. Biot and C. von Terzaghi, for
a certain time served as the basis for solving problems in the field of poroelasticity. These
equations take into account the movement of not only the fluid in the pores, but also the solid
skeleton. Later, some authors such as R. Burridge and J. Keller, E. Sanchez-Palencia and T.
Levy, proposed the derivation of the poroelasticity equations, which are based on the laws
of continuum mechanics and averaging methods. First, using the classical laws of continuum
mechanics, the joint motion of the elastic skeleton and fluid in the pores is described at the
microscopic level, and then approximating models are found using the averaging theory.

2 Materials and methods

The main methods of this research are the classical methods of mathematical physics,
computational methods of the theory of partial differential equations, functional analysis,
as well as difference methods. In practice, methods are also widely used that explicitly track
the movement of interphase boundaries. All these methods are based on the use of the finite
difference method, in this case, the calculations are carried out on uniform or non-uniform
grids. [2] Tt is always determined between which nodes of the computational grid the moving
border is at the moment, or through which node the border passes. The joint motion of elastic
skeleton and fluid in pores in the area € is described by R. Burridge and J. Keller, T. Levy
using the following mathematical model:

%(pv)+V(pv@U—XPf+(1 —x)Ps) = pF, (1)
dp
ot + V(pv) =0 )

where V - u is the divergence u, the matrix a @ b is defined as (a ® b)c = a(bc) for vectors a, b
and c, x is the characteristic function of the pore space, 2, Py, Ps is the stress tensors of the
liquid and solid components, v is the velocity of the medium, p is the density of the medium
and F' is the given vector distributed mass forces. Equations (1) and (2) are understood as
integral identities and contain dynamic equations for the liquid component:

dv dp
— =VP F — =0 3
P Vf—irp,dt—l—va (3)

in Q2 for t > 0, the dynamic equations for the solid component are given below:

dv

d
pr = VP, + pF. Py oV =0 (4)

dt
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in ) for t > 0, and the condition for the continuity of normal stresses then looks like this:

(P,—P;)-n =0

on the common boundary "porous space rigid skeleton"I'(¢), where nis the unit normal to
I'(t). To describe the joint motion of two inhomogeneous fluids in an elastic skeleton, we
will supplement our dynamic system with the transport equation for the density p®(z,t) of a
mixture of liquid and solid components:

dp
L. (5)

We also supplement this system with the initial condition:

p(x,0) = ps,z € Qy, p(x,0) = pjf, x € in} (6)

The resulting problem is highly nonlinear and contains an unknown quantity, that is, the
interface between the pore space and the rigid skeleton. [3] In our case, the solid and liquid
components do not mix. Therefore, the free boundary I'(¢) is a contact discontinuity surface,
and it can be determined from the Cauchy problem:

g EE‘FVXU = 0, x(2,0) = xo() (7)

is true for the characteristic function x in the region 2 for ¢ > 0.
Theorem Let By, B.B; be three Banach spaces, where

By, C B C B;.

By, By are reflective. Nesting By C Bis compact Then let

w={o

Proof. We use the norm of the space W

9
z@%mjﬁ@ée%@ﬂ&ﬁ.

ov
o) 2 0.7 B0 + |52 0.7,

Then we get a Banach space. It’s obvious that W C L, (0,7, B) Then the nesting W C
L,,(0,T, B) is compact.

3 Problem statement

If problem (1), (6), (7) can be solved, then such a given mathematical model will be useless
for practical use, since the function x changes its values from 0 to 1 on a scale of several
microns. Although, the problem, in general, should be considered in an area of about several
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tens or hundreds of meters [4,5] In this case, you can consider and apply the averaging of this
model. But then our problem (1), (2), (7) will become unsolvable. In this case, we propose to
apply the linearization of the main dynamical system according to the scheme proposed by
R. Burridge and E. Sanchez-Palencia, that is, we approximate the characteristic function y
of the liquid part €2; by its value at the initial moment of time, as well as the free boundary

['(¢) by its initial position I'y. In what follows, we suppose that v ~ %—?, where w is the vector
of displacement of the medium, we get:

0 0w

E(m}) ~ prxo + ps(1—Xo) )

where p¢, p, are the densities of the liquid in the pores and the solid skeleton:
Py = 2uD(z,v) — pll.

P, = 2)\D(z,w) — pIl1.

Here D(z,v) is the symmetric part of Vv, I[ is the unit tensor, w is the vector of
displacement of the medium, as y we denote the dynamic viscosity, through v we denote
the bulk viscosity, and A is the Lame elastic constant. [6] Let £(z) be the characteristic

function of the region Q. Then the resulting x“(z) = &(z)x(%) will be the characteristic
function of the liquid region €2} in dimensionless variables

x w t F
rT— =, w——=, t—= - F—=—
L L T g
where L is the characteristic size of the physical area, 7 is the characteristic time of the
physical process, and ¢ is the value of the acceleration of gravity. In this case, our dynamic
system will take the following form:

0*w

€
arQ

P = XeauD(x,a—w

5) T (1= x)anD(z,w) = pIl. (9)

Vw = 0. (10)

Special cases of linearization of problem (1) (2), (7) have been studied by many scientists,
such as, for example, Buckingham, Buchanan-Gilbert-Lin, Keller, Levy, Sanchez-Hubert,
Sanchez-Palencia. The problem of averaging for compressible mean linearized systems was
most fully investigated in the works of the scientist A.M. Meirmanov. [3,7,8] He proposed
a classification based on the dependence on the values of dimensionless criteria, which are
presented below:

lima,(e) = 7o.
e—0
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li_{% au(€) = pio-

11_{1(1) ax(e) = Ao.

Filtration of a liquid is a very slow process, the medium speed is usually between 3 and 5
meters per year. Therefore, the process time is just very long and a, ~ 0. And, for example,
for fast processes such as water hammer, a, ~ 1, or a, ~ 0.

In this case, we can neglect the inertial terms in (9) and restrict ourselves to the following
equation:

VP + ¢°F = 0. (11)

In order to describe the joint motion of two inhomogeneous fluids, we supplement the
system of equations (9) - (11) with the following transport equation:

ap° ow

5 + oVp© = 0, V= (12)

Supplement with the initial condition the equation for the density p of a mixture of liquid
and solid components:

pe(xa 0) = IO87 T e QS? p€<I,0) = p?’ T e Q? (13)

The simplest case of our system (9) - (11) will consider the case when a rigid skeleton is
an absolutely rigid body. Then it is characterized by the following equality:

)\OZOO.

Then the system of equations consists of the Stokes equations:
Vv = 0, (14)
V(a,D(z,v) — plI)+ o F = 0 (15)
for the pressure p and velocity v of the fluid in the region 2; at ¢ > 0 and the equality

v =20 (16)

in a solid skeleton 2.
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4 Formulation of main result

Combining all the results, we formulate them together in the form of one theorem.

Theorem Let the triple (w(z,t), p(x,t), p(x,t)) be a generalized solution of the M M
model. Then:

1) the sequences {w}, {Vw}, {v}, {Vo}, {p}, and {Vp‘} converge weakly in Lo(S27)
to the functions w,Vw, v = Eg;(&d/ﬁt), Vo = V(Eg;((?w/ﬁt)), p, p, Vp  respectively;
2) the limit functions are a solution of the averaged system of equations in the Qr region,
consisting of the continuity equation

Let Q € R? be a bounded region with boundary S, which was obtained by periodic
repetition of the unit cell €Y', where € > 0 is a small parameter,

Y=Y, UY,UuyUaY, Y =(0,1) x(0,1), €Y =(0,¢) x (0,¢)

where v = 9Y; U 0Y} is the Lipschitz boundary between two sets Y; and Y. Let ﬁ; be the
periodic repetition of unit cell €Y}, and Q¢ is the periodic repetition of €Y;. Then

Q=Q5UQUT"

where I'* = 9 Q% N 0 € is a periodic repetition of the boundary ey. Let the region Y; be
completely surrounded by the region Y}, that is

Y;NnoY =0.

In the region 2, the mathematical model of the joint motion of an incompressible fluid
and an elastic incompressible skeleton at the microscopic level has the form

ow*
V- (x‘poD(x, E) + (1= x)XD(z,w) — pl)+pF = 0. (17)
V-w" =0, 2€Q, t>0. (18)
re, t>0.
dp¢  0p° ow*

= -Vp© = Q : 1

I 8t+ 5 Vp 0, z€Q,t>0 (19)
Xw(z,0) = 0 at x € Q. (20)

wi(z,t) = 0 at € S=00, t>0. (21)
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X (2,0) = po(x), =€ (22)

where w(z,t) = (wf(x,t),ws(z,t)) is the vector of displacement of the continuous medium,
p°(z,t) is the pressure in the continuous medium, D(z,w) is the symmetric part of the gradient
of the vector w (stress tensor), I is the unit matrix, x“(x) is the characteristic function of the
pore space, xX(z) po is the dimensionless viscosity of the fluid, Ay is the dimensionless Lam
constant.

V-w=0 (23)

averaged equations of angular momentum

V-P+pF =0. (24)
Where
Ow !
P =n;: D(x, E) +ny: D(x,w)+ | ns(t—7: D(z,w(x,7))dr — pl
0

and the averaged transport equation

dp 0Op Ow B B

supplemented by boundary
w(z,t) =0, z€S, te(0,7T).

dp
— =0 S, t 0,7).
8/]7, 71'6 Y 6(7 )

and initial conditions
w(z,0) =0, z €.

p(x,0) = mpo(z), =€ Q.

where n, is a fourth rank tensor, is symmetric and positive definite, n is the unit outward
normal vector to the S boundary. The system of equations (23) - (25), supplemented with
boundary and initial conditions, is nothing more than Musket’s averaged model of the joint
motion of fluid and pore space.
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5 Conclusions

When studying the Rayleigh-Taylor instability in hydrodynamics, the following stages are
traced: linear, asymptotic, intermediate, regular, and turbulent. The most investigated is the
Rayleigh-Taylor instability for the case where there is a flat interface. The linear stage is well
studied in the works of Rayleigh, Taylor and Lewis, the regular asymptotic stage is studied
in the works of Birkhoff. But the analytical apparatus of mathematics for the analysis of the
Rayleigh-Taylor instability is not enough. Experimental studies are very laborious and can
be obtained only numerically. [9,10] Numerical approaches are based on the use of velocity-
pressure variables and current-vortex velocity or velocity-vortex velocity variables. Also, the
formulation of the problem makes it easy to extend the numerical methods for calculating
plane flows to the three-dimensional case. But the continuity equation for an incompressible
fluid contains velocity components, so there is no direct relationship with pressure. In the
course of computer simulation, it was revealed that the motion of fluids, which is described
by the system of equations (17) - (19), depends on the following parameters: the ratios
0= p;? / Py, where p}“ and py, are the densities of the upper and lower liquids, respectively,
wt, = the viscosity of the liquids, Ay the Lamii elastic coefficient, and the pore size €, that
is, the Rayleigh-Taylor instability is observed, as in the case when the walls of the region are
a solid. Numerical calculations were carried out for various values of A, d, and a constant
value of the viscosity of liquids and for the same €, 6 = 1.25 unit cell size:
for e =2- 107%, X\ — 0 there is a change in the interface between the liquids;
fore=2-107°, A =0.5, & — oo there is a change in the interface between the liquids;
fore=2-107°, A =0.5, § — 1 no change in the interface between the liquids is observed.
The state of the issue of joint motion of liquids in the porous space was investigated. The
rationale was given for the choice of an averaged filtration model instead of a microscopic
one. New microscopic mathematical models of the motion of viscous incompressible liquids
of various viscosities in the pore space are derived.
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ON THE BOUNDEDNESS OF THE RIESZ POTENTIAL AND ITS
COMMUTATOR’S IN THE GLOBAL MORREY TYPE SPACES WITH
VARIABLE EXPONENTS

The paper considers the global Morrey-type spaces GM () g(.),w(.)(£2) with variable exponents
p(.), 0(.), where Q C R™ is an unbounded domain. The questions of boundedness of the Riesz
potential and its commutator in these spaces are investigated. We give the conditions for variable
exponents (p1(.),p2(.)), (61(.),02(.)) and on the functions (wj(.),w2(.)) under which the Riesz
potential ¢ , will be bounded from GM,, ().6,()w, () () to GMy,().0,()ws() (). The same
conditions are obtained for the boundedness of the commutator of the Riesz potential in these
spaces. In the case when the exponents p,f constant numbers, the questions of boundedness of
the Riesz potential and its commutator in global Morrey spaces were previously studied by other
authors. There are also well-known results on the boundedness of the Riesz potential in global
Morrey-type spaces with variable exponents, when the domain 2 C R™ is bounded.

Key words: global Morrey type spaces, variable exponent, Riesz potential, commutator of Riesz
potential, boundedness of operator .

2K .M. Onepbek
JI.LH.I'ymunes areinmarsr Eypasus yarreik yausepcureri, Kazakcran, Hyp-Cynran k.
e-mail: onerbek.93@mail.ru
Kepcerkimrepi aitabimasnsl riobdbasnsai Moppu tunrec kenicrikreperi Pucc moreHiuasb x9He
OHBIH, KOMMYTAaTOPBIHBIH, IIIEHEJTEHIIr Ty paJibl

Byn xymbicra p(.), 0(.) xepcerkimrepi ajinbiMaibl riobanbiai Moppu Tunrec KeHicTikrep
GMy(),00),w(.)(Q) KapacTeipbLaa e, Mynaars: § C R"-urenemveren obsibic. Kepcerinren kenicrik-
Teperi Pucc moTeHnuasibl KoHe OHBIH, KOMMYTATOPBIHBIH MIEHEJTeH Il TypaJibl CypakTap 3epT-
reneni. (p1(.),p2(.)), (01(.),602(.)) xepcerkimrepi xkoue (wi(.), ws(.)) byuxknusnmapema I* Pucc
notentaansl G M, (1).6,(.)w, () (§2) KericTirinen G M, ().6,(.)w,(.) () KeHicTirine memenren 6omybi-
HBIH, IIAPTTAPBI AJIBIHABL. PUCC MOTEHIMAIBIHBIH KOMMYTATOPBIHA 18 KOPCETIINEH KEHICTIKTEep/Ie
JT9JT OChI CUSIKTHI IIIEHEJINEH K apTTaphl aJIbIHJIbL. P, KOPCEeTKIITEPl TYPaKThl OOJATHIH YKaF-
naitna Moppu Tunrec KeHicrikrepzeri PUce moTeHmaIibl }koHe OHBIH KOMMY TATOPBIHBIH, IEHE/INeH-
Jiri TypaJibl CypaKTapblH Oacka aBropJap OyphiH 3eprTered. () C R™ 1meHe/reH 00JIbIC XKaFIaibIH-
JAaFbl KOPCETKIMTEpl aifHbIMAJIBI Ty100a/b1i Moppu Tunrec KeHicrikrepaeri Pucce moreHmababig

ITEHEJITEH TIK MTapTTaphbl TYPaJIbl 18, OesIrii.
Tvyitin ce3nep: riobdaasai Moppu Tunrec KeHicrikrep, aitHbIMaIbI KOPCceTKint, Pucc norennuasist,

Pucc nmoreHImuanbIHbIH, KOMMY TATOPBI, OTEPATOP/IBIH, MTEHEITeHIiT1.
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B pabotre paccmarpuBalorcs riobasbible npocrpancTsa THa Moppu GM )y o(.),w(.)(2) ¢ mepe-
MeHHBIME ToKazaTessiMu p(.), 0(.), tne Q C R™ - HeorpanuveHHast 061acTh. VecmenyoTes BOpock
OIPaHMYEHHOCTH MOTEHIHaIa Prcca 1 ero KOMMyTaTopa B YKa3aHHBIX IPOCTPaHCTBaX. 110y deHb
ycsIoBust Ha 1iepeMeHHble nokazarenn (p1(.), p2(.)) u (01(.),02(.)) u nHa dysxmmu (wq(.), wa(.)) upn
KOTOPBIX notennuan Pucca 1%, 6yaer orpammaen u3 GM ()0, (),u1 () () B GM py().00(),ws() ()
Takue e yCI0BHUsI MOJIYYEHBI JIJIsl OTPAHNIEHHOCTH KOMMYTATOpa MoTeHnuaxa Prucca B paccmar-
pPHBaeMbIX [IPOCTPAHCTBAX. B ciiydae, KOria MOKa3aTesn P, MOCTOSHHBIE YUC/Ia, BOIPOCH Orpa-
HUYEHHOCTH MOTEHIMa]a Pucca m ero KOMMyTaTopa B INIOOATBHBIX MpocTpancTBax Moppu panee
ObLIIM UCCIIEIOBAHBI APYTUMHA aBTOPaMU. TaK YK€ M3BECTHBI PE3YJIBTATHI 06 OrPAHUYEHHOCTH ITOTEH-
muasa Pucca B robanbHBIX IpOCTpaHCTBAX TUNA MOppH ¢ mepeMeHHBIMU MOKa3aTe sIMU, KOTJIa
obsiactsb 2 C R™ orpanudyeHHasl.

Kurouesbie ciioBa: [nobasbhble nmpocrpancTsa Tuna MoppH, HepeMeHHbINH 0KAa3aTe b, [OTEeH-
man Pucca, komMmyTaTop morennmana Pucca, orpaHIIeHHOCTH ONEPATOPOB.

1 Introduction

1.1 Review of studies by other authors

The Morrey space M, was introduced in [1] in connection with the study solutions of
differential equations with partial derivatives. The boundedness of integral classical operators
of harmonic analysis in global Morrey-type spaces GM 4, with constant exponents p, 0 was
well studied (|2]-[5]). The boundedness of classical integral operators in the Lebesgue spaces
wih variable exponent was studied in [6]-[7]).

The Morrey-type space My ) x) with variable exponents is also well studied in [8]. The
generalized Morrey-type space Mp yw()(§2) with variable exponent in the case of a bounded
domain € C R" were introduced and studied in [9] and [10], in the case of an unbounded
domain © C R" were studied in [11].

The Riesz potential I* with exponent « is defined by :

I“f(x) = / %dyﬂ <a<n.
e |2 — Y|

The boundedness of the Riesz potential in generalized Morrey-type spaces with variable
exponent was studied in [9] and [10] in the case of a bounded domain 2 C R™ and in [11] in
the case of an unbounded domain 2 C R™.

Here and below, we denote by B(z,r) the ball with center z € R™ and radius r > 0,
B(z,r) = B(z,r)NQ, Q C R".

The space BMO(f2) is defined as the space of all integrable functions f with finite norm

1 lanio = 171, = sup |Bla,r)|”! / W)~ Sl

zeQ,r>0

where [z, = |B(z,7) fB(”
Let b € BM O(2). The commutator of the Riesz potential is defined by

171 = 1°(0) o0 0) = [ Wﬂm, O<a<n

The boundedness of the commutator of the Riesz potential in weighted Lebesgue spaces with
variable exponent was studied in [12].
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1.2 Basic definitions. Preliminary results.

Let p(z) be a measurable function on 2 C R™ with values on (1, 00). Assume that

1 <p_<plx) <py <o (1)
where
p- =p-(Q) = esinf p(z),
e
P+ =p+(Q) = essupp (z).
e

We denote by L,y(£2) the space of all functions f(x) measurable on € such that

mxﬂzxgmmmwx<m,

where the norm is defined as follows

Hﬂmgzmﬂn>a@@(%)§1y

For details on the Lebesgue space with variable exponent, see [6]. P(€2) is the set of measurable
functions p(x) for which p : Q — [1,00), P°8(Q) is the set of all measurable functions p(x)
satisfying the local logarithmic condition:

A 1
~ m,|x—y| S §,I,y c Q,
where the constant number A, does not depend on x and y. P'°¢(2) is the set of all measurable
functions p(x) satisfying (1) and local logarithmic condition. In the case where 2 is an
unbounded set, we denote by P9(2) a subset of the set P'8(Q2) satisfying the logarithmic
conditions at infinity:

Ip(z) — p(c0)| < Axln(2 + |z|),z € R™.

Let © be a bounded open set, p € P°¢(Q), and \(z) a function measurable on 2 with
values on [0, n]. Morrey spaces L) x(.)(£2) with variable exponents p(.), A(.) were introduced
[8] with the norm

||f||£p(”() = sup t p(I)HfHLp() B(a,t))"

Let w(z,r) be a positive measurable functlon on © x (0,1), where 2 C R" is a bounded
domain, | = diam$.The generalized Morrey space M) .,()(§2) with variable exponents on a
bounded domain 2 C R™ were defined in [9] with norm

rp(

Let w(zx, ) be a measurable function : 2x (O, ) — [O, 00) , where 2 C R” bounded domain,
[ = diamS), measurable function 6(r) : (0,1) — [1,00]. Morrey type spaces Mp()a()w(.)(£2)
with variable exponent on a bounded domain € C R" were defined in [10] with the norm

111y o0 = 52 100 Tl el o



Zh.M. Onerbek 57

Let w(z,r) be a positive measurable function on an unbounded domain 2 C R™The
generalized Morrey space M,().,()(§2) with variable exponent was defined in [11] with the
norm

= su
M sty oo = 52 ™, 7)

We introduce global Morrey-type spaces with variable exponents on unbounded domains.

Let’s put
2= ifr <1,
z,r) = p(z)’ -
p(:7) {L if r > 1.
p(o0)

Let p € P29(Q), w(z,r) be a positive measurable function on © x [0, 00|, where Q € R™,
the measurable function 6(r):(0, c0) — [1,00). Global Morrey space with variable exponents
GM p(),00),w()(82), where 2 C R™ unbounded domain, defined as the set of functions f €
LZ&S(Q) with finite norm

— —1p (1)

for 1 < 0(r) < oo, with finite norm

_ —np(x,r) _
for (r) = occ.
Note that the space GM () 00w()(§2) coincides with the generalized Morrey-type space
My, (§2) with variable exponent, where w;(z,r) = T;’E:TT))

In the case of w(z,r) =7 “5® @ we denote the indicated space by via GM]’)((_'))Q('):
A _
GM ) oy (Q) = GMp(.),w(.),elw(x N T A
] = sup|lr p(z) .
llaser, o = 50 I S el o

If p(.) = p = const, O(x) = 6 = const, then the space GMp()o()w()(§2) coincides with
the well-known global Morrey space GM ,..,(€2) (see, for example, [4]). The following lemma
gives a sufficient condition under which the space GM p()g(),w(.)(§2) is not trivial.

Lemma 2.1. Let

sup lw(@, )L, 0,00) < 00

Then the space GM () 9(),w(.)(§2) is not empty.
Proof. It suffices to show that the space contains bounded functions. Let |f(z)| < C,
using the well-known inequality ||1|| Ly, (B < (@7 (see, for example, [11]), we obtain

. 7] IET'
||f||GMp(A),9(A),w(A)( Q) — igg“w(x T)T ’ () B(z, T))||L9(‘>(O,oo) <
<sup||w(x,7’)7"_"”” |C’||L() “)|| < C sup ||w(x, 7“)||L0() 00y < 00,

e ()(0,00) €N
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this means that f € GM () 00)w()(€2).

Lemma 2.1 is proved.

The following theorem was proved in [11].

Theorem 1.1 Let p € P29(Q2), 0 < a < n, TII) = ﬁ — % and positive measurable functions
wy and wy satisfy the condition

/OO s8N fic oo w1 (T, 5)
,

t1+77p(zvt) - T"]q(x’r) ’

where C' does not depend on x and r. Then the operator I* is bounded from Mp(.),wl(.)(Q) to
My() () ($2)-

Let & C R"™ be a bounded domain, I = diamf). Denote by W(J,1) the set
of pairs of measurable functions (6,w) for which there exists 6 € (0,l) such that
infeq llw(@; ), 5y > 0-

The following theorem gives a sufficient condition for the boundedness of the Riesz
Potential in Morrey-type spaces with variable exponents p(.), 8(.), w(.) over bounded domains
[10].

Theorem 1.2. Assume that p,o € P8(Q) and a > 0, (ap(.)), = sup,cqap(z) < n,
Zﬁzﬁ—%,1<¢91_g@l(t)§0f<oo,1<02_§92(t)§9;<ooforany0<t<l.

Suppose there exists § > 0 such that 0,(t) < 0a(t), t € (0,9), (61,w1) € W(4,1). Denote
01(§) = infse(e o, s)- 1f

92(5)/

t , 5 pa(-1 1@ e
sup / (wn(z, ) / ( ) dr) de < oo,
t

€Q,0<t<6 JO w1 (:L‘, 1”)

then the operator /% is bounded from M, (.9, ()01 () (€2) 10 Mpy().02(),wa() (£2)-

We will need the following theorems on estimating the norm of the Riesz potential and
its commutator over the ball, which were proved in [11], [12] respectively.

Theorem 1.3. Let p € Pl99(Q) and « satisfy the condition 0 < a < n, ﬁ = ]ﬁ - o
Then the following estimate holds

V7 Pl e < OO [ a7 i @)

where C' does not depend on x € 2 and t > 0.
Theorem 1.4. Let Q C R™ be an unbounded domain, 0 < a < n, p € P99(Q) , p, < -

| 1 _ alpha

18 1l ey < CTLEE [0 D), i 3)
t

where C' does not depend on z € 2 and £ > 0.
Let w and v be positive measurable functions on R,. The conjugate Hardy operator is

defined by
vuf / f dt T € R+7
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where R, = (0, +00). Suppose a is a fixed positive number. Let 0, 4(r) = essinf cp,.q) 01(y),

0, (r) = {?La(r) %f r €0, al; ’
01 = const if r € [a,00);
0h = essinf,cp, 01(r), O2 = essup,cp, Oa(r).
The following theorem was proved in [13].
Theorem 1.5. Let 6,(r) and 65(r) be positive measurable functions on R, and there exists
a positive number a such that that 6,(r) = 6, = const, 0y(r) = 0, = const for all r > a ,
inequalities 1 < 0; < él(r) < 05(r) < ©y < 0o hold almost everywhere on R,. If

62 (r)

t oo, T
G = sup/ [v(r)]a"’(r)(/ ur O (1)dr) Y dr < oo, (4)
0

t>0 t

hen the operator H,,, is bounded from Lo, (y(R") to Lg,()(R").

2 The main results

Theorem 2.1. Let p(.) € P%(Q) and a constant number « satisfy the conditions o > 0,
(ap(.)); = sup,eqap(x) < n, 01(r) and Oy(r) are positive measurable functions on R, and
there exists a positive number a such that 6,(r) = 6, = const, 0y(r) = 0 = const for all
r > a, inequality 1 < 61 < 0,(r) < 0,(r) < Oy < o are executed almost everywhere. Suppose
that the functions p;(z) and py(z) satisfy the equality zﬁ = ﬁ — 2, positive measurable

functions w; and wy satisfy the condition

. 6

t o ga-1 i) o
T = sup / (wg(:v,r))ez(r)(/ ( ) ds) dr < oo. (5)
0 ¢

zeQ,t>0 w1 (IL‘, S)

Then the operator I* is bounded from GM,, ()6, (),w,()(2) t0 GM 0 ().05() () (€2)-
Proof of Theorem 2.1. Using Theorem 1.3, we have

o
|1 HGMPQ(.),GQ(»),

— -, (x,r) <
y()() igg”wz(w,r)r o H[afHLm)(B(x,r))HLgZ' <

()(0,00)

= —Npy (z,t)—1
< Csuplfuafa,r) [Nt

Ly, ()(0,00)
Denote oo
o ()=o) [ g®uit)ar
where
v(r) = wy(z, 1),

_ wl(x7t>
g(t) = ) HfHLpl(')(B(x,t))’

ey (1) =npy (2,8) 1 o1

u(t) = wy(z,t) - wy(z,t)’
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for every fixed x € €. Then condition (4) has the form (5), which, according to Theorem 1.5,
implies that the operator H,, f(r) is bounded from Lg,()(0,00) to Lg,)(0,00). Finally, we
have

1 fllgar <CT- SUPle(if )t (o) ”fHLp el =

p2(.),02(.),wa (. )(2) = Lel(.)(ano)

=CT - [fllam

this means that the operator I is bounded from GMp, ()6,(.),wi()(©@) 10 GM py().6()wa()(Q)-
Theorem 2.1 is proved.

Theorem 2.2. Let p(.) € Pl%9(Q) and a constant number « satisfy the conditions o > 0,
(ap(.)), = sup,eqap(x) < n, 61(r) and Oy(r) are positive measurable functions on R, and

p1(),01(),wy () ()

there exists a positive number a such that 6;(r) = ; = const, 65(r) = 6 = const for all
r > a, inequality 1 < 0; < 61(r) < 6,(r) < O3 < 0o are executed almost everywhere. Suppose
that the functions p;(z) and po(x) satisfy the equality zﬁ = - — 2 positive measurable

p1(z)
functions w; and wy satisfy the condition

05 (r)

¢ 03(r)  poo o i) B
wa(x,r) / S
B = su ds dr < oo. 6

xeﬂ,gﬂ/o ( r ) ( t (w1(93,$)) ) ( )

Then the commutator [b, 1] is bounded from GMy, ()0,(),wi()(82) t0 GMpy().05()ws()(€2)-
Proof of Theorem 2.2. According to Theorem 1.4, we have

116, I fllar = sup |wa(a, r)r~ =0 |[[b, L] f]

e

<

p2().02()wg () () T 2()(B@r)) HLeQ(.)(O,oo) -

wa(z,7) "
<C$UPH— t ez tHfHLp() ot @t ;

e ng()(0,00)

here we use the inequality 1 + ln% < f for t > r > 0. Denote

oo f(r) = o(r) / " g(tu(r,

where

- w1($’,t)
g( ) - tnpl(z,t) ||f||Lp1() )

ta
wy(z,t)’

for every fixed z € €. Then condition (4) takes the form (6), from which, according to
Theorem 1.5, it follows that the operator H, , f(r) is bounded from Ly, (y(0, 00) to Lg, (0, 00).
Finally, we have

116: 1Tl s

u(t) =

< OB sup [uwn (. 0™ Ol =

p2(),02()sw () () 2eQ 01()(0,00)
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=CB- HfHGMpl(_)791(_),wl(4)(Q)’

which means that the commutator [b,1%] is bounded from GMp, ()0, () ()(E2) to

G M ps (). 02 (2)-
Theorem 2.2 is proved.

3 Conclusion

We have obtained the sufficient conditions for the boundedness Riesz potential and its
commutator the global Morrey-type spaces with variable exponents.

We gave the conditions for variable exponents (pi(.),p2(.)), (61(.),02(.)) and on the
functions (wi(.),ws(.)) under which the Riesz potential [* , would be bounded from
G M, (.01 () () 10 GM s ()03, (€2):

(1]

2]

3]

(4]

(5]

[6]

(7]

(8]

(9]

[10]

(11]

[12]

[13]
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PHYSICOMATHEMATICAL MODEL OF CALCULATING CONTINUOUS
BEAMS WITH ELASTIC YIELDING SUPPORTS

In this work there has been studied the rod system operation dependence on the action of
external force effects. The system presents a multi-span continuous beam with elastic yielding
supports. To identify the stress-strain state of the object under study, a precise analytical method
of forces is used. The method of five moments is used as the resolving (canonical) equations. The
final results are the parameters of the stress-strain state for a five-span continuous beam with
variable compliance coefficients on 5 intermediate supports and an absolutely rigid left extreme
support, deflections, bending moments, shear forces, and support reactions.Theoretical provisions
and practical results can be used in the design of load-bearing beam structures in buildings and
various engineering structures.
Key words: continuous beams, support, vertical displacements of beam nodes, compliance
coefficient, force method, equations of five moments, deflection diagrams.
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Cepnimai-ukeMai TipekTepi 6ap TyTac apKaJbIKTapabl ecenTey/aiH (Pu3nkKa-MaTeMaTUKAJIBIK,
mogei

Byn xkywmbicra crepxkingi Kyitere, SrHM CepHiMIi-UKEMIi TipeKTepi 0ap KOIapasbIKThI TYTaC
ApKAJIBIKKA CBIPTKBI KYIITEP OCepiHiH opekeri 3eprreninmai. 3eprreseTiH OObeKTIHIH KepHeyJi-
JedopMarusiianFal KyWiH aHbIKTAy YIITH HAKTHl aHAJATUKAJBIK, KYIITEP 9icCi maiiamaHblaIbl.
IMenymi (KaHOHJBIK) TeHJEYIep peTiHje Gec MOMeHTTep dici Kouanbuibl. COHFBI HOTHXKEEP
peTiHIe coJt sKarbl KaTaH OeKIiTIIreH sKoHe DecapaJIblK TipeKTepae e3repMmeti KoadpdurmeaTrepi 6ap
GecapaJibIKThl TYTAC aPKAJBIKTBIH, KepHeyIIi-aedopManusyiaHFal KYHiHiH napaMeTpJIepiHi mity,
WiJTly MOMEHTTEpPI, KOJIJIEHEH, KYIITePi, TIpEK peakIusaapbl KeJTipiareH.
AJIBIHFaH TEOPUSIBIK 2KOHE IMPAKTUKAJIBIK HOTUXKeJED FUMapaTTap MeH OpTYPJi WHXKEHEePJiK
KYPBLIBICTAPIAAFEl TYTAC aPKAJBIKTAD KYDPBLIIBIMBIH K00aJIay Ke3iHe KOJIIAHBLIA aJIaIbl.
Tvyitin cesmep: Tyrac apkayblkTap, TIpeKTiH MKeMIUTIK KO3hdumenTi, apKaabIKTbIH TYTiH-
JEePiHiH TiK KBUTKYbBI, UKeMILTK KO3duimenTi, Kymrep d/ici, 6ec MOMEHTTEPIIH TeHJeyepi,
MalibICy 3IIOPACHL.
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DusukKo-MaTeMaTUIeCcKass MOJeJIb pacueTa Hepa3pe3HbIX 0AJIOK C YIPYro-IogaT/IuMBbIMU
omopamMu

B nannoit pabore BBITOJTHEHO HUCC/IEIOBaHUE PabOTHI CTEPXKHEBOUW CHUCTEMBI HA JIEHCTBUE BHEIII-
HUX CHJIOBBIX BO3IEHCTBUI, MPEICTABJSIONIE MHOTOMPOJIETHYIO HEPa3Pe3HYI0 OaJjKy, OIOpPbI
KOTODBIN #ABJISETCS YIPYro-HOAATIUBBIMU. [l BBIABIEHUS HAIPSIKEHHOTO-1eDOPMUPOBAHHOIO
COCTOSIHUSI M3y4aeMOro OObeKTa IPUMEHSIETCS TOYHBI aHAJUTHYEeCKHNl MeTo cuil. B KadecTse
paspemammux (KAHOHUUECKNX) YPABHEHUII MCHOJIb30BAH METOJ IISITH MOMEHTOB. B KauecTse
KOHEUYHBIX PE3YJIbTATOB IPUBEIEHBI [TapaMeTPhl HAIIPS2KEHHOTO-/1e(OPMUPOBAHHOIO COCTOSTHUS
JUIs  TISITUIIPOJIETHON Hepa3pe3Hoil Oajiku ¢ MepeMEeHHBIMHU KO3 UImenTaMu moIaTIHBOCTH
Ha 5-TH MPOMEXKYTOUYHBLIX OIOpaxX M abCOJIIOTHO JKECTKOIl JIeBOH KpaiiHeil Omopoii, mporuodsbI,
n3rubaroIe MOMEHTHI, IOIIePEeYHbIEe CHUJIbI, OIOPHBIE peaknuu. TeopeTnyecKue IOJIOKEHUS U
MIPAaKTUIECKNE PE3YJIbTaThl MOTYT HUCIOJb30BATHCA IPHU MPOEKTUPOBAHUU HECYMINX OATOTHBIX
KOHCTDYKIIUH B 3[JaHUASX U PA3JINIHBIX MH?KEHEPHBIX COOPY KEHUIX.

Kurouesbie ciaoBa: Hepaszpesubie 6aaku, k03hdUINEHT TOJATIMBOCTS OIIOP, BEPTUKAJBHBIE CMe-
IEHNS Y3J10B 0AJIOK, KO3MDMUIMEHT MOAATINBOCTH, METO/, CUJI, YPABHEHUS ISATH MOMEHTOB, SIIOPHI
IpOruOoB.

1 Introduction

Multi-span continuous beams are widely used in bridge, industrial and civil construction [1-
3] in the form of load-bearing beams, columns of multi-storey frames of high-rise buildings.
They are also the base of the carriageway of pontoon bridges.

Intermediate supports of such structures can have elastic displacements at the joints of
adjacent structures, which significantly affects their stress-strain state.

Continuous or multi-span beams are statically indeterminate beams that span several
spans (two or more) and do not have intermediate hinges. Continuous beams constitute
an important class of statically indeterminate rod systems and are often found both in
construction and in other branches of present day technology. The most widely used general
method of calculating statically indeterminate systems in practice is the method of forces. It
is covered in detail in the scientific literature on the mechanics of structures [4-6].

The method of calculating continuous beams using the equations of five moments also
has a number of significant advantages and is only a modernization of the method of force
transformation [2, 7.

When calculating the main beams as a part of various beam cells, it becomes necessary
to identify the parameters of their stress-strain state, that is, the values of displacements
(deflections), internal forces, etc. In power engineering, such structures are used as load-
bearing structures for mechanisms and machines |7, §.

The purpose and the tasks of the study. The purpose of this work is to study the stress-
strain state of rod beam systems with a high degree of static uncertainty with supports of
both rigid and elastic yielding types using the precise analytical method of forces for their
calculation.

At this, the following tasks are realized: developing the resolving canonical equations of
the method of forces; obtaining expressions for calculating their elements taking into account
the compliance coefficients of the supports; developing a methodology of calculating the
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compliance coefficients of the supports of a five-span continuous beam, and their effect on
the parameters of the stress-strain state.

2 Theoretical provisions and calculation methods

This paper is dealing with the stress-strain state of a five-span continuous beam with elastic
yielding supports under the action of concentrated nodal forces Py, Ps,... ,P5 (Fig. 1, a) with
variable bending stiffness of the spans.

o) . . . _ .
[ P
JNE I O O O ¢
=35m0 | / /

b) 14 7 r
j =1.62

/nH

Figure 1: Towards the calculation of a continuous beam: a) preset continuous beam; b) the
curve of initial (preset) deflections of the beam nodes; c) the main system of the force method

The support elasticity is determined by the coefficient of their compliance: C; (i=1,2,...,m)
is the movement of the “i—th” support caused by the action of a unit force (P; = 1) on it;
the unit of measurement of C; is ¢m/kg. Let the supports of the beam (except for the support
"A") receive some initial displacements (Figure 1, b), then the compliance coefficients of the
supports have the following values:

B 1.62 » Yo 3.24 s
Cp=28_ 2% _374.10 kg: Co=2C - 222 7347.10 kg
B= P T 433108 emfkg; Co =5 = 1 108 em/kg;
up 4l s n 5.22 s
Cp=22 - 2 _9535.10 kg: Cp=22 222 _q37.10 kg
D= P, T 43108 emfkg; O =5 = 357 108 em/kg;
Cyr 632

Cr = 174.59 - 10~ %cm /kg.

P, 36.2-103
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We take the exact analytical method of forces [9-11] as the method of calculating such
continuous beams. The main system is taken a multi-span beam divided by hinges in the
supports into single-span beams. The main unknowns are the support moments (Figure 1,
¢). The canonical equation for the n-th support will have the form of the equation of five
moments [9, 10].

5n,nf2Mn72+5n,nfanfl +5n,nMn+5n,n+1Mn+1 +5n,n+2Mn+2+Anp = 07 (Z = A7 B7 C? D> E)
(1)

The coefficients of canonical equation (1), taking into account elastic yield of the supports
will take the form:

Cho1 Ly Ch_1 1 1 C, (1 1
5” n—2 — 7 5” n—1— - - —_ —_— 7
ne ln—lln et 6E<]n ln (ln—l * ln> ln (ln N ln+1>

L Lust Chs 1 1\* Cu
Onn = C,| — ; 2
"3BT, 3B 2 <zn * zn+1) T 2)

L C, 1 1 c, (1 1 c,
(5n,n+1 - = - l ( + ) - (_ + _> ;5n,n+2 - = ;
6E<]n+1 ln+1 ln—i—l ln+2 ln—l—l ln ln-‘,—l ln+1ln+2

B® A% C. . 1 1 Coy
A, = —2 n+tl Uty S G N R, + R,
i EJn - EJn+1 * gn ' (gn - £n+1) * £n+1 i

where R, 1, R,, R,.1 are respectively the support reactions n — 1, n, n + 1 in the
composition of the basic system; B2 AP 11 are respectively fictitious reactions of the support
considered in the n and n+1 spans of the beam (for example under the action of the uniformly
distributed load ¢; for a span with the length /; these reactions are equal to BY = AP =
q;13/24). The deflection on the n-th support of the beam, taking into account their elastic

yield is equal to the total response of this support multiplied by C,,, that is:

M, _ 1 1 M,
Yy = O, LR M, + 1) 4R, (3)
Iy, In ln-i-l ln+1

3 Results

Let’s accept the proposed theory of calculation for the preset continuous beam (Figure 1,a).
1. Support “A” (n = A)

5A,AMA+5A,BMB+5A,CMC+AA,P:O‘ (4)
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Let’s calculate the coefficients of equation (4):

0 1078 3.74-10°¢

Saa= =0.0445-10°%;
A= 3E 7373 806 T (3502 ’
10-8 3.74-10 /1 1

Sap = - — 4+ — | = —0.05417 - 10~%;
AP 6.3.8.06 350 (35 * 35) ’

3.74-107° 3.74-107°
a0 = ——=00305-10"% d4p=—-43.3-10° = 4.627-107°.
ACT T(350)2 AR 350

2. Support “B” (n = B)

5B,AMA + 5B,CMC + 5B,DMD + AB,P - 0

10-8 1078 1 1 \? 73.47-10°¢
dpp = 37.4-107%) | — + — = —0.2131-107%:
PP =33 5067304806 ¢ ) (350 i 35o> (350)2 ’
g = 0 3TA 107 (] L) = bas = —0.05417 107
BA ™ 6.3.8.06 350 350 350/ BT ’
108 73.47-1076 [/ 1 1 37.4-107°6 / 1 1
Spo = — (=4 =) -"—F—r—— | —+— ) =—-0.1724-10"5;
BC ™ 6.2.4-8.06 350 <35o + 350> 350 (350 + 35o> ’

1 1 73.47 - 1076
Agp=-374-10% — + —)-433-10°+ ————— . 44.1-10° = 0.00322 - 1073:
B.P 37.4-10 (350+350) 3.3-10° 4+ 250 0% = 0.003 03
73.47 - 1076
dpp=——-—" =10.059976 - 1078,
B.D 350 - 350

3. Support “C” (n = C)

37.4-107°
CA = o ge = 0.03053 107,

1078 37.4-10°° < 1 1 >_73.47-106 < 1 1 >

0c. — —0.1724-107%;

T 6.24-806 350 350 T 350 350 350 350
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10-8 1078 37.4-1076 1 1\?
Soo = 73.47-107% - [ — + —
CC = 394.806  3-18-806 (3507 (350 * 350) *
93.35- 1076
———— =0.386842- 10%;
(350)2 ’
108 93.35-107937.4-1076 1 1
Sop = — o [
’ 6-1.8-8.06 350 (350)2 350 350
73.47 -1076 1 1
— . — | = —0.26414 - 1078:
350 (350 + 350) ’
95.35 - 1076
dop = —————— =0.077837-1078%:
@EF ™ 7350350 ’
37.4-1076 1 1
Acp="-"""".433-10>—-7347-107 - [ — + — ) -44.1-10?
or 350 (350 * 350) *
95.35- 106
4 0433-10% = —2.1731- 1073,

350
4. Support “D” (n = D)

73.47-1076
dpp=-—m——=0. 107
DB = gei =g = 0.059976- 107,
10-8 73.47-10°% /1 1\ 9335-107% [ 1 1
Sp.c = - (= — )2+ ) = —0.2652-10"%;
P 6.1.8-8.06 350 (350+350> 350 (350+350) ’
108 10°8 73.47-1076 1 1)’
Sp.p = 95.35-107 % ( — + — | =0.5471-10"%;
PP = 318.806 3-12-806 (35012 (350 * 350) ’

108 137108 / 1 1 95.35-1076 / 1 1)?
N _ : — - — + — ] =-0.3622.107%;
DE=6.12.8.06 350 (350 + 350) 350 <350 * 350) ’
5. Support “E” (n = E)

108 9335-100¢ /1 1\ 137-100¢ /1 1
Sp.p = - e+ — )= [ — + — ) = —0.3621-10"%;
PP 6.1.8-8.06 350 (350+350) 350 (350+350) ’
10-8 108 97.35

Op,E

1 1\?
137-107% . | — 4+ —
* (350+35o> +

T 3.12.806  3-06-806  (350)2
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174.6 - 1076
= 0.77164-107%;
(350)2
95.35- 1076 1 1
dpp= — —.43-10°—-137-107%- [ — + — } - 38.1-10°
Br 350 (350 * 350) *
174.6 - 1076
- .36.2-10° = —0.539-1073.
+ 350

The system of linear algebraic equations (5) (SLAE) for the preset continuous beam will
have the form:

—

A-M=P, (5)

where A(525) is the square matrix of the 5™ order (Table 1); M = [{M4, Mg, M, Mp, Mg}|
is the vector of the moments at support of the basic system:; P= {Pg, Pc, Pp, Pr, Pr}| is
the vector of free members taking into account the load preset for the beam.

Table 1- matrix of the force method for calculating 5-span continuous beam with elastic
yielding supports
Ne | My Mg Mc Mp Mg Right part
1 ]0.0445 -0.05417 | 0.03053 | — - -4.627x10°
2 | -0.05417 | 0.2131 -0.1724 | 0.059976 | — 0.00322x10°
3 10.03053 |-0.1724 | 0.386842 | -0.2652 | 0.07784 | 2.1731x10°
4 | - 0.059976 | -0.2652 | 0.05417 | -0.3624

0.74176x10°
5 |- - 0.07784 | -0.3624 | 0.77164 | 0.0539x10°

By solving the system of equation (6), we obtain the moments at support of the continuous
bean:

M=A"'P, (6)

where A~1 is the reverse matrix.
Then there is given solution for equation (6):

My = —1.513-10" (kgem); Mp = —3.434-10° (kgem); Mc = 7.982-10° (kgem);

Mp = 8.398 - 10° (kgem); Mg = 3.205-10° (kg - em).
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Let’s calculate the largest deflection (at the “F” point) by multiplying the curves M
(Figure 2, b) zjnd M r (Figure 2, ¢) according to the Vereshchagin rule (7).
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Figure 2: The results of calculating beams:a) preset continuous beam; b) the curve of
moments; c¢) single curve of the moments; d) the curve of transverse forces; e) support
reactions
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According to (7), we have

YF = Ymax = 0.48 cm.

The (Yyr = Ymax = 6.48 cm) value is close enough to the initial value (Figure 1, b; yp =
6.32 cm, the error is about 2.53 %), which confirms reliability of the theoretical provisions of
this work, as well as the accuracy of practical calculations.

Using the ordinates of the obtained curves of moments (Figure 2, b), according to
Zhuravsky rule, we determine the ordinates of the diagrams of transverse forces (Figure 2,
d) and then the values of the support reactions (Figure 2, f).
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Let’s check the condition of equilibrium of the continuous beam.

Y Fiy=> P 8)

According to Figure 2, a, e, based on expression (8), we have:

Ri+Rp+Rec+Rp+ Rg+ Rp=P,+ P+ P34+ Py + P,

or (33.417+17.14 +41.25+41.64 + 33.87+ 37.116) - 10*> = 204.7 - 103 ; the error is 0.016%.
The deflections are calculated by formula (3), [9].

1

(s = M) = 101, = 340 (). )

n — RO
Y nt I R

ln+1

4 Conclusions

1.

In this work, there has been studied the stress-strain state (SSS) of a five-span
continuous beam with elastic yielding supports with different bending stiffness of the
spans under the action of nodal forces (Figure 1, a).

. The applied research method is the precise analytical method of forces; in this case, the

unit and load coefficients are determined taking into account the coefficients of elastic
compliance of the supports of the beams.

. Based on the equation of five moments, the supporting bending moments

Ma, Mp, Mc, Mp, Mg have been determined (Figure 2, b), and then, according to the
Zhuravsky rule, the transverse forces on the spans (Figure 1, d) of the beam have been
calculated and all the support reactions have been determined;

. The greatest deflection has been calculated (at the "F"point); at this, sufficient

proximity of its value to the initial value of the deflection in Figure 1, b has been
established, which confirms the correctness of the theoretical provisions of the study
with their practical implementation.

. In the course of the study, it has been found that the presence of elastic yielding supports

reduces the highest value of the corresponding parameters of the stress-strain state in
comparison with the cantilever bar as follows:

- for bending moments by 4.74 times;

- for deflections by 14.92 times;

This suggests that in order to reduce the material consumption of a continuous beam, the
presence of elastic yielding supports is advantageous.
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TEMPERATURE ANALYSIS OF A FLAT SOLAR COLLECTOR USING
ALUMINUM NANOFLUIDS

In this work, the thermal characteristics of a flat solar collector were performed using a nanofluid of
aluminum oxide- water. The purpose of this article is to develop a hydrodynamic model using the
CFD program. The main direction of the study is that the model is confirmed by the results of the
experiment conducted in this study. The model is modeled in the temperate climate of Kazakhstan.
The idea of the scientific research was that with the help of the ANSYS FLUENT 19.0 CFD
(Computational Fluid Dynamics) package, to calculate the presence of nanoparticles in the working
fluid of a flat solar collector increases the pressure drop in a flat solar collector, but also an increase
in thermal characteristics is achieved. It has been experimentally established that the optimal
volume fraction of nanoparticles, which is 0.5% aluminum oxide, provides the greatest thermal
efficiency of a flat solar collector. A new design of a flat solar collector has been developed, in which
thermal insulation occurs in a heat-insulating transparent double-glazed window. The data on the
temperature of the flat solar collector were determined using the commercial software package CEFD
(Computational Fluid Dynamics) ANSYS FLUENT 19.0. Numerical analysis of temperature data
confirmed the accuracy of the results obtained as a result of experimental analysis. The practical
significance of the results of this work suggests that the presence of nanoparticles on the upper
glass of the collector increases thermal efficiency, efficiency and service life.

Key words: Flat solar collector, aluminum oxide nanoparticles, thermal model, thermal efficiency.
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AnroMuHUIT HAHO CYMBIKTBIKTAPBIH KOJIJAaHa OTBIPBII, KAJINAK, KYH KOJIJIEKTOPBIHBIH,
TeMIepaTypachlH TaJaay

Bya :xyMbIcTa KaIIaK KYH KOJUIEKTOPBIHBIH YKbLITY CUIIATTAMAJIAPHI AJTIOMUHUN OKCHUTi-CY/IbIH Ha-
HOXKUJIKOCTH KOMeriMeH »Kacayiabl. by makamanbin makcaTbl CFD 6armapiaMachin KoJIgaHa OThI-
PBIIl TUAPOINHAMUKAJIBIK, MOIE/Ih YKacay OOJIbII TabbLIaIbI. 3€PTTEYIiH Herisri O0arbIThi-MOJIE/Ib
OCBHI 3epTTeye KYPTri3lIreH SKCIeprMeHT HoTHXKejaepiMeHn pactaaanbl. Momens KaszakcTamHbIH
KOHBIpzKall KJIUMAaTBhIHAa yiriienred. 'euibiMu 3eprreyain uiaesicbl ANSYS FLUENT 19.0 CFD
nakeTiH (ecenTey rupOANHAMAKACKHI) KOJJIAHA OTHIPHII, KA3bIK KYH KOJUIEKTOPBIHBIH XKYMBIC Cyii-
BIKTBIFBIH/IA HAHOOOJIIIEKTEPIH OOJIYBIH €CEeNTey YKA3bIK, KYH KOJIJIEKTOPBIHIaFbl KbICHBIMHBIH TO-
MEHJICYIH apTTBIpaJbl, COHBIMEH KaTap Kby OHIMJIUIrH apTThipaasl. 0,5% amloMuHnil OKCHIIH
KYPaUTBIH HAHOOOJIIIIEKTEPIIH OHTAMIBI KOJIEMIIK VJIeCi Ka3blK KYH KOJJIEKTOPBIHBIH, €H, YKOFaphbl
KBITY THIMILTITIH KaMTaMachl3 €TeTiHAIr ToxKipube »Ky3iHIe aHBIKTAJIbI. 1eric KyH KOJIJIEKTO-
PBIHBIH, JKaHa JU3AMHBI YKACaJIbl, OHJ/IA KBLIY OKIMAY/IArbIl MOJIIp €Ki KabaTThl Tepesese »Kbl-
JIy OKIayjay »Kypeji. 2Ka3blk KyH KOJUIEKTOPBIHBIH, TeMIlepaTypachl TypaJbl gepekrep ANSYS
FLUENT 19.0 kommepnusiibik, CFD (ecenrey ruapounaMukachl) Oar1apIaMalibik, IAKETIH maiiia-
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JIaHY apKbLIBI aHBIKTAJIBL. TeMmieparypa JIepeKTepiH CAHIBIK TAJIay IKCIIEPUMEHTTIK Tasaay
HOTUIKECIHIE aJbIHTaH HOTHXKEIEPIiH JOJIIIrH pacTaabl. Bys KyMbBIC HOTHXKEIEPIHIH, TpaKTHKa-
JTBIK, MOHI KOJLIIEKTOP/IBIH, KOFapFbl OWHETiHIe HAHOOOIIIEKTEPIiH O0TYbl KBTIy THIM/ILIITIH, THIM-
JLJIri MeH KbI3MET €Ty Mep3iMiH apTThIpa/ibl.

Tyitia cesmep: 2Ka3bik KYH KOJIJIEKTOPbI, aJJIOMUHNI OKCHTIHIH, HAHOOO/IIIIEKTEePl, XKbLITY MOJET,
KBITY TUIMJIIIIT.
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3Gazi Universitesi, Typrus, r. Ankapa
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AHayin3 TemMriepaTyphbl [JIOCKOTO COJTHEYHOT'O KOJLJIEKTOPA C MCIIOJb30BAHUEM AJTIOMUHUEBBIX
HAaHO->KUIKOCTel

B sTo0it pabore TemioBbie XapaKTEPUCTUKH [IJIOCKOTO COJTHETHOTO KOJIJIEKTOPA OBbLIN BBITIOJTHEHBI €
UCIOIBb30BAHIEM HAHOXKUJIKOCTH OKCHJIA AJIIOMUHUS-BO/IBI. 1]eIbi0 JJaHHOW CTAThH sIBJISIETCS pas3-
paboTKa IUIpPOJIMHAMUYECKON Mojeu ¢ ucrnojb3opanueM mnporpaMmbl CEFD. OcHOBHBIM Halpas-
JIEHUEM WCCJIEJIOBAHUS ABJISIETCS TO, YTO MOJIEJIb IOATBEPKIAETCsI Pe3yJIbTaTaMK YKCIIEPUMEHTA,
IIPOBEJICHHOIO B JIAHHOM wmccieaoBanuu. Mojenb cMomesmpoBana B yCJIOBUSIX YMEPEHHOTO KJIH-
mara Kazaxcrana. Wneeit mayunoro ucciemosanus 66010 10, 9ro ¢ nomoipio nakera CFD (Boi-
qucauresbHad rujgpogusamuka) ANSYS FLUENT 19.0, paccuurarh IpucyTCTBUE HAHOYACTHUIL B
paboueii JKUJIKOCTH IIJIOCKOTI'O COJTHEYHOTO KOJIJIEKTOPA YBEJININBAET IIEPeNaJl JaBIeHIs B IIJIOCKOM
COJIHEYHOM KOJLJIEKTOPE, HO TaKKe JOCTUIAETCs TOBBIINIEHNE TEILIOBBIX XapaKTEPUCTUK. DKCIEPH-
MEHTAJILHO YCTAHOBJIEHO, UTO ONTUMAJbHAS O0BEMHas J0Js HaHodacTul, coctapisomasa 0,5%
OKCHJIa AJIIOMUHUS, OOECIIeYNBAET HAMOOJIBIILYIO TEILIOBYIO 3(hMOEKTUBHOCTD IJIOCKOTO COJIHETIHO-
ro KoJutekTopa. Pazpaborana HOBasi KOHCTPYKIUSI IJIOCKOT'O COJTHEYHOTO KOJIJIEKTOPA, B KOTOPOM
TEIJION3OJISIIHS IPOUCXOIUT B TEIJION30JISIIMOHHOM IIPO3PATIHOM CTeKJonakere. Jlanube o Temire-
paType IJIOCKOI'O COJIHEYHOI'O KOJLJIEKTOPa OBLIM OIpeJesieHbl C UCIOJIb30BAHUEM KOMMEDPYECKOIO
uporpammuoro nakera CFD (Boraucsmrensuas rugpogunavuka) ANSYS FLUENT 19.0. Yucsuen-
HBIIl aHAJIN3 TEMIIEPATYPHBIX JTAHHBIX MOATBEPIN TOIHOCTD PE3YIHTATOB, OJIYIEHHBIX B PE3YJIb-
TaTe IKCIEPUMEHTATHLHOTO aHa n3a. [[pakKTuIecKuM 3HAYEHNEeM UTOTOB JAHHOU PabOTHI TOBOPHUT
O TOM, 9TO MPUCYTCTBHE HAHOYACTUI] HA BEPXHEM CTEKJIE KOJUIEKTOPA yBEJIMIUBAECT TEIIOBYIO -
dexTuBaocTb, KIL 1 cpok ciryKOBI.

Kurouessie ciaosa: [1nockuit coTHEUHBIH KOJLUIEKTOD, HAHOYACTUIIBI OKCHUIA AJTFOMUHIS, TEILIOBAS
MOJIEJIb, TeroBas 3bMOEKTUBHOCTD.

1 Introduction

All over the world, traditional energy sources and electricity are becoming increasingly scarce
resources. Solar energy can be considered the most important renewable energy source due
to its sustainability, favorable environment, and vital accessibility. Therefore, the use of solar
energy to meet the growing energy needs is becoming more and more relevant. The water
heating sector, industrial applications, and water desalination systems consume a significant
amount of energy. In articles [1-3] solar energy was used to heat water, which can save
this amount of energy easy to manufacture, install and operate, as well as the cheapest solar
collectors with flat plates is considered [4]. In [5], several types of studies have been developed
devoted to improving the thermal characteristics of cheap solar collectors with flat plates. In
the article [6], solar collectors with flat plates of nanofluid were presented. While Maxwell was
the first to present a theoretical basis for predicting the effective conductivity of a suspension.
Nanofluid refers to a suspension mixture between a liquid and the smallest particles of metallic
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or non-metallic solids. Nanofluids are classified as a new class of liquids created by dispersing
nanoscale particles in a coolant. The thermophysical properties of the nanofluid could be
predicted theoretically [7]. On the one hand, the thermal conductivity of nanoparticles is
high compared to the base fluid used in heat transfer applications, which leads to increased
heat transfer. On the other hand, the high density of nanoparticles leads to an increase in the
viscosity of nanofluids and an increase in the pressure drop and the required pumping power in
forced conventional heat transfer systems [8]. The physical properties of the nanofluid are very
different from the properties of the base liquid. Thermal conductivity, specific heat capacity,
density, and viscosity change. The density of solids is higher than that of liquids, therefore,
it is predicted that the density of the nanofluid will increase. Said et al. [4] conducted an
experiment to study the effect of TiO2-water nanofluid as a working fluid on improving
FPSC performance. The mass flow rates of the nanofluid varied from 0.5 to 1.5 kg/min,
while the volume fraction of nanoparticles was 0.1% and 0.3%. Thermophysical properties
and reduction of deposition of TiO2 nanofluid were achieved by adding polyethylene glycol
(PEG 400) as a dispersant. The results showed that energy efficiency increased to 76.6%,
and the highest obtained value of exergetic efficiency was 16.9%, assuming a volume fraction
of 0.1% and a flow rate of 0.5 kg/min. They showed that for 0.1% and 0.3% of the volume
fraction of the TiO2 nanofluid, the pumping power and pressure drop were equal to the
base fluid. For more than one month, the water-based TiO2 nanofluid remained stable, the
thermal conductivity is apparently affected by the volume fraction, since it increases by 6%
at 0.3 vol.% TiO2. The solar collector in the case of using TiO2-H20 nanofluid has a higher
exergy and energy efficiency than in the case of clean water. The use of nanofluids as an
FPSC working fluid is one of the methods used to improve the thermal characteristics and
performance of FPSC [9, 10]. Improving the thermal characteristics of FPSC by improving
the thermal characteristics of the FPSC working fluid using nanofluids has been studied
by many researchers in recent decades [7]|. Dispersion of nanoparticles of highly conductive
material in the base liquid increases the thermal conductivity of the liquid. High thermal
conductivity and surface area of nanoparticles enhance thermal conductivity and convection
in nanofluids [11,12]. Choi and Steven [6] presented the concept of increasing the thermal
conductivity of nanofluids by adding nanoparticles. They reported that the addition of 1%
by volume concentration of the nanoparticle can double the thermal conductivity of the
liquid. Other researchers have confirmed the results of Choi and Steven [13-15|. The advent
of unique technologies of the developing Solar Energy (SE), actual energy, faces economic
and environmental problems. The main obstacle to the widespread use of SE is the low value
of the average annual efficiency of known solar installations. In a sharply continental climate,
they are exploited only in the warm season, about 6-7 months. Known combined systems,
where additional conventional water heaters duplicate the operation of solar units, require
additional costs for energy carriers. These disadvantages are not offered by the integrated
system of SE use. In the article, the system was studied using the example of a cattle-
breeding farm. The new system performs these functions; it recycles heat, organizes their
movement and accumulation, and smooths out the uneven SE. The main components of the
system are: Solar Power Plant (SPP), milk cooler, climate unit, Heat Pump (HP), the battery
heat, automatic control system, and device heating and hot water. The main goal, i.e. lower
cost of the energy produced and the elimination of the uneven SE, compared to the known
SPP, is achieved through the flow of energy from the sources mentioned above [16].
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The scientific novelty of this study is the development and study of a thermal model
for a flat solar collector working with various nanofluids having different concentrations of
nanoparticles. In this study, the developed CFD model is confirmed by experimental work.

2 Methods and Materials

Developed master control of solar thermal system is able to measure characteristics of thermal
solar installation with chemical coating, which might be compared to similar features of
traditional double circuit solar installation with thermosyphon circulation. Solar heat supply
system with solar collector, covered with chemical etching has been constructed at the
Institute of Information and Computer technologies in Almaty city, republic of Kazakhstan
(latitude 45°24'5"n.1., longitude 9°14’58”FE). The installation has been developed without
cable grooming, it is cheaper, than accessible solution and simpler in implementation to
avoid the problems of communication with installation inside the building, far from a solar
panel. The system anticipates installing of external heat exchanger, designed for modeling
hot water consumption or dissipating the heat at temperature inside the tank exceeding the
fixed value, set as a maximum threshold. Control system consists of external wireless solar
power source unit with autonomous energy supply, which transfers the data on solar panel
temperature (T1) to the inner control unit, which receives data and manages the system,
controlling temperature values and states of two electric pumps.

Figure 2 shows the experimental installation, designed for specifying the temperature level
of heated liquid and water in the reservoir, also for measuring the irradiation level on solar
panels, which can be used for comparing the performances of double-circuit solar installation
with thermosiphon circulation and solar installations with chemical coating.

Figure 1: Experimental installation of solar heat supply system with controller. Where 1 —
heat insulated body; 2 — translucent cover; 3 — tank-absorber; 4 — circulation pump; 5 —
flowmeter; 6 — pipeline; 7 — THE; 8, 9 — thermometers for measuring water temperature at
accumulator-tank inlet and outlet and external environment; 10 — set of electrical measuring
instruments K 501; 11 — autotransformer; 12 — tank-accumulator; 13 — controller

Figures 2 a, b demonstrate the solar collector with chemical coating. It is made of hot-red
glass with 1000 x 2000 mm? dimension, 4 mm thickness. Spiral- form copper tube with 10 mm
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diameter, 4,5 m length is soldered up to a back side of the absorbing copper sheet. A copper
sheet of 1 mm thickness and 594 x 840 mm? size has coating, applied by means of chemical
etching (K55205 + NaOH + Hy0 + NayS,0s) with several microns thickness. Two-layered
heating up is fulfilled with foil penofol and of 30 mm thickness foam plexus. Solar collector’s
reverse side is made of 2 mm thickness aluminum sheet.

! 0

+

Figure 2: a) Solar collector with chemical coating; b) Solar collector’s inner part with chemical
coating

The fluid flow in a flat solar collector has a uniform velocity to the input cross-section.
The uniform speed varies depending on the mass flow rate. To simulate a nanofluid, it is
assumed that the nanofluid is single-phase. This means that changing the type of nanofluid
and the volume fractions of nanoparticles changes the properties of the liquid. The upper half
of the absorber of a flat solar collector is exposed to solar heat flux and heat loss. The two
sides of a flat solar collector and the outer surface of the collector are an adiabatic process.
If an adiabatic process occurs, a zero pressure gradient is used at the output boundary.

The experimental setup is shown in Figure 3.

e
’,.--1.--'

Figure 3: Test bench of a two-circuit solar installation
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3 Results

During the study of the CFD model and the experiment, graphs were constructed.
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Figure 4: Comparative results of CFD model and experiment

The outlet temperature decreases with increasing volume flow. This shows that a flat
solar collector is used in a variety of applications, and can be easily controlled by the outlet

temperature. A flat solar collector was investigated numerically for various volumetric flow
rates of 5, 5.7 and 8 [/min for pure water.
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Figure 5: Temperature changes at the collector outlet for three volume flow rates under the
same conditions

Figure 5 shows numerical temperature changes at the outlet of a flat solar collector for
3 volume flow rates under the same conditions. Numerical modeling was carried out for
aluminum oxide nanofluids with different percentages of volume fractions. The temperature
distribution of the working fluids, the pressure drop along the collectors and the thermal
efficiency of the collector were evaluated for each working fluid and each percentage of the
volume fraction of the nanoparticle.

Figure 6 shows the four temperature conditions at the inlet, 10°C, 30°C, 50°C, 70°C, were

considered to obtain equivalent heat transfer coefficients of absorbent plates to predict the
thermal characteristics of the collector.
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Figure 7: Temperature distribution over the absorber plate, riser pipes and collector collectors

Figure 7 shows the general behavior of the temperature of the working fluid together with
the pipeline network of the absorber plate. As shown in the figure, the temperature of the
liquid increases as it passes through the pipes of the risers.

32Pes2

—

4—-1
Figure 8: Contours of water temperature in a flat solar collector

Figure 8 shows the heat transfer from the absorber.to the riser with the help of convection
mechanisms.
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4 Discussion

The temperature characteristics of the new design of a flat solar collector presented in
the article were created on the commercial software package CFD (Computational Fluid
Dynamics) ANSYS FLUENT 19. 0. In comparison with previous works, analyses and
conclusions, the efficiency of a flat solar collector with nanoparticles was 57.89% at a low
temperature of 30 °C, while at a higher temperature the efficiency was 60.45%. The water
temperature at the inlet of the flat solar collector was 68.56 °C', the consumption temperature
was 31.44 °C, solar energy was 750.50 W/m?. The water temperature at the outlet of the flat
solar collector with nanoparticles was 75.76 °C', the air temperature was 31.44 °C' and the
solar energy consumption was 750.50 1/m?. On a clear day, the flow of solar energy reaching
the Earth’s surface at local noon is usually in the range of 700-1300 W/m?, depending
on latitude, longitude, altitude and time of year. In particular, for our region, Almaty,
Republic of Kazakhstan, the solar energy flow is 750,50 W/m?. Based on the results of the
experimental work carried out, it can be concluded that the efficiency of a flat solar collector
with nanoparticles increased by 6.5% compared to the solar collector in work [16].

5 Conclusion

In this paper, a numerical study has been developed to estimate the thermal conductivity
of a flat solar collector with nanoparticles. For this purpose, CFD modeling was used, which
was confirmed by comparison with previous experimental results. According to the results of
the study, it was shown that nanoparticles in the working fluid slightly increases the thermal
characteristics of the collector, especially in low temperature ranges, as well as an increase in
the percentage of nanoparticles in nanofluids to 0.5% for aluminum oxide nanofluid. According
to the thermal characteristics of aluminum oxide nanofluid, increases in pressure drop do
not affect the increase in thermal characteristics of a flat solar collector. Prospects and
opportunities for the implementation of the application of this development have a wide
geographical location. The article [17] discusses the resources of the Republic of Kazakhstan
based on solar energy. Estimates of solar systems when assessing solar energy resources on
the territory of Kazakhstan are based on quantitative characteristics of direct solar radiation
on a horizontal surface from which conversion from a horizontal plane to an inclined plane
of any orientation can be performed. As a result, the statistical processing of the average
values of direct, total exposure and duration of solar radiation was carried out, radiation
was compiled, five zones were identified and a histogram was compiled characterizing the
possibility of introducing solar installations in Kazakhstan.
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A MACHINE LEARNING MODEL BASED ON HETEROGENEOUS DATA

Big data is widely used in many areas of business. The information between organizations is
systematically reproduced and processed by data, and the collected data differs significantly
in attributes. By composing heterogeneous data sets, they complement each other, therefore,
data exchange between organizations is necessary. In a machine learning collaborative learning
process based on heterogeneous data, the current schema has many challenges, including efficiency,
security, and availability in real-world situations. In this paper, we propose a secure SVM
learning mechanism based on the consortium blockchain and a threshold homomorphic encryption
algorithm. By implementing the consortium’s blockchain, it is possible to build a decentralized
data exchange platform, and also to develop a secure algorithm for the support-vector machine
classifier based on threshold homomorphic encryption.

Key words: Blockchain, heterogeneous data, SVM, secure scheme.
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B mporiecce coBmecTHOr0 00yteHnsT MAITUHHOTO O0YYEHUs HA OCHOBE PA3HOPOJHBIX JTAHHBIX TEKY-
masi CXeMa MMeeT MHOXKEeCTBO IIPobJieM, BKJIOUYas 3(h(HEKTUBHOCTD, 6€30IIACHOCTh U JIOCTYITHOCTD
B peasIbHBbIX CUTyallusix. B 3Toi craTbe MbI mpejiaraeMm Oe3onacHbiit Mexanu3m obydernns MOB,
OCHOBaHHBIN Ha OJI0KYeliHe KOHCOPIMYMa U ITOPOrOBOM IOMOMOPMHOM AJIropuT™Me mudpPOBaHUS.
IIyrem BHenpenusi 6I0KU€iiHA KOHCOPIIMYMa MOXKHO ITOCTPOUTH JIEIEHTPAIU30BAHHYIO ILJIAT(OP-
My OOMeHa JIAHHBIMHU, a TaKXKe pas3padoTaTh OE30MAaCHDBIN AJTOPUTM KJIACCUMUKATOPA OIOPHO-
BEKTOPHBIE MAIIIMHBI Ha OCHOBE IIOPOTOBOT'O TOMOMOP(HOIO MM POBAHUSI.

Kurouesbie caoBa: Biiokueiin, rereporennsie mannbie, MOB, 6e3omacHas cxema.

1 Introduction

Intelligent automotive technology is developing very rapidly, and recent advances suggest
that autonomous car navigation will be possible in the near future. One of the new trends
of protecting data is the blockchain technology that today is used in different areas. In this
regard, we believe that absolutely all vehicles will have a full-fledged on-board computer with
the ability to install secure applications with access to navigation and other sensors in reading
mode. Therefore, the implementation of blockchain solutions will be quite affordable without
additional hardware modifications [1].

The development of cloud computing and edge computing has led to a proliferation of
data, such as the large amount of data generated everyday in vehicular social networks,
which can be used to optimize the security, convenience and entertainment of applications
in vehicular social networks [2]. Effective data analysis methods need to be used in such
scenarios, among which machine learning and deep learning are particularly important
[3]. Among the commonly used machine learning methods, support vector machine (SVM)
model has significant advantages in performance and robustness, so it has a wide range of
applications [4].

Take the vehicular social network as an example. There are various organizations within
transport networks, such as a vehicle manufacturer, a vehicle management agency, and a
provider of vehicle social media application services. These entities have different data sources,
and differences in the data sources cause the data to complement each other in terms of
attributes [5]. We call the scenario data heterogeneous data.

However, for a single organization, its dataset cannot cover the multidimension, which
has great limitations in the use process. Especially in the training process of SVM classifier,
the classification effect of the final model is highly correlated with the quality of the data
set, so it is difficult for a single organization to train an ideal classifier through its own
data. Therefore, it is necessary to share heterogeneous data among multiple institutions.
Through data sharing, a dataset covering multiple attributes can be combined to improve
the effectiveness of the classifier. From another perspective, the dataset obtained after the
fusion of these heterogeneous data can be vertically partitioned into sub-data sets provided
by each unit according to the attributes. However, in the process of data sharing, data privacy
is facing serious challenges. First of all, the heterogeneous data to be shared contains users’
privacy information. With the increasing attention of the government and individuals to users’
privacy issues, more and more regulations restrict the sharing of users’ data by enterprises.
As a result, direct data sharing is subject to increasingly stringent regulations. In addition,
for the data owners, the high value of heterogeneous data is mainly reflected in the privacy
of the data, that is, the data is only owned by itself, or a small number of institutions. So
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if the data is shared directly, it becomes less private and less valuable and data owners are
unwilling to reduce the value of their data [6].

For a long time, privacy disclosure issues raised in diverse scenarios has been highly
concerned [7]. Among those scenarios, many researches pay attention to train a machine
learning classifier securely over both horizontally and vertically partitioned datasets. Many
existing solutions adopt secure multi-party computation (SMC) to prevent privacy disclosure.
Firstly, in those schemes, how to balance security and efficiency issues still faces big challenges
[8]. Then, one or more aided servers are essential with the assumption that they are trusted or
semi-trusted during the training process. Obviously, in a real-world scenario, it is impractical
to provide such aided servers for the participants. To deal with the two challenges of applying
the privacy protection scheme to real-world scenarios, we propose an efficient and secure SVM
classifier training scheme based on consortium blockchain where no third party is introduced
[9].

In this paper, we propose a security SVM training mechanism based on consortium
blockchain for multi-source heterogeneous data sharing scenario, which solves the above
two problems. First, because the differential privacy protection scheme introduces noise to
the training results and the training process is not secure, we adopt the scheme based on
homomorphic encryption [10,11].

We introduce block chain to establish a decentralized data sharing platform for sharing
secret data. When each participant shares data, they simply upload the data to the data
sharing platform. The access control and permission mechanism of the consortium blockchain
fully ensures the unknowability of the external data and the openness and transparency of
the internal data.

We propose a SVM training scheme that contributes more secure and efficient
heterogeneous data sharing. First, an open, reliable and transparent data sharing platform
was built based on blockchain technology. The operation of the platform does not rely on
trusted third parties. The data on the platform is visible to members in the blockchain and
not visible to the outside. After that, most of the training work was completed locally by
each participant based on clear text data. We introduce threshold homomorphic encryption
scheme to ensure a data privacy protection scheme in a decentralized environment. All data
that needs to be shared can be fully protected by this scheme and maintain its homomorphic
property. Our scheme guarantees a controllable degree of privacy protection by setting the size
of the threshold. A large number of experiments based on real datasets prove the feasibility
and efficiency of the scheme.

2 Secure Machine Learning over Heterogeneous Data

Consider a dataset D is combined with several participants who have its own dataset DPp €
A, B,...,N, where z¥ represent the i-th instance in DP, and y; is shared as a data label
between all related i-th instance z;*. When training a SVM classifier, we define w as the
model parameters, A; as gradient in the t iteration, A\ as the learning rate. Meanwhile, we
assume that [[m]] as the encryption of message m under Paillier. Table 1 shows the notations
used in this paper.
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Table 1. Notations

Notations

Description

DA

The dataset of participant

dA

The dimension of dataset D4

A
L

The i-th data instance of dataset D

Yi

Number

3 System Model

We divide our system into three components based on their relationship with the data. As
shown in Fig. [ they are data device (DD), data provider (DP) and blockchain service

platform (BSP).

e Data Device: Refer to devices capable of generating data, including sensors, mobile
devices, and so on. Because the data directly collected from these devices contains
high-value information, these data are collected, processed, and then used for data

analysis.

f '
My F3I
~ do
Data Sources i
[:E] Providers Mo 1 ]::] Providers MoN
Partical Model Secure Partial Model Training and Update
Training
Blockchain-based -'\ : .
< 2
Data SharingPlatform Kﬁf 3#: @
Upload Contract Query Contract |
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Figure 1: Overview of secure SVM training scheme over heterogeneous data

e Data Provider: The equipment that generates the data is collected, stored, and used by
different parties. These participants are called participants and act as data providers in
our solution. Due to the different equipment, the collected data is different, and due to
the different data processing methods, the available data after processing has different
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attributes and complement each other. In addition to serving as data providers, these
participants also act as model trainers to train machine learning models in collaboration.
According to the scheme in this paper, most of the training work is done locally in
participant.

e Blockchain Service Platform: This is a service platform that runs on the consortium
blockchain. On one hand, it provides a transparent data sharing platform distributed
in participant, allowing participant to retrieve all the data recorded in the BSP. At the
same time, no one captured the data recorded on the BSP for changes. On the other
hand, BSP has strong security protections, making data outside of participant invisible
to entities. In addition, communication data between the BSP and participant is also
encrypted, preventing data leakage.

4 Threat Model

In the scheme, there is only one role of the data provider. We treat participants honest
but curious when it comes to the security model, that is, all participants are curious about
the data of other participants, but they will execute the scheme according to the rules. In
addition, due to the large number of interactions between participant and BSP, potential
threats in the interaction process are also considered.

e Known Ciphertext Model. BSP is a common and transparent data sharing platform for
all participants. The data shared by each participant is visible to other participants.
These data include the dense intermediate value and the decrypted calculation results.

e Known Background Model. We assume that multiple participants can conspire and
collaborate to analyze shared data. Compared with the above threat model, this model
can obtain more information. Under the above system model and threat model, we
established the following three system design goals to meet the system’s requirements
for security, accuracy and performance.

e Data privacy is fully protected. Under the two threat models, during the entire training
process, the privacy of the original data and the shared intermediate value will not be
leaked, and the participants cannot infer valuable information from the shared data.
Second, the data in the data sharing platform is guaranteed to be invisible to the outside
world.

e High accuracy of training results. Generally speaking, the introduction of privacy
protection schemes may introduce noise into the calculation process and cause
inaccurate calculation results. Our design goal is to obtain a classifier that is not
significantly different from conventional training conditions.

e Low training overhead. Similarly, the introduction of privacy protection schemes will
increase training overhead. These overheads are mainly caused by additional computing
operations such as encryption and decryption, and additional communication overhead.
Therefore, our solution needs to ensure low training overhead while ensuring security
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5 Secure SVM Training Scheme over Heterogeneous Datasets

In this section, in order to clearly introduce the work of each participant in the training
process, we assume that three participants participate in the SVM model training. The
respective training sets are complementary in attributes. As shown in Fig. 3, the entire
training process mainly includes three parts: local training, gradient update judgment, and
model update. In these three steps, two data sharing and one decryption operation are
involved. Finally, after multiple iterations, each participant gets its own partial model and
uploads it to the blockchain to form a complete model together.

The data privacy protection method of this solution is based on a threshold homomorphic
encryption algorithm. Before training the model, a pair of public and private keys needs to
be generated for each participant. The public key is the same and the private key is different.
Through the secret sharing scheme combined with the existing threshold key management
scheme, such a key pair is negotiated and distributed. In addition, the three participants join
the consortium blockchain data sharing platform as nodes, and they need to pass identity
authentication before joining. Finally, all participants need to initialize the model parameters
and preprocess the data set, including unified labeling and sample order.

6 Local Training Process

In order to ensure the efficient training of the model, this solution puts most of the work
locally on three participants. During one iteration, all training work can be done locally
before the gradient update judgment. This section will introduce how each participant can
be trained locally based on its own heterogeneous data. SVM optimization algorithm based
on stochastic gradient descent (SGD) is easy to perform. SVM based on stochastic gradient
descent can be expressed in the following form:

1 m
flw) = EwTw +C Z max (0, 1 — y;w’ ;) (1)
i=1

Algorithm 1. SVM based on SGD
Require: Training set D, learning rate A, maxIters 7'
Ensure: Trained model w*.
l:fort=1to T do
2: Select it from D randomly.
3: Update At + 1 by Eq. (I)).
4: Update wt + 1 by Eq. (4).
5: end for
6: return w*.
The right part of the equation is the hinge-loss function, where C' is the misclassification

penalty and we take — as its value.

m
At each iteration, we use Eq. to calculate the gradient.

Ay = wy — I[(wz; < 1)]zy; (2)
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Secure training process in one iteration
Particiapants BESP

1. Local calculation 2. one’s intermediate 'I.-'a.luf;ab
3. wait all shared data
4. all intermediate values

3. comparison ]
6. one’s decrypted values

7. wait all shared data
8. all decrypted values

0_update partial model <
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® |2 wait all partial models

‘3_ return all partial models

4. build up the
final model

Figure 2: Workflow of secure training over heterogeneous datasets

If I|(wz;) < 1)] is true which means (wz; < 1), I[wz; < 1)] = 1; Otherwise, I[(wz; <
1)] = 0. Then we can update the w by Eq. (4).

Through one iteration of the training process over several heterogeneous datasets, only
when calculating I, data exchange between multiple participants is required. The rest of the
training operations are performed locally. We represent wz; by a in the following sections.

. 1 y(whzd +wPaP +w¢) < 1 ()
1 0 otherwise

The compete algorithm is described in Algorithm 2.
The three participants need to share the calculated median value to the BSP during the
training model. This solution treats the shared data with a threshold homomorphic encryption
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scheme to ensure data security and ensure that the gradient can be calculated correctly. To
judge how to update the gradients, here we use additive homomorphic encryption to construct

Egs. (B)), (6) and

Algorithm 2. Partial model training process

Require: Training set D4, DP. D learning rate A\, maxlIters 7.

Ensure: Trained model w*.

1: All participants perform the following operations simultaneously.Take
participant A to describe in detail.

2:fort=1to T do

3: Select it 4; randomly.
4: Calculatey *dAui:zlc i i
5: Cooperate with other participants to judge how to update gradient by

Eq. .

6: Update Azyq by Eq. (2)).

7 Update wt + 1 by Eq. (4).

8: end for

9: Get several partial model parameters and combine them.
10: return wy 4.

[l =11l = H[[?"é]] (6)
([ary + )] = [lar]][lr2]] = [[Zl all[[rs]] = ﬂ[[a]] [[ra]] = {lall™ [} (7)

In order to determine the update method of the gradient, the method adopted in this solution
is to compare the encrypted calculation result with the constant 1. In Algorithm 3, the security
comparison algorithm in three participant scenarios is introduced in detail. It is obvious that
for integer a, if (ar; 4+ rq) > (r1 4+ r3), we can derive that a > 1, otherwise a < 1.
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Algorithm 3. Privacy-preserving gradient update judge

Input A: [[¢']] from participant .

Input B: i, [[ri]], 7% from participant i.

Ensure: a > 1ora < 1.

1: Each participant 4 picks three positive integers ri, rs, ri, where |ri —ri| < ri,
and encrypts 5 to get [[ri]].

2: Each participant 7 uploads [[ad]], i, [[r]], 7%

3: Each participant i downloads all the other participants’ [[ad]], r%, [[r]], 7%
4: Each participant ¢ calculates [[a]], [r2]] by Eq. (5) and Eq. (€], and calculates

ry and 3 where ry = > r} and r3 = > ri.

i=1 i=1
5: Each participant ¢ calculates [[arl + r2]] by Eq. (7).

6: Each participant ¢ decrypts [[arl+ r2]] by sub-private key SK*® and uploads
it to BSP.

7: Each participant ¢ downloads all other decrypted values from participants
to recover (arl + r2), and compares (arl + r2) with (r1 + r3).

8 If (arl +12) > (r1 +r3), a > 1; Else a < 1.

9: returna > 1 or a < 1.

7 Data Sharing on BSP and Security Analysis

Participant relies on BSPs to securely calculate intermediate values. BSP simplifies complex
point-to-point communication between participants. Participant completes data on-chain
and data query by calling smart contracts. During the iteration process, each participant
uploads data twice: calculating the intermediate value (IV) and the decrypted value (DV),
respectively. These two data are also read twice.

1. The Format of IVs
[teration Round: When multiple data providers train the model collaboratively, some
data needs to be exchanged in each iteration. Therefore, in order to represent the
data exchanged in each round and to distinguish it from other rounds of data, a field
is required to indicate the training round. Iteration Round is maintained by smart
contracts.
DP ID: A field that identifies the owner of the data. When a node calls a contract to
upload data, its address will be automatically recorded in this field.
Training Intermediate Value: The intermediate value of the encrypted state during
model training. The values provided by each participant will be summed and compared
to the magnitude of 1 in the encrypted state.
rl: An unencrypted random positive integer which is used to compare.
r2: An encrypted random positive integer which is used to compare.
r3: An unencrypted random positive integer which is used to compare. Random Positive
Integer: It is generated randomly by each participant and its value is between 1 and m,
the sum of which determines the data instances selected in the next iteration.

2. The Format of DVs
Iteration Round: Similar function described in IVs. DP ID: Similar function described



90 A machine learning model based on heterogeneous data . ..

in IVs. Decrypted Value: Each participant decrypts the result obtained based on his
own private key. By combining all these values, each participant can obtain the final
decryption result.

The definition of computing security for a secure multiparty computing protocol is given
below.

Definition 1 The multi-party computation protocol with n participants under the
cryptography model is considered to be computation security, if for any attacker A, there
exists a corresponding simulator S in the ideal model interacting with A, and satisfying the
following conditions:

(1) The running time of S is the polynomial of A’s running time.

(2) For any input set, the n+1 outputs produced by the multi-party computation protocol
are computationally indistinguishable from the n+1 outputs produced by the ideal model.

We conducted a security analysis based on the above idea. Thus we acquire the information
which an attacker can get from the ideal model and the real protocol. Then we compare them
and prove they are indistinguishable. In this scheme, n participants are involved to share their
encrypted intermediate values to calculate

FF(([a]l',..., [[al]®, Lry, [Ira]l s,y r3]] r5).

Assume that the attacker has corrupted a set of participants A = P;1,..., P;|A|. Then all
the data the attacker obtained in the ideal model is the output F of the participants and the
input:

i i i i i iJAl Al dlA
([l ™ i (g gt Ly ™).

We construct a simulator S that simulates all the data the attacker gets in the real model
based on the data the attacker obtained in the ideal model. Firstly, we analyze the information
that the attacker can get in the real protocol.

Input Phase. Since all the participants share their encrypted input:

(llal]®, - - [l Lory, ]l g, oo [I5]] 75)

The attacker is able to get all of them. Especially for the corrupted participants, the attacker
also gets a'l,...,a'l rl, ... ,7“|2A|.

Computation Phase. At each step of the calculation phase, the attacker obtains data
[[z 4+ y]] based on [[z]] and [[y]].

Output Phase. In the output phase, the attacker gets the result:

F([[all', ..., [lal]", 1,ry, (ol v, o7 ([ ]), 75).

Then we construct the simulator S of the polynomial time. S takes a’, ..., a4 and v}, ... 3
and F' as the input. The following step SO simulates the information calculated based on the
input.

Step S0. S generates the encrypted data [[a]], ..., [[a]]4], [FY]],.. ., [[r2*]] and [[F]]
based on @', ... a4 ri ... 77 and F. Then, S can simulate the calculations based on those

encrypted data such as [[a! + a’2]] and [[ri!, ... 7]
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Step S1. After step S0, we can simulate part of the calculated intermediate values which
are defined as [[a]]7, ..., [[a]I"!, [[73"]), ..., [[rJ"]]. Then for the remaining intermediate values
that cannot be directly simulated by S0, S simulates them by selecting the random numbers
to generate the corresponding ciphertext. According to the threshold cryptosystem’s security,
these simulations are successful.

Step S2 Based on steps S0 and S1, we can simulate all the values calculated in the
computation phase.

Step S3. F is one of S’s input, so S can easily get a simulation of F. From the above
simulation process, the information obtained by the attacker from the ideal model and the
information obtained from the real model are computationally indistinguishable. You can
prove the security of the solution.

8 Conclusion

In this section, we propose an effective and secure SVM training scheme that helps multiple
data providers train SVM classifiers on vertically partitioned datasets. The target of this
chapter is to combine consortium blockchain technology and threshold Paillier to create a
decentralized and secure SVM training platform. To achieve high performance, most training
operations are performed locally on raw data, so there are only a few intermediate values
that need to be shared across platforms.
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QURMA: A TABLE EXTRACTION PIPELINE FOR KNOWLEDGE BASE
POPULATION

This paper is proposed a pipeline aimed at automatically extracting tables from heterogeneous
Web sources, such as HTML pages, pdf files and images. Table extraction is one of the actively
developing areas of Information Extraction, for which many applications, libraries and frameworks
are currently being developed. Nevertheless, most of these tools are focused on solving some specific
tasks, for example, only on recognizing tables presented in the form of images. We propose to
combine these tasks into a single pipeline that will support the full cycle of table processing
— from the stages of their search, recognition and extraction to the stages of semantic analysis
and interpretation, that is, the understanding of tables. Understanding tables and population of
knowledge bases (knowledge graphs) with meaningful information contained in these tables is the
ultimate goal of our design. The first part of the work presents methods for detecting tables on
web pages, in pdf documents, as well as methods for automatically detecting attributes and values
of objects. The second part presents the conceptual architecture of the Qurma system, designed
to extract tables from heterogeneous sources on the Internet. The results section provides an
example of a parser that parses the input resource type and passes control to one of the table
lookup modules. Next, an operation is performed to determine the main column and link the
entities contained in the main column with the corresponding categories in the external knowledge
base.

Key words: web tables, table extraction, table recognition, table understanding, knowledge base
population.
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Qurma: 6ijiM 6a3achiH TOJTHIPYFa apHAJFAH KECTEHI MIBIFAPBIN aly KyObIpbI

Byn makamama HTML napakrapsr, PDF daitnmapsr xxone cyperrep cusKTbl, BeO mapaKTapIblH
reTeporeH/ii IepeKTep KO3/IePiHeH KeCTeIepi aBTOMATTHI TYPJe MIBIFAPBII aJly KYObIPHI YCHIHBLIA~
Jael. Kectesepi mbirapy — Ka3ipri yakbITTa KOIITEreH KOChIMITIAIAD, KiTallXaHa ap MEH KaKTayIap
KYPACTBIPBLIBIN KATKAH aKIapaT aJay/JblH OeJICeH/ Il JTaMBIIT KeJjie »KATKaH OarbITTapbIHbIH 6ipi.
Auaiiyia, 6yJ1 Kypasaap/blH KOIIIIir Kei6ip HaKThl MoceJIesep/Ii Melryre 6arbITTaJIraH, MbICAJIDI,
TEeK CypeTTep TYPIiH/Ie YCHIHBLIFAH KeCTeIepP Il TanyFa barpiTTaran. TeKCTTIK KecTesrep/ii TAHUTBIH,
OKHUTBIH, OJIAP/IbI TOIITAPFa KIKTeTiH OargapiaMaiap KeH TAHbIIMAFTaH, KOHE JAfblH KiTalxaHa-
Jlap HeeMece KypaJsap »KokK. Bi3 Oyur Tanceipmasap/ibl KecTesepi OHJIEY/iH TOJIBIK, IINKJIBIH KOJI-
JAUTBIH 6ipTyTac KYObIpFa 6ipiKTipy/Ii YChIHAMBI3 — OJIAP/IbI i3/1€y, TAHY KOHE IIBIFAPBII ATy Ke3€H-
JiepiHeH 6acTall, CEMaHTUKAJIBIK TAJJIay MEH TYCIHIIpY Ke3eHJepiMeH asKTail/lbl, SFHU KeCcTeJepIi
rycineni. Kecrenepai Tyciny xone 6iaiM 6azacein (GlriM Garangapbl) 0Cbl KeCTeJepIeri MaHbI3 bl
aKIapaTIeH TOJTHIPY Oi3/iH yKOOAMBI3IBIH, TYIKI MakcaThl O0JIbI TaObLIaabl. 2K yMBICTEIH, OipiH-
i GesiiMinze BeO-OeTTepie, pdf KyzKaTTapbiHia KecTesep/li aHbIKTay, COHBIMEH KaTap arpuOyTTap
MeH O0beKTIJIep/IiH MOHIH aBTOMATTHI TYPJE aHBIKTay d/icTepi Oepinrex.

© 2022 Al-Farabi Kazakh National University


https://orcid.org/0000-0001-5522-4421
https://orcid.org/0000-0001-9292-4785
https://orcid.org/0000-0002-1583-9912
https://orcid.org/0000-0002-9680-2758
https://orcid.org/0000-0002-1860-6997

A.B. Nugumanova et al. 93

Exinmi GesimMzie rajgaMTOPIBIH MeTEPOreH i KO3/IepiHEH KeCTeJIep/li IILIFAPBII ajyFa apHAJIFaH,
Qurma KyiteciHiH KOHIIENTYaJJIbl apXUTEKTYypachl Kepcerijren. Hormxkesep GesiiMinie Kipic pe-
CypPCTapIbIH, TUINH TAJIAATHIH KoHE OAaCKapyIbl KecTe i3/ey/1iH Oip MOIyJIiHe TAICBIPATHIH map-
CepJiH XKYMBIC Kacay MbICaJIbl KeJTipiared. Apbl Kapaii, 6acTbl 6araH bl aHBIKTaY MEH OCbI 0ACThI
OaraH[a OpHAJACKAH MOHIEP/Il CHIPTKBI Oi/TiM Oa3aChIHIAFb COffKeC KaTeropusiiapbiMeH OaitTaHbl-
CTBIPY OIEPAITUSICHI OPBIHIAIAIbI.

Tyitia cesmep: Beb-KecrTeiep, KecTejep IIbIFApy, KeCTeJepIl TaHy, KecTejep/l Tyciny, oiiim 6a-
3aCBhIH TOJTBIPY.
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Qurma: KoHBeliep M3BJIedeHUsT TAGIUIL AJIs IIOHOJIHEHUs 6a3 3HAHUMN

B pmamnoit pabore mpesaraercs KOHBeWep, HAIPABICHHBIH Ha aBTOMATHUYIECKOE WU3BJICUCHUE
TabJIMI[ U3 IeTepOTeHHBIX UCTOYHMKOB Beba, tak kax HTML-crpanuie:, pdf-daiiasr u uz006-
paxkeHusi. V3BjiedeHne TabJIUI[ — OJHO U3 aKTUBHO Pa3BUBAIOIIUXCS HAIIPABJIEHUN W3BJIEYEHUS
nHOpPMAIH, s KOTOPOrO B HACTOsIIEe BpeMsi Pa3padaThbIBAETCsI MHOXKECTBO IPUJIOKEHWI,
o6ubsmorek u GpeiiMBOpKOB. TeM He MeHee, OOJBIIMHCTBO ITHUX WHCTPYMEHTOB OPHEHTHPOBAHO
Ha DpeIleHne KaKNX-TO KOHKPETHBIX 3aJ[ad, HAIPHUMeED, TOJLKO Ha PpACIO3HABAHUE TAOJINII,
[IPEJICTABIEHHBIX B Buje mn3o0pakenuil. Mpl mpejiaraeM OObeIUHUTH ITU 33JaYU B €IUHBIHA
KOHBeliep, KOTOPbI OyJIeT IMoJIep:KUBaTh HOJHBINH TUKJI 06paboTKU TabJIUIl — HAYUHASL C ITAIOB
UX IIOWCKa, PACIIO3HABAHWSI U WM3BJIEYEHUs] M 3aKAHUMBAsl dTallaMH CEMAHTHIECKOIO AHAJIN3a U
WHTEpIIPETaIui, TO eCTh MoHMMaHueM Tabsmui,. [loHmManme Tabaui u momoJHeHne 0a3 3HAHUIA
(rpadoB 3nanuit) 3HaYMMOil nHMGOpPMAIUEl, colepKaIIeiics B 9TUX TAOJIUIAX, ABJIIETCH KOHEUHOI
IIEJIbIO HAIIET0 MPOEeKTHPOBaHus. B nepBoit vacTu paboThI MIPECTABIEHBI METOIbI OOHADY KEHM ST
Tabsui, Ha BeO-cTpanuiax, B pdf JOKyMeHTaxX, TakyKe MeTOJbl aBTOMATUYECKOTO BBISIBIICHUS
aTpubyTOB U 3HAUYEHU 06beKTOB. Bo BTOpOil YacTu mpejicTaBieHa KOHIENTYaIbHAS apXUTEKTYPa
cucreMbl Qurma, NUpeJHA3HAYEHHON [JIsi W3BJIeYeHUsl TabJIUIl M3 TeTEPOreHHBIX HCTOYHUKOB
B cetu Unrepuer. B pa3szmene pesynpTaToB mpeicTaBieH MpuMep PabOTHI mapcepa, KOTOPBIi
aHAJU3UPYET THUIl BXOJHOI'O PECYPCA U MEPEAeT yIIPABJIEHIE OJHOMY U3 MOJYJIel IOUCKa TabJIHII.
Jlajiee BBINIOHSIETCA OIEPAIUs 10 OIPEJIEJIEHUIO IJIABHOI'O CTOJIONA M CBS3BIBAHUIO CYIIIHOCTE,
COJIEPKAIIMXCS B TVIABHOM CTOJIOIE, C COOTBETCTBYIOIIMMU KATErOPUSIMU BO BHEIHEH 6a3e 3HAHMIA.

KurouyeBbie ciioBa: BeO-TabJIUIbI, U3B/IeYEeHNE TAO/INI, pACIO3HABAHUE TabJINII, TOHIMAHTE Tab-
JIAII, TIOTIOJTHEHNE Oa3bl 3HAHMIA.

1 Introduction

Most of the significant and useful data available on the Internet is published in the form of
tables. A person can easily identify, interpret and link the contents of these tables with the
information available to him, while the methods of automatic analysis of web tables hardly
cope with their task due to the wide variety of table presentation formats. In order to extract
useful data from web tables, it is necessary to first correctly determine the boundaries and
types of cells containing this data, and then match the identified cells to the corresponding
headers. Thus, the process of automatic analysis of web tables is divided into 2 stages: 1)
extracting tables, which implies defining the boundaries and structure of the cells of each
table; 2) understanding tables, which implies linking the contents of cells with semantic
information both inside and outside the tables. As a rule, the understanding of tables in
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automatic streaming mode is used for the purpose of forming and filling the knowledge base
population in any subject area.

Extracting tables involves two subtasks: 1) detecting a table on a web page or in a
document; 2) directly extracting information from the detected table [1]. The subtask of
detecting a table on a web page or in a document only looks trivial at first glance. Firstly,
it is connected with the problem of classification, since tables are not only meaningful, but
also layout tables. Mock-up tables do not contain meaningful information, but are used on a
web page or in a document for formatting, for example, to align text or drawings. Secondly,
some tables are not highlighted on the page or in the document with TABLE tags, i.e. other
signs have to be used to search for them. Thirdly, long tables can be located on different
pages of a website or document or hidden using special drop-down elements in order to
save space, respectively, connecting individual fragments of the table into a single structure
requires additional parsing operations. After detecting and verifying the table, it is necessary
to correctly extract data from it for transmission to the next stage - the stage of understanding
the table. The correct extraction of information involves such operations as the definition of
headers (attribute names), the separation of combined data (when two different attributes
are recorded in one cell, for example, address and phone number, or the cell contains list
data, for example, several phones for one contact), etc.

In turn, understanding the table for the purposes of knowledge base population includes
solving the following subtasks: 1) linking the contents of tables obtained from the Internet
with the knowledge base; 2) building hypotheses about the structure and content of tables;
3) extracting new information from tables; 4) adding this new information to the knowledge
base [2]. At the same time, a class of tables in which entities are described is of particular
interest to the knowledge base population, i.e. tables in which one column, called the main or
key, contains the name of the entity, and all their other attributes [3]. Such tables are easier
to extract and interpret, so a large number of processing methods have been developed for
them, unlike more complex tables expressing n-dimensional relationships, i.e. relationships
between several entities.

The authors [3] call this four-step method of extracting data from tables in order to
fill the knowledge base with the interpretation of tables. Interpretation concerns the rows
and columns of the table, and allows you to determine which entities from the knowledge
base are mentioned in the table, what are the types of these entities and what relationships
are expressed in the columns. After the interpretation is completed, this information can
be used to fill the knowledge base slots. In this paper, we are implementing a pipeline that
includes a full cycle of table extraction plus the first stage of understanding tables, namely
the identification of entities in the knowledge base.

2 Related works

As noted above, many applications and tools have been developed to extract tables from
heterogeneous sources: from the contents of web pages, from PDF documents, from files
representing images. In this section we will consider the following applications and tools:
Tabula [4], TableSeer [5], TAO [6], TaKCO [7], TableLab [8], TableNet [9], TabbyPDF [10]
and Camelot [11].

Among these applications, the oldest application is the TableSeer table search engine [5].
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TableSeer scans scientific documents from electronic libraries, finds those that contain tables,
then extracts information from each table, saving it to a table metadata file, indexes tables
according to metadata, and provides the user with an interface for searching tables. The
TableSeer architecture consists of five main components: 1) table crawler; 2) table metadata
extractor; 3) table metadata indexer; 4) the TableRank algorithm for ranking tables according
to the search query; 5) the interface for supporting search queries to tables. The extraction
of tables is based on a statistical analysis of the templates for the design of articles used
in the proceedings of the conference or in the journal, based on these templates, a set of
heuristic rules is formed that compare different blocks of the document with various logical
components (titles, list of authors, abstract, list of references), and physical components
(tables, figures, etc.). The TableRank table ranking algorithm deserves special mention, which
adapts the traditional model of the vector space <query, document> to the <query, table>
pair, replacing the document vectors with table vectors. To determine the weight of each
term in the vector space, the authors propose a new weighing scheme: The tabular frequency
of the term is the inverted tabular frequency (TTF-ITTF).

Another Table Organization (WTO) table extraction system [6] generates an extended
representation of data also extracted from tables in PDF documents. This representation
includes the page number on which the table was found, the table number, and metadata
for each cell: cell contents, column number, coordinates, font, size, data type, title, or data
label. TAO transmits this data as an annotated document in JSON format. Directly to detect
tables in a document and extract information about tables, TAO uses the k-nearest neighbors
method and heuristic layout rules.

Another application for automatic detection and extraction of tables from PDF files
Tabula [4] can both automatically detect tables and allows users to manually select them.
The application uses two different algorithms to extract data from selected tables: the first
algorithm (Lattice) is based on searching for control rows in the table and identifies cells in the
table as separate if they are separated by a line, the second algorithm (Stream) processes text
as separate cells if the text fragments are far from each other. The extracted data is output
in several formats, including CSV format. Architecturally, Tabula consists of two separate
modules: Tabula-Java and Tabula-Ruby. Tabula-Ruby is responsible for the graphical user
interface for Tabula-Java, a module that, as the name suggests, is written in Java and is the
server part of the application. Although it is intended to be used as a library for Tabula-Ruby,
it can also be run separately as a command-line application.

[7] presents a new large-scale TAKCO platform designed to extract facts from tables
that can be added to knowledge graphs (KG), such as, for example, WikiData. Takco works
with both tables describing entities and tables describing n-dimensional relationships. For
entity tables, the system first identifies a pool of candidate entities from the knowledge
graph, then calculates an a priori probability distribution by comparing the attributes of the
candidate object in the knowledge graph with other cell values in the same row, and then
re-weights these matches by the significance of the relationships in the table. Then the system
connects entities by constructing a probabilistic graphical model and collectively eliminating
the ambiguity of all cells using Loopy Belief Propagation [11]. To interpret n-dimensional
tables, the system applies several heuristic rules to transform the table into a "normal"form.
Then the schema is compared and functional dependencies are detected to calculate the first
elementary interpretation of the table.
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Finally, similar tables are grouped using schema and mapping components to improve the
quality of interpretation.

PyTabby [10] is another tool for extracting text from PDF tables with a text layer. The
system uses a set of customizable special heuristics to detect tables and reconstruct the
structure of cells based on the features of the text and lines presented in PDF documents.
Most of them, such as horizontal and vertical distances, fonts and rulers, are well known and
used in existing methods. Additionally, the system allows you to use the ability to display
instructions for printing text in PDF files.

TableNet [8] is a system for extracting information from scanned tables via mobile phones
or cameras. The system is based on deep learning models and allows you to accurately detect
tabular areas in an image, and then extract information from the rows and columns of the
detected table. The TableNet architecture includes neural networks working together to: 1)
generate feature maps from low-level text rectangles (in fact, column names); 2) determine
the border of the table, if it is in the image; 4) identify rows and identify columns and related
canonical data (description, quantity, unit price, etc.).

The TableLab system proposed in [9] provides user interaction with data extraction
models, which allows you to quickly train models on several labeled examples. Having received
a collection of documents as input, TableLab first detects tables with a similar structure
(templates) by clustering embeddings from the extraction model. Document collections often
contain tables created using a limited set of templates or similar structures. The system then
selects several representative examples of tables already extracted using a pre-trained basic
deep learning model. Through an easy-to-use user interface, users provide feedback on these
options without necessarily identifying every bug. TableLab then applies such feedback to
fine-tune the pre-trained model and returns the fine-tuning results back to the user. The
user can choose to repeat this process iteratively until a customized model with satisfactory
performance is obtained.

The Camelot library [11] was created to offer users full control over table extraction.
Despite the fact that there are both open source systems (for example, Tabula) and closed
source systems (for example, PDFTables) that are widely used to extract tables from PDF
files, they all have their strengths and weaknesses that do not allow us to talk about their
versatility. The Camelot library contrasts versatility with flexibility of configuration due to
which it achieves high accuracy and completeness of information extraction. Like Tabula,
Camelot uses two methods of syntactic parsing when extracting tables: 1) Stream, which
looks for spaces between words to identify the table; 2) Lattice, which looks for lines on
the page to identify the table. Another interesting feature of Camelot is that it has a web
interface called Excalibur for users who do not want to develop the code themselves, but at
the same time want to use the library functions to extract data from tables.

Initially, work with the interpretation of web tables was presented in the work Annotating
and Searching Web Tables Using Entities, Types and Relationships. Limaye et al. [12]. In this
work, a system is developed that uses a probabilistic graphical model that makes controlled
predictions based on a large number of attributes. Subsequent work approached the task-
specific knowledge graph problem [13,14] and accelerated predictions by limiting the feature
set [15] or using distributed processing [16].

In work [17] presents a semantic analysis for extracting attribute value pairs from product
specifications on the Internet. Here are used HTML tables and HTML lists inside web page
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as product specification. Supervised learning is used to extract attribute-value pairs from
the HTML fragments identified by the specification detector columns as attribute column or
value column.

Other successful feature extraction models based on named entity recognition have been
developed in [18, 19, 20]. All approaches use similar models to extract attributes. In [18], an
approach to annotating product descriptions based on NLP text fragmentation was proposed.
Specifically, the authors train a linear chain conditional random field model on a hand-
annotated training dataset to identify only eight generic term classes. However, this approach
does not allow explicit attribute-value pairs to be extracted. Ristosky and Mika [20] corrected
this shortcoming by applying a method with a full set of discrete features derived from
the standard distribution of the NER3 mode. Ortona et al. [19] propose a triple approach
that performs the following functions: checking the values of sentences, blocking to reduce
the number of compared sentences, and evaluation of paired sentences. For verification, an
annotator is used that performs NER extraction (places, locations, names, organizations) and
an ontology that contains some domain-specific constraints. At the blocking stage, all pairs
of products that violate some ontology constraints are grouped into different clusters.

3 Materials and methods

In this paper, we propose our own solution — a system called Qurma, which is based on the
Camelot library. The Qurma system receives an input document from the user with its URL
and then searches for the tables contained in this document. HTML pages, pdf documents,
images can be used as a document. At the output, the system outputs a flat dataset, which
is the result of extracting information from tables found in the document. Next, this data
set can be exported in any way convenient for the user: to a CSV file, to a json format, or
to an attribute-value format. The conceptual architecture of the Qurma system is based on
the Clean Architecture concept [21]. The essence of the concept boils down to the fact that
it is necessary to clearly understand the needs and limit the software interfaces in order not
to lose control of the entire system. To do this, the system is divided into layers, and the
interaction between layers is regulated by the boundary rule, which states that only data
can be transferred between layers (see Figure 1). Layers are not equal, the main thing in the
system is not the platform or technology used, but the layer containing the business logic
or business model. Accordingly, two more rules are generated. The inner layer priority rule
states that it is the inner layer that determines the interface through which it will interact
with the user or the rest of the system. The dependency rule specifies that dependencies
should be directed from the inner layer to the outer one.

As follows from the diagram, the core of the architecture are entity models, in this case,
these are TableModel and User Model. TableModel is a model in which all data types from
different table parsing packages are serialized, which allows you to have a single standard
table object and process only this object. Socket Service provides the transfer of commands
from the server to the client, while Table Service provides the processing of tables, searching
for the main column, determining the types of input cells, etc.
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Figure 2: Web page of website with tabular data

4 Results and discussions

The system interface is implemented using a set of Fluent Design elements from Microsoft.
The user specifies the URL of the document from which the tables are extracted, for example,


aviapoisk.kz
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Mapcep
@ https://aviapoisk kz/raspisanie/aeroporta/ustkamenogorsk & |

Ta6nuua #1 Tabanua #2

Mapwpyt T Boiner MpubbiTne Peiic Ot BbINeTa
Anmartbl-YeTb-KameHoropek 14:00 15:30 Bex aiip (Z92005) BT, UT, ¢6
Anmarbl-Yerb-KameHoropek o715 08:35 SCAT (DV725) nr
Anmarbl-Yetb-Kamenoropek 11:40 12:55 SCAT (DV725) nH, cp
Anmarbl-Yerb-KameHoropek 15:05 16:15 SCAT (DV725) BC
Hyp-CynraH (AcraHa)-Yetb-K... 10:50 12:00 SCAT (DV784) urt
Hyp-CynraH (AcraHa)-Yetb-K... 15:00 16:05 SCAT (DV784) nr
Hyp-CynraH (AcraHa)-Yerb-K.. 16:30 1740 SCAT (DV784) cp
Hyp-Cyntan (ActaHa)-Yctb-K... 18:30 19:50 SCAT (DV784) BT, C6
Hyp-Cyntan (Acrana)-Yero-K... 19:10 20:20 SCAT (DV784) BC
Hyp-CynraH (AcraHa)-Yetb-K... 20:15 21:35 SCAT (DV784) nH
Kaparanpa-Ycrb-KameHorop.. 15:40 16:50 SCAT (DV798) nr

Figure 3: The result of tabular parsing in the source document, presented as a web page

Anmatbi-Ycrb-KameHoropck

[& Asroz

[2 KanBaTay

[2 ¥Ycre-KameHoropck (asponopt)

[ Bannbik-Bu

[ BocrouHo-KazaxcraHckana obnacTb

[& Yecrb-KameHoropckwii TMTaHO-MarHMeBbIi Ko...
[2 Manrnstobe

[ Azwa ABto

[2 Capkang

[2 Wnwiickwii paiion

Figure 4: Comparison of the entity in the main column with the categories in the external
knowledge base (Wikipedia)



100 Qurma: a table extraction pipeline. . .

a regular web page address can be used as the URL, as shown in Figure 2 [22|. The parser
analyzes the type of input resource and transfers control to one of the three modules in
which the table search is already implemented. In this case, control is transferred to the
HTML parser, which finds two tables, passes them to the table parser, and the final result is
returned as a data set, as shown in Figure 3. In addition to parsing, an operation is performed
to determine the main column and associate the entities contained in the main column with
the corresponding categories in the external knowledge base (see Figure 4).

5 Conclusion

In this paper, we presented our Qurma system, designed to extract tables from heterogeneous
sources on the Internet. The system is a pipeline for searching, extracting and interpreting
tables, the ultimate goal of which will be to replenish the knowledge graph on the subject
area of interest to the user. Despite the fact that the subject area has not yet been selected
and the basic principles of knowledge graph design have not been defined, the presented
pipeline already allows solving the problems of semantic analysis of tables contained in
web resources. The conceptual architecture of the proposed pipeline, based on the Clean
Architecture metaphor, provides a hassle-free increase in the capacity of the designed system.
Our future work involves fine-tuning the understanding of web tables using deep learning
models. This will allow us to scale the proposed solution using comparatively small sets of
training data. Accordingly, further work will be aimed at connecting data annotation modules
and precision learning modules to the pipeline.
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ERROR ESTIMATES OF THE NUMERICAL METHOD FOR THE
FILTRATION PROBLEM WITH CAPUTO-FABRIZIO FRACTIONAL
DERIVATIVES

This paper investigates a model of fluid flow in a fractured porous medium under the assumption
of a uniform distribution of fractures throughout the volume. This model is based on the use of a
fractional differential analogue of Darcy’s law, as well as on the assumption that the properties of
rock and fluid depend on pressure and its fractional derivative. Unlike previous studies, this study
uses a fractional derivative in the Caputo-Fabrizio sense with a non-singular kernel. In this paper,
we propose a numerical method for solving this initial boundary value problem and theoretically
investigate the order of its convergence. The formulation of a fully discrete scheme is based on
application of the finite difference approximation for integer and fractional time derivatives, and
the Galerkin method in the spatial variable. A second-order formula is used to approximate both
integer derivative and the fractional derivative in the sense of Caputo-Fabrizio. A priori estimates
are obtained for both semi-discrete and fully discrete schemes, which imply their second-order
convergence in time and space variables. A number of computational experiments were carried
out on the example of a model problem to validate the accuracy of the scheme. The results of the
numerical tests fully confirm the outcome of the theoretical analysis.

Key words: Finite element method, fractional derivative of Caputo-Fabrizio, convergence,
filtration problem, fractured porous medium.
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Kanyro-®abpumnuo 6eJi1ieK TybIHAbLIbI (pUIbTpanusa ecebi YImiH caHabIK 9iCTiH, KaTeJiriHn
GaraJsiay

By makasaia kapbIKInajiapbl KeJeMi OOibIHIIA OIPTEKTI Tapaybl OOJKAMBIHJIA, KEYEKTI OpTaia
CYMBIKTBIKTBIH KO3FaJIbIC yirici 3eprresneni. By yiri Hapen 3ampmbiy Oostimek-auddepeHuai bl
baJslaMachlH KOJIJIAHYFa, COHBIMEH KATApP Tay *KBIHBICHI MEH CYHBIKTHIKTBIH KACHETTEPl KHICHIMHAH
JKOHE OHBIH OOJIIIEK TYBIH/BICHIHAH TOYEJIJIK OOJIKaAMBIHA HETi3/1eIreH. AJLIBIHFBI 3epTTeyJIepre
Kaparana, 6yJ1 MakaJaja CUHTYISIPJLIK emec syapochbl 6ap KamyTo-Dadbpuiino MarbIHACHIHIATBI
GeJIIeK TYBIHJIBI KOJIAHBLIA L. Bysl Makaiaga ocbl 0ACTAIKEI MMEKAPAJIBIK, €CEITi eIy IiH CaH-
JIBIK, 9/TiC1 YCHIHBLIFAH 2KOHE OHBIH, YKUHAKTBLIBIK, PETi TEOPUSIBIK TYPFBIIAH 3epTTeareH. TOoJIbIK
JUCKPETTI CYJI0aHBIH, KYPbUIYbl YAKBIT OOffbIHINA OYTiH *KOHE OOJIIEK TYBIH/BLIAPBIHA AKBIPJILI
ANBIPBIM/IBIK, KYBIKTAYIbI, a1 KEeHICTIKTIK alHBIMAJBICHI OoiibiHmTa [ajJepkun OIiciH KOITaHyra
Herizzenren. ByTin Tybsiaabl xkoHe KamnyTo-Pabpuiino MarbIHACHIHIAFBI OOJITEK TYBIHIBIHBI YKy bI-
KTay YIIiH ekinni perti hbopmysa KONIaHbLIb. ATTPUOPIIBbIK barajay KapThliail JUCKPETT] KoHe
TOJIBIK, JINCKPETTI cyIbajap VIMH aJbIHIBI, OJAPJAH YaKBIT YKOHE KEHICTIKTIK alflHBIMAJIBLIAPHI
GOMBIHINA eKIHIT PeTTi KUHAKTHUIBIK, MbFaIbl. CyIbaHblH JJIINH TeKcepy YIMiH YTl ecemnTiy,
MBICAJIBIHIA OipKaTap ecemnrey ToxKipubesepi kyprizigi. CanabK ToxKipubeaepIiH HOTHXKeepi
TEOPUSIIBIK, TAJIAY HOTUKEJIEPIH TOJIBIK, pACTANIbI.

© 2022 Al-Farabi Kazakh National University
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Tyitin cesnep: AxpipJbl s1emerTrep oiici, Kamyro-@abpunno GeJinex perTi TybIHIBICH, YKH-
HAKTBLIBIK, (PUILTpaIus ecebi, XKaphIKIIaabl KEYeKTI OpTa.
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OneHKY NTOTPENTHOCTH YUCJIEHHOrO MEeTOoZa JJIf 3a/a9u (PUJIbTPAnU C JPOOHBIMU
npousBogubiMu Karryro-®adpumuo

B nammoit crarbe m3ydaercsi MOMEb JIBUYKEHHUS KUJIKOCTH B TPEIIUHOBATON IOPUCTON cpeme
B IIPEJIOJIOXKEHIN PABHOMEDHOTO DPACIpEIeIeHNs TPeIuH 1Mo obbeMy. JlaHHAs MOIEIb OCHO-
BaHa Ha WCIOJH30BAHUHN JAPOOHO-IN(MdEPEHITNATLHOIO aHaaora 3akona /Jlapcum m mocTpoena
B IIPEJIOJOKEHNN, YTO CBOMCTBA IMOPOJLI U KHUIKOCTH 3aBUCAT OT JABJIEHUS U €ro JAPOOHOi
IPOM3BO/HOM. B oTyimume OT NpeIbIAyIInX WCCJIEIOBAHMIA, B HACTOSIIEH CTaTbe HUCIIOJIb3YeTCs
JnpobHast mpousBomHasi B cmbiciie Kamyro-Dabpumnmo ¢ HECHHIYISPHBIM siIpoM. B crarbe
[IPEJJIATAeTCsT 9UCJIEHHBIN METOJ DeIlleHus JAHHON HAJaIbHO-KPAEBOW 337U W TEOPETHIECKH
HCCJIEIYeTCsT TTOPSIOK ero cxomumMocTu. PopMyaInpoBKa MOJHOCTHIO JUCKPETHONW CXEMbl OCHOBAHA,
Ha TPUMEHEHUN KOHEYHO-PA3HOCTHOW aIMpPOKCHUMAINN JIIs EJbIX U JPOOHBIX MPOU3BOIHBIX IO
BpeMeHH M MeTojia lajiepKuHa 110 IPOCTPAHCTBEHHOI IiepeMeHHON. [ljisi anmpokcuManym 1eJio-
YUCJIEHHONW TTPOM3BOJHON M JIpoOHON mpou3BomHON B cMbicie KamyTo-Pabpuiimo ucCiosb3yercs
dopmysia Broporo mopsiika. [loydeHbl ampuoOpHBIE OIEHKU KaK I MTOIYIUCKPETHOW, TaK u
JIJISI TTIOJTHOCTHIO JUCKPETHON CXeM, M3 KOTOPBIX CJAEAYeT WX CXOAMMOCTB CO BTOPBIM MOPSIIKOM
110 BPEMEHHON W MPOCTPAHCTBEHHOI MepeMeHHbIM. Ha mpumepe MoOmenbHON 3a/a4u MpOBEIeH
Psi BBIYMCJIUTEIBHBIX SKCIIEPUMEHTOB JIJIsi [IPOBEPKUA TOYHOCTU CXeMbl. Pe3yIbTaThl YUCIEHHBIX
TECTOB TOJTHOCTBIO TTOJATBEPKIAIOT PE3YJIHTATHI TEOPETUIECKOTO aHAJIN3A.

KuroueBsbie ciaoBa: Meros KOHEUHBIX 3JIEMEHTOB, JIpobHast pon3BogHas Kamyro-®abpurimo, cxo-
JMMOCTD, 33/1a9a (PUIBTPAINN, TPEITHHOBATO-TIOPUCTAs CPE/IA.

1 Introduction

Fractional equations play an important role in modern science due to their extensive
applications in natural and technical sciences. Interest in these equations is primarily due
to their ability to describe power-law long-term memory and spatial nonlocality of complex
environments and processes. Many authors confirm that models containing equations with
fractional derivatives more adequately describe a particular physical process. Many studies
are devoted to the study of various equations of fractional order.

This paper discusses the initial boundary value problem for the fractional differential
equation

ou _ 0w 9ftly Oy ~
Er e e v e o)) = fo, 1>0, 2@ 1)
in a one-dimensional domain 2, where a,3 € (—1,0), v € (0,1), %, is the fractional

differentiation operator in the sense of the Caputo-Fabrizio definition [1]:

UL

v 1—v J, 00

1—v

(t—@))d@, O<v<l, t>0, (2)

where M = M (v) is a function such that M (0) = M (1) = 0. The important application
examples of equations of the form (1) include the processes of anomalous diffusion in
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heterogeneous media [2-4], the flow of multiphase fluid in fractured porous formations [5,6|. In
particular, in [6] an equation of the form (1) was derived to describe the pressure distribution
during the flow of a single-phase fluid in a fractured porous medium, provided that the
fractures are uniformly distributed over the volume. Unlike other known fluid flow models
with fractional derivatives |[7-9], the peculiarity of the model under consideration is that the
model retains the structure of classical integer order filtration equations when the fractional
differentiation order is replaced by an integer order.

Despite the fact that there are many analytical methods [10, 11| for solving problems
for fractional differential equations, such equations are difficult to solve using these methods
in many cases. Therefore the development of numerical methods based on the features of
fractional derivatives and fractional equations is relevant. There are many numerical methods
for solving fractional differential equations arising in fluid mechanics, and these methods differ
mainly in the approach in which integer and fractional derivatives are discretized. These
methods include the finite difference methods [12-14], compact difference scheme [15-17],
finite element methods [18-20], finite volume schemes [21], mixed finite element schemes [22]
and others. However, it is rather difficult to obtain a high-order approximation in time due
to the peculiarities of the fractional derivatives.

In |23, 24|, the authors considered the issues of the numerical solution of fractional
differential equations, to which the filtration equations are reduced, using the methods
of the theory of difference schemes, and they carried out a rigorous theoretical study
of the convergence order of the proposed schemes. In the previous work [25], two finite
element schemes of the convergence order O (727%), v = max {«, 3,7}, a, 8,7 € (0,1) were
constructed for solving the initial boundary value problem for an equation of the form (1)
with a fractional Caputo derivative. In this paper, we continue this endeavor, but unlike [25],
we use a fractional derivative in the sense of Caputo-Fabrizio and assume that its use provides
a more realistic description of the fluid flow process and helps to better capture the dynamic
behavior of real phenomena as discussed in works [26,27]. In addition, the use of the Caputo-
Fabrizio derivative eliminates the difficulty of a degenerate singular kernel, which makes
it difficult to apply approximate methods of its discretization. When constructing numerical
methods for solving fractional-order equations, approximation formulas are used. With regard
to the derivative in the sense of Caputo-Fabrizio, for example, the L1 formula of order O (72),
the L1 — 2 formula of order O (73) [28] are known, where 7 is a time step.

The purpose of this paper is to construct and study a finite element method for solving
an initial boundary value problem for the equation with a fractional derivative in the sense
of Caputo-Fabrizio, describing the pressure distribution during fluid flow through a fractured
porous medium with a uniform distribution of fractures over the volume [6]. The paper
defines a semi-discrete formulation of the problem with respect to time, obtained using
the approximation of the fractional order derivative, and a fully discrete formulation of the
problem. Theoretical a priori estimates are obtained for the convergence order of both semi-
discrete and fully discrete schemes. Finally, the results of numerical tests are presented to
verify the results of theoretical analysis.
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2 Materials and methods

2.1 Formulation of the problem

In Qr = Q x [0,7T], where Q = (0,1), the following initial boundary value problem is
considered:

ou 0w 9Ffly Uy _

§+C¢QW+CWW_<F(GH ))J::fo, 0<t<T, xe€, (3)
w(0,t) =u(l,t) =0, 0<t<T, (4)
u(x,0) =ug(v), z€Q, (5)

where a, € (—1,0),7 € (0,1), Cpa , Csp, fo are some positive constants, and the fractional

differentiation operator %, 0 < v < 1is defined in (2). Let us assume that:

(A1) F' is a differentiable function defined on 2 such that

F(u) = pu+ ¢o (x,t), (6)

where ¢ is a given function, and p is a positive constant.
(A2) Suppose that the problem (3)-(5) has a unique solution that has sufficient number
of derivatives required for conducting the theoretical analysis.

Definition 1 A weak solution to the problem (3)-(5) is the function v € H' (0,T; Hy (Q)),
u(x,0) = ug (), satisfying the identity

ou - oty [0y Ny _
<57U) +C¢o¢ (W,U) +Cfﬁ (W,U) + (F ( 6157 ) 7'03;) = (fO,U) (7)

for any v € H} (), where a, B € (—1,0),~ € (0,1).

2.2 Discretization of the problem

First, let us discretize the problem (3)-(5) with respect to the temporal variable. To this end,
we divide the time interval [0,T] by points t,, = n7, n = 0,1,..., N;;, N;7 = T and let u”
denote the semi-discrete approximation of v with respect to the temporal variable. We use
the following approximation formula for the Caputo-Fabrizio fractional derivative.

v

otr

Lemma 1 The Caputo-Fabrizio fractional derivative of orderv, 0 <v<1latt=t, is

approzimated by [28]

o’u
ot

= A"u" +ry, (8)

t=tn
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where
M (v v
dryzs = ( ) (exp (_JV (tn_ts)) —exp(—au (tn_ts—l)))a Oy = ;
’ TV 1—v
and the following relation holds for the approximation error rl:
(1—v)M(v) Pu|
AR e ) =
ral < 202 ozier, o2 | T

It is easy to show that the coefficients dj;  satisfy the following properties:
a) dy, , are strictly positive for all 1 < s < n;

b) The sequence {dZ,s}s:1
c)d,,=0(1).
Approximate the first-order derivative at t = ¢t,, in the following form:

is increasing;

ou

) ! (3u” — 4t 4 u”_z) + 0 (72) ., n>2
a n

_) o7
—(u'=u")+0(1), n=1.
-

Let us define a semi-discrete formulation of the problem (3)-(5):

Problem 1 Let u' € H} (), i = 0,1,....,n — 1 be known, u° = vy (z). Find u" € H}(Q)
satisfying the identity:

a) when n =1:

T (! = 0 0) + e (ATt ) + gy (AP 0) 4 (F (A7) ) = (o), (9)

b) when n > 2:

% (Bu™ — 4™+ U2 0) + Cga (AT V) + Epp (AT ) +

+(F (AMuy) ,v0) = (fo,v) (10)
for all v € H (Q), where a, 8 € (—1,0), v € (0,1).

To formulate a fully discrete scheme, we define a discrete space Vj, C Hg:
v, = {vh e H (Q)nC° () ( vh’ e Pi(e), veeich},

where ICj, is a quasi-uniform domain triangulation in 2.
Define the projection operator @, : Hy () — Vj, satisfying

(Quu—u), ,upe) =0 Yu e Hy (Q), uy € Vi,
The projection operator has the following properties:
lu = Quully + hllu— Quull, < Ch?*|lull, Yu € Hy (@) N H* (), (11)

where ||-[|, denotes the norm in H?(2).
Let us define the fully discrete scheme for the problem (3)-(5) as follows.
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Problem 2 Let ul € Vj,, i =0,1,....,n — 1 be given, u) = Quuo. Find u}} € V}, satisfying the
following identities:
a) when n = 1:

% (up, — up, vn) +Cpa (A uy, vy) +Cg (AP o) + (F (A" ,)  one) = (fo,vn), (12)

b) when n > 2:

1
7 (Bup — dup™" +up 2 vp) + Cpa (A, vn) + s (AP g, op) +

+ (F (A7) s vne) = (fo,0n) (13)
for any vy, € V3, where a, € (—1,0), v € (0,1).

2.3 Study of convergence of the discrete schemes

Lemma 2 Let {ui}ﬁv:to, ut € L? () be the sequence of functions. For anyu™ € L? (), n > 1,

v, n n 1 v 2
(AYu™, u™) 2®n—®n_1—§dn71Hu0‘o, (14)
1 - v il|2
where ®,, = 5 de Hu 0w =1, @ =0.
i=1
Proof. First, let us show that
v, n ,n 1 v, n|2
(A ) > SN . (15)

1
Consider the difference A = (A"u",u") — §A” |u™||2. Using the definition of the discrete

analogue of the Caputo-Fabrizio fractional derivative (8), we obtain the chain of equalities
n n us + usfl
A= dv ud — US—17 um) — dv us — us—17 > —
> )= Do (vt
_ Zd;,s (us _ U,S_l, (us . us—l) + Z (uk _ uk—l)) _
s=1

k=s+1
1 n n k—1
” 1\ 2 ” _ _
= §Zdn’s ((us—us N ,1) +des (uk—uk Y C(w - 1)) . (16)
s=1 k=2
Further, it is easy to show that

Ck—ék_l
uF -ttt =2 = k=121
dv ) ) Sy eeey 1l
n,k

N —
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k
where Zd‘é’S (uf —ui™") = ¢". Then from (16) we get
s=1

1 - 1 2 _1n2
A= o (S 2, (llcls = ™) =

k=2
B 1 n—1 1 1 oo 1 i,
"2k (d:;,k ) d;:,kﬂ) I+ 5z, 1"l =

whence the validity of the inequality (15) follows.
Let us now prove the inequality (14). Transform the right-hand side of (15) using the
definition of a discrete analog of the derivative:

1 1o 1<

A a5 = 5 Y il = 5 D [ g =
s=1 s=1

1

:(I)n_q)nfl_2

v 0112
o [[u]] -

The lemma is proved.
Let us turn to the study of the question of the convergence of the method. Below we
sometimes use the notation u () = u (-, t).

Theorem 1 Under the assumptions (Al1)-(A2) the solution u"™ of Problem 1 converges to
the solution of the problem (3)-(5) and the following inequality holds:

lu () = u"llg + 7V 26T [lu(tn) — "]l < CT%,
where ¢y = min {Emdzjl? Eflgdﬁjl, /Ld;z’l}.
Proof. Denote w" = u (t,) — u™. Consider the difference of identity (7) at ¢t = t,, and

identities (9), (10) and choose v = w™:
a) when n = 1:

ou ut — u’ [0y N "
(E (t1) — T,w”) + Cpa (W (t1) — A%t w ) +

_ 97 u B+1,1 . n g Vol n
+Crp W(tl)—A u,w" |+ | F 50 (t1) ) — F (Auy) ,wl | =0; (17)

b) when n > 2:

ou u™ — 4™ 4y 0ty
(E (t,) — > ,w”) + Cha (T (t,) — ATy, w”) +

(9% oo Ny o
+ors <87§T (ta) = A0, w ) " (F ( o <tn>> — F (&™) ,wz) =0 (18
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Let us estimate the terms in (17) and (18):

ou ut —u® 1 1 -
(E (tl)_ - , W ) > Zle||z_§Honz+§ (81&2 (Cl) > ,

o (R N R

o (o + 2w = w2 + 5 (G ).

anrl
(W ) Munw)z(rz+%w“>+<<1>z+l—q>z+i>—Qcmlu 2.

Pt B+1, n B+l . n B+1 B+1 B+1 0[)2
(G =30 » ) (42 - 21) - 3

(17 (% 00) = F 8 02 2 0500 00— 97) — o

where
R S el T S A SR
s=1
ot = LS a s e = O ) Ay,
s=1
ot e S el = D ) - A ().
s=1

and @ = 0. Taking into account the obtained estimates in (17) and (18), we arrive at the

following inequalities:
0%u
(W (C1) wl) +

+27Cpo ‘(Tf‘“, 1)‘ + 27¢4p ’ (rf“, w1>} + 27U ! (TY, w;)‘ , (19)

HwIH(Q) + 279, < HwOH(Q) + 27®y 4 272

o+ 207 = w47, + [ = 207 w2 <

3 (gtg (Gn) ’wn>

+areps |(rpth w™) |+ Arp | (r, wl)] (20)

< 2 2 — w2 s+ 47800 |(ry ™ ") [ +

where the notation

Oy = Cpa Py + g @ @)
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is used. By estimating the last four terms on the right-hand side of (20), applying the Cauchy
inequality, we obtain

o2+ o — w470, < o2 [t w2 7

63 n = (0% n
Al A Tl + 47aa [ e +
saregs 59 ol + 2l 1)

Sum the inequality (21) for n from 2 to n to get

w12 + 4@, < 5 ||w!]|2 + 47, +

+g(ﬁp

€1

5 ()

2
C
+TH@“Mm+TW?Hu)+waww§+5fmmﬁ+QTM£%+

)

o

gz(

1=

- n n
2 ill? C 7112 2 il2
+e3T Hw H + — lr s + ear Hw H
0" ¢ illo zllo

i—2 4= i=2

+ C¢)a ||7‘ atl HO + Cfg

7,

or

lw™ |2 + 47®,, < 5 ||w!]; + 47®,+

+27 ((E(ﬁad;‘"l + Cfﬁdﬁ"‘l) Hwan + Mdz,l ||U)ZH(2)> 4
n—1

+7'2 Z (<C¢ad7, ;rl —+ Cfﬁdf8+1> HwZH§ + :udZI Hw;”§> + CT4.
=2

Considering that (Ewdgjl + Ef5d5j1> [w™ || + pd), 1 [w?||2 < @, it follows that
n—1

Hw”||(2) + 279, <5 leHi + 47P, + 72 ZCI)Z» +Cr.
i=2

Applying the discrete Gronwall’s lemma, we obtain
"I +27@, < C (Jfw[lg + 7@ + 7). (22)

Let us now evaluate terms in (19):

0*u

[t |2 + 27, < [|w?||] + 27 @ + 277 5 (@)

1||0+2TC¢aH7“1“H el +

'l
el
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or

2
Hw1||§ + 479, < %udil Hwi”i +C7t.
.. 1 y 1112
Noticing that §,ud1’17' waHo < @, we get

lenz +371d, < 07t (23)

By substituting (23) into (22), and applying elementary transformations, we arrive at the
assertion of the theorem.

Theorem 2 Under the assumptions (A1)-(A2) there exists 1o > 0 such that for all T < 19

the solution u} of Problem 2 converges to the solution of Problem (3)-(5) and the following
inequality holds:

() = wuplly + 27V T~ [Ju (ta) — upll, < C (7 +17)
where ¢y = min{éqgadntl,cfg ud) }

Proof. Let u™ — u}l = (u" — Qpu™) + (Qpu™ — u}) = 9™ + n".
Consider the difference of (10) and (13) and choose v, = n™:

"6 + 120" =g = g = 120" =2 g + [l = 20"~ || +
HATCg (AT + ") ") + A7 (AT (0" +0") ") +

n_ (4 n—1 n—2
+4T<F<mu:>,n;>—4T(F(Nuz,x),nz)+4T(?“9 A m"):o. (24)

2T
Consider the term

ATCho (AT (" +0") ") = 47Cpa (AT, ") + 47Cha (AT, ") = Ky + K.
Using Lemma 2, we get:

Ky > 47¢C4q (‘Pi“ - @ifi) - QT%adaH || OHO’

Ky < 47esq ||AT0]| 10"y <
2
+ 27 [l =

Z da+1 l9571)
0

2
ts
_4Tc¢a/ (Zda-‘rl/ ﬁtd0> dac+27"|77n||(2)S

< ATr (Bt / 94240 + 27 "2,
0

< 4Tc¢a
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where @2 = Z do‘Jrl |9°]|2. Similarly,
vy (AW ) ) 2 drg (977 — @) —2rzpsd] i o -
2 [T 2 2
77 (eppdif?)” [0l o - 27 17
0
where @711 = Z dﬂ g ||0 Estimate the remaining terms as follows:

AT (F (Aud) ) — 47 (F (A ) nf) = 4mp (AY (95 +03) n) =
= 47p (@ZL — (IDZL_l) — 27ud} 1 an”o’

397 — 4yt 4 gn=?
K6 = 47_ ( + 777n) S

2T
Jir 0ud — [ 0,do -
<27 - +or [ =
0
1 tn tn—1
=3 </ /ﬁfdmd@ +/ /ﬁ?dmd@) +27 "l =
tn—l Q tn—2 Q

I n
5 [ oo 2r a7l
tn—2

1 n
where @) = 5 Z dy [n2]12. Then it follows from (24) that
s=1

"6+ 120" ==l + [l = 2077 2 + 47 <
T
< ot s 4 ) [ ol
0
9 T 1 tn
77 epdt)” [ 1onldo or I+ 5 [ oo,
0 tn—2
where

D, = oo @O+ Cra®IT 4 dY.

Sum the inequality (25) for n from 2 to n to obtain

n—1
12 + 47, < 5|02 + 47P, + 67 712 + 67 S [|n'][7 + O,

=2

(25)
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whence, for sufficiently small 7, we obtain
n—1
1" |2 + 47@,, < 5 ||n'||2 + 4r®, + 67> [[o]|2 + COn.
i=2

By applying the discrete Gronwall’s lemma, we get
In"llg + 47@0 < C ([|n*[l5 + 721 +2%) (26)

Considering the difference of (9) and (12), choosing v, = ' and using a similar technique
for estimating the terms in the resulting identity, we arrive at

2

1 372
I lg + 721 < &7 0o + 5 In'{ly + 5

‘191_190

T

therefore,
1
§||7]1H§+TCI)1 SC(T4+h4). (27)
Combining (26) and (27), we obtain

I"llg +deor Y I°ll; < € (7 + 1Y),

s=1

whence the assertion of the theorem follows.

3 Results

To check the accuracy of the scheme, computational experiments were carried out using a
model problem as an example.

Example 1 In Q; = Q x [0, 1], where Q = (0, 1), consider the problem

ou N 0ty N O u gy
ot otetl — gtptl o

fo, O0<t<l1, z€Q, (28)

fo () = —% (exp (t (v — 1) / (7 — 2)) — exp (£/2)) +

exp (at/ (= 1)) —exp (£/2)  exp(Bt/ (B —1)) —exp(t/2) exp(t/2)
tele—1) a+1 * B+1 2
u(z,0)=z(1-2), z€Q, (29)
uw(0,t) =u(l,t) =0, 0<t<1, (30)

where a, € (—1,0), v € (0,1).
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The exact solution to the problem is u (z,t) = x (1 — x) exp (£/2).

The first series of computational experiments was carried out to compare the convergence
order of the scheme with respect to the time step with a fixed value of the spatial step,
h = 1/20000. For this, the time step value was gradually halved from 1/10 to 1/640,
and the convergence order was evaluated as (In(Rp./R.))/In2, where R, is the L%
error of the approximate solution calculated with the use of the time step 7. Tables 1-3
outline the results of the analysis for different values of the fractional derivative orders,
a=p¢e{-0.9,-0.5-0.1} and v € {0.1,0.5,0.9}. It can be clearly seen from the presented
values that the convergence order does not depend on the fractional derivative orders for all
considered cases, and its value approaches 2. This behavior agrees well with the theoretically
predicted order with respect to the time step obtained in Theorem 2.

Similarly, the second series of computational experiments was conducted in order to
compare the convergence order with respect to the spatial step with a fixed temporal step,
7 = 1/20000. The corresponding L*-errors and convergence orders are presented in Tables
4-6. As it follows from numerical experiments, the actual convergence order for all considered
cases is close to 2. Hence, the results obtained fully confirm the theoretically predicted order
obtained in Theorem 2.

Table 1: Error analysis with respect to the temporal step, v = 0.1

a=p4=-0.9 a=pF=-05 a=p3=-0.1
L?-error Order L?-error Order L?-error Order
1/10 1.5578 x 10~* - 1.9224 x 10~* - 3.2447 x 1073 -
1/20 3.7507 x 107° | 2.05 | 4.4459 x 10~° | 2.11 | 7.6783 x 10~* | 2.08
1/40 | 9.1597 x 1079 | 2.03 | 1.0491 x 10> | 2.08 | 1.8135 x 10~* | 2.08
1/80 | 2.2580 x 1076 | 2.02 | 25154 x107%| 2.06 | 4.2878 x 107° | 2.08
1/160 | 5.5077 x 107 | 2.01 | 6.1017 x 107 | 2.04 | 1.0106 x 105 | 2.07
1/320 | 1.3920 x 10~7 | 2.01 | 1.4951 x 10" | 2.03 | 2.4359 x 107° | 2.07
1/640 | 3.4467 x 1078 | 2.01 [3.7320 x 10~ | 2.00 | 5.9093 x 10~ | 2.04

Table 2: Error analysis with respect to the temporal step, v = 0.5

a=p=-09 a=pF=-05 a=p=-0.1
L’?-error Order L?-error Order L?-error Order
1/10 | 3.1783 x 10~* - 3.4405 x 1074 - 3.2313 x 1073 -
1/20 | 6.7777 x 107° | 2.23 | 7.2527 x 107° | 2.25 | 7.6007 x 10~% | 2.09
1/40 | 1.4763 x 107° | 2.20 | 1.5600 x 107> | 2.22 | 1.7861 x 10~* | 2.09
1/80 | 3.2883 x 1076 | 2.17 | 3.4378 x 107° | 2.18 | 4.1985 x 107> | 2.09
1/160 | 7.4652 x 10~7 | 2.14 | 7.7628 x 107 | 2.15 | 9.8740 x 107° | 2.09
1/320 | 1.7842 x 10~7 | 2.06 | 1.7728 x 107 | 2.13 | 2.3550 x 107° | 2.07
1/640 | 4.2906 x 107% | 2.06 | 4.1230 x 107° | 2.10 | 5.7194 x 107" | 2.04
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Table 3: Error analysis with respect to the temporal step, v = 0.9

a=p=-09 a=p=-0.5 a=p0=-0.1
L*-error Order L?-error Order L?-error Order
1/10 | 1.0618 x 1073 - 1.0576 x 1073 - 1.0644 x 1073 -
1/20 | 2.5121 x 107* | 2.08 | 2.4874 x 107* | 2.09 | 2.5491 x 107* | 2.06
1/40 | 5.9316 x 107° | 2.08 | 5.8445 x 107> | 2.09 | 6.1094 x 107° | 2.06
1/80 | 1.4018 x 107° | 2.08 | 1.3736 x 107> | 2.09 | 1.4812x 107° | 2.04
1/160 | 3.3405 x 107° | 2.07 | 3.2921 x 107° | 2.06 | 3.6240 x 107% | 2.03
1/320 | 7.9946 x 10~7 | 2.06 | 7.8824 x 10~7 | 2.06 | 89512 x 10~7 | 2.02
1/640 | 1.9589 x 1077 | 2.03 | 1.9291 x 1077 | 2.03 | 2.2394 x 10~7 | 2.00

Table 4: Error analysis with respect to the spatial step, v = 0.1

a=p3=-09 a=p=-0.5 a=pF=-0.1
L?-error Order L?-error Order L?-error Order

1/10 | 1.0955 x 10~© 1.2410 x 10°° 13720 x 106 | -

1/20 | 2.7388 x 10=7 | 2.00 | 3.1026 x 1077 | 2.00 | 3.4538 x 10~7 | 1.99

1/40 | 6.8469 x 1078 | 2.00 | 7.7565 x 107% | 2.00 | 8.6946 x 107° | 1.99

1/80 | 17117 x 10°® | 2.00 | 1.9257 x 10 ® | 2.01 | 2.1737 x 10 ° | 2.00

1/160 | 4.2498 x 1079 | 2.01 | 4.7810 x 107 | 2.01 | 5.4341 x 107 | 2.00

1/320 | 1.0551 x 1079 | 2.01 | 1.1788 x 107 | 2.02 | 1.3491 x 107 | 2.01

1/640 | 2.6014 x 10710 | 2.02 | 2.9064 x 1071 | 2.02 | 3.3496 x 10~ | 2.01

Table 5: Error analysis with respect to the spatial step, v = 0.5

L a=p0=-09 a=p0F=-0.5 a=p=-0.1
L?-error Order L?-error Order L?-error Order
1/10 | 9.3002 x 1077 - 1.0559 x 107° - 1.1687 x 107° -

1/20 | 2.3251 x 1077 | 2.00 | 2.6581 x 1077 | 1.99 | 2.9421 x 10~" | 1.99

1/40 | 5,8126 x 1073 | 2.00 | 6.6453 x 1073 | 2.00 | 7.4065 x 107® | 1.99

1/80 | 1.4532 x 107% | 2.00 | 1.6499 x 107% | 2.01 | 1.8516 x 107° | 2.00

1/160 | 3.6078 x 1079 | 2.01 | 4.0961 x 107 | 2.01 | 4.6291 x 10~ | 2.00

1/320 | 8.9572 x 10719 | 2.01 | 1.0099 x 107 | 2.02 | 1.1493 x 107 | 2.01

1/640 | 2.2085 x 10719 | 2.02 | 2.4901 x 1079 | 2.02 | 2.8533 x 1071V | 2.01
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Table 6: Error analysis with respect to the spatial step, v = 0.9

L a=p=-09 a=p=-05 a=p=-0.1
L2-error Order L?-error Order L?-error Order

1/10 | 7.7391 x 1077 8.8972 x 1077 1.0233 x 107°

1/20 | 1.9482 x 1077 | 1.99 | 2.2243 x 1077 | 2.00 | 2.5761 x 10=7 | 1.99

1/40 | 4.8706 x 1078 | 2.00 | 5.5607 x 107° | 2.00 | 6.4849 x 1078 | 1.99

1/80 | 1.2176 x 1078 | 2.00 | 1.3806 x 107° | 2.01 | 1.6212 x 1078 | 2.00

1/160 | 3.0231 x 107 | 2.01 | 3.4276 x 107 | 2.01 | 4.0531 x 10~ | 2.00

1/320 | 7.5055 x 10710 | 2.01 | 8.4510 x 1071 | 2.02 | 1.0063 x 10~ | 2.01

1/640 | 1.8505 x 10710 | 2.02 | 2.0837 x 10710 | 2.02 | 2.4983 x 1071 | 2.01

4 Conclusion

Thus, the constructed numerical method allows obtaining an approximate solution to the
problem of fluid flow in a fractured porous medium with the second order in both time and
spatial variable. The results of computational experiments carried out for various orders of
fractional derivatives and grid configurations fully confirm the results of theoretical analysis.
The methods used and the conclusions drawn, described in the work, can be used to solve
other classes of fractional differential equations.
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ANALYSIS OF A FINITE VOLUME ELEMENT SCHEME FOR SOLVING
THE MODEL TWO-PHASE NONEQUILIBRIUM FLOW PROBLEM

The paper proposes a hybrid numerical method for solving a model problem of two-phase
nonequilibrium flow of an incompressible fluid in a porous medium. This problem is relevant in
the modern theory of the motion of multiphase fluids in porous media and has many applications.
The studied model is based on the assumption that the relative phase permeabilities and capillary
pressure depend not only on saturation, but also on its time derivative. The saturation equation in
this problem refers to the type of convection-diffusion with a predominance of convection, which
also includes a third-order term to account for the nonequilibrium effects. Due to the hyperbolic
nature of the equation, its solution is accompanied by a number of difficulties that lead to the
need for an appropriate choice of the solution method. In contrast to previous works, this paper
uses a finite volume element method for solving the problem, the construction of which is based on
integral balance equations, and an approximate solution is chosen from the finite element space.
To discretize the problem, two different dual grids are used based on the main triangulation. In
this paper, a number of a priori estimates are obtained which yields the unconditional stability of
the scheme as well as its convergence with the second order. The advantages of the approach used
include the local conservatism of the scheme, as well as the comparative simplicity of the software
implementation of the method. These results are confirmed by a numerical test carried out on the
example of a model problem.

Key words: Finite volume element method, nonequilibrium fluid flow, dynamic capillary pressure,
dual mesh, a priori estimate, convergence, stability, computational experiment.
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Exi ¢dazanbl TeHomeMci3 puabTpanusHBIH, MOJIE/IbIl €ecebiH IelryIiH, aKbIPJIbl KOJIeM/Ii
3JIEMEHTTi CyJIOaChIH Tagay

Byn xymbicTa exi ¢a3aabl CHIFBIMANTBIH CYWBIKTHIKTHIH TEHOIIEMCI3 (DUILTPAITUSICHIHBIH, MO-
JeTbIK ecebiH menty s THOPUATI CAaHIbIK 9/1ici YehIHbLIFaH. Byt ecern kerdaszabl CyHbIKThIKTap-
JIBIH, KEYEKT1 OPTaJlafbl KO3FAJIBICHIHBIH, 3aMaHAyd TEOPUSCHIHIA ©3eKTi OOJIBIN TaObLIAJIbl JKOHE
KOITereH KoJIIaHbaapra ne. 3epTTeeTiH MOJIEIb CAJIBICTHIPMAJIbI (DA3AJIBIK, OTKI3TIIITIKTED MEH
KAIUIIAPJIBIK, KBICBIMHDBIH, KAHBIKTBIKTAH FAHA €MeC, COHBIMEH KATap OHBIH YaKbIT OONMBIHIIA TYHIH-
JIBITAPBIHAH 7@ TOYEJIIl JereH OoJKaMra HerizgenareH. Bys ecemreri KAHBIKTHIK TEHIEYl KOHBEK-
IUACHI OachIM OOATHIH KOHBEKINsA-Tnddy3ust TypiHe KaTajibl, COHBIMEH KATap OHBIH KypaMbIHA
TEHOJIIIEMCI3/IiK 9CePJIEPIH eCKepeTiH YIIHIN peTTi Kochutrbim Kipemdi. Tenmey i runepbosiabik,
cunarbiHa 6ailJIaHBICTBI OHBIH IIenriMi 6ipKaTap KABIHIBIKTAPFa ne 60JIa/Ibl, COHIBIKTAH OHBI IIEIILY
OJIICIH JIAMBIKTHI TAHIAY KasKeT eTiiei. AJIIBIHFLI »KYMBICTapra Kaparanaa OyJl »KYMBICTa €CeITi
MIETTY/IiH aKBIPJIbI KOJIEMIi-9JIEMEHTTIK 9IiCi KO IaHbLIa bl. Byt 9/1ic MHTErpaablK OaaIaHC TeHIe-
yJIepi Heri3iH/le KYPaCThIPBIJIFaH, aJl YKYBIK, MM aKbIPJIbl 3JIEMEHTTED KEeHICTIrHEH TaH/1aJ1a/1bl.
Byn xarnaiiga ecenti uCKpeTU3aIusiay VIITiH HETi3ri TPUAHTYJIANMS HEeri3iHae eki TypJii kocap-
JIaHFaH TOP KOJIAHBLIAJbI. By »KyMbicTa OipKaTtap almpuopJibIK, Oarajiaysiap aJbIHFaH, OJIapIaH
CYI0AHBIH, MAPTCHI3 OPHBIKTHLIBIFLI, COHIAN-AK eKIHII PETIeH KUHAKTAJLYbI IIBFaIbl. KosmaHb-
JIATBIH TOCIIIIH apTHIKIIBLILIFBIHA CYI0AHBIH JIOKAIBIB KOHCEPBATUBTIIIN, COHBIMEH KaTap ©/IiCTi
OarmapaaMaJIbIK, KY3€re acChbIPY/IbIH CAJIBICTHIPMAJIbl KapAIalbIMIBIIBIFBI XKATaIbl. DY/ HOTHZXKe-
JIep MOJIEIb/IIK eCell MBICAJIBIH/IA KYPri3iireH CaHJIbIK, TOXKIpUOEeMeH pacTaJIaIbl.
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Tyitia ce3mep: AKbIPJIbI KOJIEM/II-9JIEMEHTTI DJIiC, TEHOJIIIEMCI3 (pUJIbTPaIUs, JMHAMUKAJIBIK Ka-
MAJLISIPJIBIK, KBICBIM, KOCAPJIAHFAH TOP, allPUOPJIBIK OaraJiay, })KUHAKTHLIBIK, OPHBIKTHLIBIK, ECEITeY
ToXKipubeci.

JI.A. Omapuena!*, E.K. Epranmes?®
'Bocrouno-Kazaxcranckuil Texandeckuit yauepcuter uM. JI. Cepukbaena, Kazaxcram,
r. Ycrp-Kamenoropek
2Bocrouno-Kazaxcranckuit ynusepcurer uM. C. Amamkososa, Kazaxcran, . Yers-Kamenoropek
*e-mail: dinara 2205@mail.ru
Ananuns KOHEYHO-00'bEMHO-3JIEMEHTHOM CXEMBbI PEIIeHUs MOJIeJIbHOM 3ana4u AByxXdas3Hoii
HEepPaBHOBECHOI (duabTpanumu

B pabore mpeamaraercsa rubpuTHBIN TUCTECHHDBIN METO/T PEIIEHUsT MOJIECTLHON 3a1a9u By X(pa3HO
HEPABHOBECHOI (bujbTpaluun HeckuMaeMoil Kujkoctu. /laHHasi 3ajiada sIBJISeTCsl aKTYaJIbHOM
B COBPEMEHHOH TEOPWH JIBUKEHUsI MHOIOMAa3HBIX JKUJIKOCTEH B IOPUCTHIX CpeJaxX W UMeeT
MHOXKECTBO Tpujioxkenuii. V3ydaemast MOIeIb OCHOBAHA, HA TPEIIIOIOKEHUH, 9TO OTHOCUTE/IHHBIE
¢das30BbIe MMPOHUIIAEMOCTH M KAWJJISIPHOE JABJEHHUE 3aBUCAT HE TOJHKO OT HACHIIEHHOCTH,
HO TakKe OT €€ BPEMEHHOW ITPOW3BOJHON. YpaBHEHUE IS HACBHIIMIEHHOCTH B JAHHOW 3ajade
OTHOCHUTCS K TUIY KOHBeKINU-1uddy3un ¢ mpeodbiraanneM KOHBEKIHH, KOTOPOEe TaKKe COEPIKUT
cJlIaraeMoe TPeThero Mopsijika Jjisi yaera 3hdOeKToB HepaBHOBECHOCTH. B cuity rumepbo/imieckoro
XapaKT