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MaremaTuka Maremaruka Mathematics
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S.I. Mitrokhin
Russian Academy of Natural Sciences, Lomonosov Moscow State University,
Research Computing Center, Russia, Moscow
E-mail: mitrokhin-sergey@yandex.ru

ASYMPTOTICS OF THE EIGENVALUES OF A PERIODIC BOUNDARY
VALUE PROBLEM FOR A DIFFERENTIAL OPERATOR OF ODD ORDER
WITH SUMMABLE OPERATOR

The paper is devoted to the study of spectral properties of differential operators of arbitrary odd
order with a summable potential and periodic boundary conditions. For large values of the spectral
parameter the asymptotics of the solutions of the differential equation that defines the differential
operator is obtained. Differential equation that defines the differential operator is reduced to
the Volterra integral equation. The integral equation is solved by Picards method of successive
approximations. The method of studing of operators with a summable potential is an extension
of the method of studing operators with piecewise smooth coefficients. The study of periodic
boundary conditions leads to the study of the roots of the entire function represented in the form of
an arbitrary odd order determinant. To obtain the roots of this function, the indicator diagram has
been examined. The roots of this equation are in the sectors of an infinitesimal angle, determined
by the indicator diagram. In the paper the asymptotics of eigenvalues of the differential operator
under consideration is found. The obtained formulas make it impossible to study the spectral
properties of the eigenfunctions and to derive the formula for the first regularized trace of the
differential operator under study.

Key words: Differential operator of odd order, spectral parameter, summable potential, periodic
boundary conditions, indicator diagram, asymptotics of solutions, asymptotics of eigenvalues.

C.U. Murpoxun
Peceit :xaparpuibicTany reuibIMaaps akagemusicsl, M.B. Jlomonocos arsragarsl Mockey memitekeTTiK
VHUBEPCUTETIHIH FBIIBIMI-3ePTTEY OpTaJbIrbl, Peceit, Mockey K.
E-mail: mitrokhin-sergey@yandex.ru
Kocsounybint oneparopsl 6ap Ttak perrti auddepeHuaiabiK onepaTop YIliH NepUuoOATHIK,
mekapa ecebiHiH MeHIIiK M9HAEPiHiH aCUMIITOTUKACHI

Bya xxymbicta muddepeHnaiabk orepaTopIap/IblH CIIEKTPJIIK KACHETTEPIH 3ePTTeyTre apHAJITaH.
CrexTpJiik napaMeTpiH YJIKeH MoHIepi VIl JuddepeHInaIIbK, OlePATOPIbl aHBIKTAUTHIH -
depeHnmaIIBIK, TeHIEY MIENiMIePiHIH aCHMITOTUKACH! aJibiHa bl uddeperimaiibik omeparop-
JIbl AHBIKTANTHIH A depeHnuaiIblK TeHiey BolbTeppanblH HHTEMPAJIBIK TEHIEYiHe KeaTipii-
rer. Unrerpanmaeik, Terey [lukapa omicimen mremnmisieni. 2KUBIHTHIK 9/1eyeTi 6ap omepaTop iapIbl
OKBITY 9ici 6iprekTec Ko durmeHTTepi 6ap orepaTopapiAbl OKLITY d/iCTeMeCiH KeHeHTy 60-
JIbIT TabbLIa bl [lepuoaThIK MeKapaJiblK, MapTTapiAbl 3ePTTeY TakK, TOPi3/i epiKTi JeTepMUHAHT
peTiHjie YCHIHBIIFaH OYTiH (DYHKIMAHBIH TYOIpJIEPIH 3epTTeyTe AJIBI KeJieli. Byl (DyHKIUSHBIH,
TaMBIPJIAPBIH 01Ty VIMH HHINKATOPJIBIK, JuarpamMmma 3eprresiai. byn Tenaeyain Tyoipiaepi naamka-
TOPJIBIK, TUArPAMMAMEH aHBIKTAJITAH IEKCi3 OYPBIMITHIH CEKTOPJIAPBIHIA YKATHIP. Byl Makazama
nuddepeHnnaaIbK OepaTOP/IbIH, MEHITKTI MOHIEPiHIH, aCUMIITOTUKACH! KerTipiaren. HoTmxe e
aJIBIHFaH (POPMyJIajiap MEHIMKTI (DYHKIUIaPIbIH CIEKTPJIIK KACHETTEPIH 3epTTeyTre JKoHe 3ePTTe-
Jietin uddepeHInaiIbiK OepaTOP/IblH AJFAIIKLI PErYJIUPJIEHTeH 13iHIH (POPMYJIACHIH IIBIFApyFa
MYMKIHIIK 6epei.

Tvyitin ce3nep: Tak perri quddepennuaaapiK 0nepaTop, CIEKTPIIIK TapaMeTp, JKUBIHTHIK, [TOTEH-
IMaJI, TIEPUOJITHIK, IIIEKAPAJIBIK, MAPTTAP, WHINKATOPJBIK JTUATPAMMA, €PiTiH/IIeP/IiH, aCUMIITOTH-
Kachbl, MEHIIIKTI MOH/IED/IiH, AaCUMIITOTHUKACHI.

© 2021 Al-Farabi Kazakh National University
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4 Asymptotics of the eigenvalues of a periodic boundary value problem ...

C.U. Murpoxux
Poccuiickast akajieMusi eCTeCTBEHHBIX HayK, Hay4uHo-ucc/e10BaTe/IbCKUil BBIYACIUTE/BHBIN IEHTD
MockoBckoro rocygapcrBennoro yauBepcureta nmenun M.B. Jlomonocosa, Poccus, r. Mocksa
E-mail: mitrokhin-sergey@yandex.ru
AcuMnToTHKa COOCTBEHHBIX 3HAUEHUII MepUOANYECcKOl KpaeBoil 3aJa4u JJist
aud pepeHIaIbHOroO OnepaTopa HeYeTHOrO MOPsSAKAa ¢ CYMMHUPYEMBIM OIIE€PaTOPOM

Pabora mocssillieHa U3yYEeHUIO CIEKTPAJIbHBIX CBOHCTB MU @epEeHIIUABHBIX OIepaTOPOB IIPOU3-
BOJIBHOI'O HEUYETHOI'O IOPSJIKA C CYMMHPYEMBIM ITOTEHIIMAJIOM U ITEPUOJINYECKUMU I'DAHUIHBIMEI
ycnoBusivu. [Ipu GoJbIIUX 3HAYEHUSIX CIEKTPAJIBHOTO IapaMeTpa IOJIyIeHA ACHMIITOTHKA
perernit  uddepeHInATBPHOTO YPABHEHNUS, ONPEIeAonero auddepeHuaibHblil OIepaTop.
Huddepenmnmaabioe ypaBHeHne, onpeaendomniee auddepeHnuaabHblil OnepaTop, CBOIUTCI K
HHTErpaJbHOMY ypaBHeHHI0 Bousibreppa. MHTErpasbHoe ypaBHEHNE PEIaeTcss METOJOM ITOCJIe0-
BaTe/IbHBIX npubkenuit [lukapa. Mero o0ydeHns: omiepaTopoB ¢ CyMMUPYEMbIM IIOTEHIIAAIOM
SIBJISIETCsT PACIIUPEHNEM MeTOa OOYyJYeHHUsl OIEPATOPOB C KYCOYHO IVIAJKUMU KO3 puimenTamu.
W3yuenne mepnognvuecKnx IPaHUIHBIX YCJIOBUI MPUBOIUT K M3YUEHUIO KOPHEH Tesioit hyHKIuH,
[PEJICTABJICHHON B BHJE IMPOM3BOJILHOIO OIPEIETUTENsT HEYETHOrO TMopsiaka. [iist mosrydenust
KOpHe#t 3Toil (DyHKINN ObLIa UCCJIe0BAHA WHINKATOPHAs Juarpamma. KOpHE 3TOro ypaBHEHUst
JIEXKAT B CEKTOpax OECKOHEYHO MAaJIoro YIJIA, OIPEeIesIsieMOro JIUarpamMMoil HHIuKaropa. B
cTaThe HaliJIeHa aCUMIITOTHKA COOCTBEHHBIX 3HAUYEHHUI paccMaTpuBaeMoro auddepeHua bHOro
oneparopa. [lomydennbie GOpMyJIbI HE TO3BOJISIOT HCC/IEIOBATH CIEKTPAJIbHBIE CBOMCTBA COO-
CTBEHHBIX (DYHKIWMI U BBIBECTU (DOPMYJIY MJisi TIEPBOIO PErYISAPUIOBAHHOIO CJIESIA MCCJIELyeMOroO
muddepeHnnaILHOTO OIepaTopa.

Kuarouesbie cioBa: {uddepeHmaabubiii onepaTop HEYETHOTO TOPSJIKa, CIIEKTPAIbHBIN mapa-
METP, CYMMHUPYEMBIil IOTEHITNAJ, IEPUO/IMYEeCKIE TPAHNYHbBIE YCJIOBUS, WHINKATOPHAS TUarpaMMa,
ACHMIITOTUKA, PENIEHU, aCHMITOTAKA COOCTBEHHBIE 3HATEHUSI.

1 Statement of the problem

Let us investigate the spectrum of a differential operator arbitrary odd order defined on an
interval [0; 7] by a differential equation of the form

y (1) + q(2)y(z) = AaP2y(z), 0<z<m, a>0 N=1,23, ..., (1)
with periodic boundary conditions
y(0) =y(x), y"™(©0)=y"(x), m=12,... 2N, (2)

where the number A is called the spectral parameter, the function ¢(x) is called the potential
and we assume that the potential ¢(x) is a summable function on the segment [0; 7]

T !

o(x) € L0 7] / ()t | =q(2) (3)

0 x

for almost all values x from the segment [0; 7].

The spectral properties of differential operators were first studied in the case when the
coefficients of the differential equations defining these operators were sufficiently smooth
functions. The asymptotic formulas for the roots of quasipolynomials, which are obtained
in the study of higher-order operators with regular boundary conditions with smooth
coeflicients, were obtained in paper [1].
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In paper [2], the traces of higher-order ordinary differential operators with sufficiently
smooth coefficients were calculated.

In work [3], the author studied the spectral properties of differential operators with
piecewise smooth coefficients. In paper [4], we studied a differential operator in which not
only the potential is a discontinuous function, but the weight function was also piecewise
smooth.

In paper [5], a second-order operator with a summable potential was studied, the
asymptotics of the eigenvalues and eigenfunctions of the Sturm—Liouville boundary value
problem on a segment were calculated. A new method for studying differential operators with
summable coefficients, whose order is higher than the second, was developed by the author
in papers [6-8]. In all these works, the boundary conditions were separated. The periodic
boundary conditions that we study in this paper are a classic example of nonseparated
boundary conditions.

The spectral properties of differential operators with periodic boundary conditions with
smooth potentials were studied in papers [9-11]. Interest in the study of such operators is
caused by physical applications: in the case of fourth-order operators, they describe a model
of a beam or plate with a hinged joint or with fixed ends. Operators with periodic boundary
conditions were also studied in papers [12, 13].

In papers [14, 15| the author studied model examples of differential operators with
summable potential with periodic boundary conditions. The differential operators of odd
order with periodic boundary conditions have not actually been studied. A third-order
operator on the real axis with periodic boundary conditions was studied in paper [16].

2 Asymptotics of solutions of differential equation for large values of the
spectral parameter \

Let us introduce the following notation: A\ = s2V+1 s = *"%/), while fixing that branch of
the arithmetic root for which *"%/1 = +1. Let us denote by wy (k = 1,2,...,2N + 1) the
various roots of the (2N + 1)-th degree from the unity:

WAV 1wy = e vt (k=1,2,...,2N + 1);
27 27T 27]—
:1 — e2N+1 — ) Si = 2 4
w1 ; Wy =€ COS<2N+1)+ZSIH(2N+1> 2% ; (4)

W =2z""1 m=12,...,2N +1.

The numbers wy, (kK =1,2,...,2N + 1) from decide the unit circle into (2N + 1) an
equal part, and they satisfy the following relations:

2N+1 2N+1
dowp=0,m=12...2N; Y wp=2N+1, m=0 m=2N+1. (5)
k=1 k=1

The following statement is established by the method of variation of arbitrary constants
under the condition (3| of the summability of the potential ¢(z).
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Theorem 1 The solution y(x,s) of the differential equation 1s the solution to the
following integral equation:

2N+1 1 2N+1 z
y(%, 3) = Z Cre™ " — (2N T 1)a2N52N Z wre / qa)eiawkﬁy(t? S)dta (6>
k=1 k=1 0

where Cy (k=1,2,...,2N + 1) are arbitrary constants.

Proof. Let us prove that the function y(z, s) from (6]) is indeed a solution of the differential
equation ([I]). Since, in view of condition (3)) [¢(z) € L1[0; 7], the function e~**** is infinitely
differentiable with respect to the variable x, the function y(x,s) must satisfy the equation
(1), which means that it must be (2N 4 1) times differentiable with respect to variable x,
then the function G(z,s) = q(z)e~****y(z, s) € L1[0; 7] and then the relation

T ! T /

/G(t,s)dt = /a(t)e_a“’“Sty(t, s)dt | = q(x)e” “ **y(z,s) (7)

0 x 0 z

holds for almost all z from segment [0; 7].
Differentiating the function y(x,s) from @ with respect to the variable z, using the

properties and , we get:

2N+1 1 2N+1 z 1
y'(z,s) = ; Cy(awys)e™** — M ; wk(awks)eawksx/G(t,s)dt— M—N<;S1(:c,s), (8)
= = 0

2N+1
1 .

My = (2N 4+ 1)a*Ns*N | ¢y(z,8) = —— E wpe™ T q(z)e” Ry (x, 5) =) 9)

My =

From formulas , @, using the properties and , we have:

2N+1 2N+1 z

1 1
y'(z,s) = Z C’k(awks)Qe“wk“—M—N Z wk(awks)%a’”ksx/G(t,s)dt—M—Ngbg(m,s), (10)
k=1 k=1 9
Qb ( ) 1 2§1 ( ) awy ST ( ) —awg ST ( ) asq(x)y(x,s) 2§1 2 (2:2) 0 (11)
T,8) = ——— w(awgs)e T)e T,8) = ——— 2 wp = 0.
2 My 2 kAW q Y My — k

Similarly, the following formulas are derived:

2N+1
y(n)(x>$) = Z Cr(awgs)" e+ —
k=1
| 2 z 1 (12)
e Z wk(awks)”e“w’““/G(t, s)dt — M—Nqbn(x, s),n=3,4,...,2N,

k=1 0
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REARY
¢n($’ 3) - _M_N Z wk(awks)n_1€awkst_I($)€_awkszy(l',S) _
k=1 (13)
_ IN+1 _
(as)" 'q(x)y(z, s) 22 (as)" 'q(x)y(z,s) -0
_ w22 —0, n=3,4,...,2N.
My ,; () My

Substituting the formulas , at n = 2N in the differential equation , we obtain;

2N+1
(23) AWl ST
y2N+1)($,S)+q(I)y(l‘,S) —)\2N+1y($,8) = Z Ck(awks)2N+le R —
k=1
1 2N+1 z
v ; wk(awks)2N+leW’“sm/G(t,s)dt—
= 0
2N+1
1 3 (14)
Y wlawns) N e g (n)em 5y (a, 5) + q(x)y(, 5)—
My k=1
2N+1 2N+1
2N+1 Z C eIRST | \g 2N+1 Z W 6awksx/ (t,S)dt _
k=1 s

= —q(z)y)z,s) + q(z)y(v,s) =0

for almost all  from the interval [0; 7], which means that the function y(z,s) from (6 is
indeed a solution of the differential equation .

(In equation (14])), the first and fifth terms cancel out, the second and sixth terms cancel
out due the fact that A\ = s2VF1 2Nt = 1 My = (2N + 1)a?V sV,

Futher, the asymptotics of solution of the differential equation (1) will be found by the
method of successive approximations of Picard: from the formula @ we obtain the function
y(t, s) and substitute it into equation ():

2N+1 1 2N+1 z
— C AWRST __ awp ST t —awkst><
) ,; . (2N + 1)a2N 52N ; e / e
. ! (15)
2N+1 2N+1

1 —QaWn S
> e iy 2 e [l s s)de | .
n=1 k=1

0

Changing the order of summation in formula ((15), performing the necessary
transformations and estimates similar to the monograph [1, chapter 2|, we come to the
conclusion that the following statement is true.



8 Asymptotics of the eigenvalues of a periodic boundary value problem ...

Theorem 2 The general solution of the differential equation 1s represented in the
following form:

2N+1
y(l‘v 5) = Z Ckyk(xv S)a
k=1

AN+l

y™(z,5) = Z Cky,gm)(x,s), m=1,2,...,2N,
k=1

(16)

where Cy (k = 1,2,...,2N + 1) are arbitrary constants, and the following asymptotic
expansions and estimates are valid for the fundamental system of solutions {yx(z, s) iﬁfl

xT

2N+1
1
_ GwpST __ awn ST a(wg—wn)st
yk(x’ S) - (2N+ 1)0,2N32N 2:1 Wp€ /q(t)@ * dtakn+ (17>
n= 0

|Ss|ax

++Q(54N), F=1,2...2N+1, y(0,5) = L;

(m) 1 2N+1
Ys, (l’, S) - (CLS)m{w?eawksx N (2N - 1)a2N52N Z W,T+1€aw"sm><
n=1

y |Ss|az (18)
a(wp—wn )st €
0

k=1,2,....2N+1, m=12,...2N; 4"™(0,s) = (as)™w.

3 The study of boundary conditions (3))

Using the formulas , from the boundary conditions we get:

( (1.2) 2N+1 2N+1
y(ms) = y(0,5)& > Ceyr(m,s) = > Ciyr(0,5)e
k=1 k=1
2N+1 o 2N+1 (19)
&> Cugil(m,s) = ye(0,5)] = 0" Y Cilyu(m,s) — 1] = 0;
\ k=1 k=1

(Y (m,s) 12) y™(0,s) 251 Ty sy y™0,8) ]
= = Z Ch — =0,

(as)m (as)m & (as)™ (as)m

m=1,2,...,2N.

(20)

\
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Theorem 3 The eigenvalue equation of the differential operator ()f() has the
following form:

yi(m,s) —1(0,5) Yo(m,5) —42(0,5) ... wonq1(m,5) — yan41(0, 5)
s 1(0,8) wms)  Y(0,s) vhn (™) Yan1(0,8)
as as as as as as —0. (21)
........ R AP
W) Y (0.8) Vg vy (0,5) () Yo (0,9)
((ZS)2N <a8)2N ((18)2N (a3)2N e (as)2N (aS)QN

Applying the asymptotic formulas , , we rewrite the equation in the following

form:

1 2N+1 T )
D, — e Z Wy, ST (f) +Q(s4_N> BLQN_H
n=1 0 aln
1 2N+1 9 ™ .
w1 Dy — —— W e + 0 (= B
f(S) — 141 My n;1 n (J >a1n ~Z (341\1) 2,2N+1 — 0, (22)
....... 12N+17T1
w%NDl - i Z w72LN+16awns7r (f .. ) + Q (84—]\,) . BQN+172N+1
n=1 0 aln

Dm — MWnsST _ 1; Mn — (2N + I)GQNSQN;

1 2N+1 m 1
_ . m—1 m awWn ST .
Bnany1 = wyn i Donvy1 — My E Wy e " / +0 (54_1\7) ;
n=1

0 a,2N+1,n
m=1,2,...,2N + 1.

Expanding the determinant f(s) from (22)) into columns into the sum of determinants,
we obtain:

fan(s) 1
f(S) - fO(S) - (2N + ].)CLQNSQN +Q 84_N = 07 (23)
fo(S) — Aoo[eawlsﬂ' . 1][€aw237r . 1][€aW3srr . 1]( N )[eaw2N+1s7r o 1]7 (24)
L-feism — 1] 1-[emasm — 1) .. 1. [ewanasm ]
) — | e walemm =) e 1| 25)
W%N[eawlsﬂ' _ 1] w%N[eawgsw o 1] L w%]]\\;+1[eaw2N+18ﬂ' _ 1]
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Agp is the Wandermonde’s determinant of the numbers wy, wo, ..., woni1:
1 1 1 1 1
w1 ) w3 Won WaN+1
— |, 2 2 2 2 =
Aoo Wy Wy W3 WoN Wan+1
..................... (26)
2N , 2N , 2N aN , 2N
Wy Wy Wy ... Wiy Woni
= H k>n (wk — wn) 7A O,
k,n=1,2,....2N+1
2N+1 ” 2N+1
fon(s) = Aoo{ g Wi / ks H (e ™ —1) | +
= =1
k=1 0 alk Z;él
2N+1 ~ 2N+1
+ E W / . e WkRST H (™™ — 1) | +---+ (27)
= =1
k=1 0 a2k Z¢2
2N+1 " 2N+1
+ 2 Wi / kST H (eawnSﬂ' - 1) }
= =1
k=1 0 a,2N+1,k n?snzN+1

For the determinant Ay from ((26)) the following property holds: if (0,.x) (m,k =
1,2,...,2N+1) is the matrix of algebraic minors to the elements b, , (m,k =1,2,...,2N+1)
of the determinant Ay of ((26])), then

o di2 ... O1ont1
5 o 021 022 o 029N +1 .
(Gmn) = =
JoN+1,1 Oan+12 02N +1,2N+1
1 -1 1 -1 —1 1
1 1 1 -1 -1 1 (28)
—Ww, Wy —Ws Wy Wo N Won+1
2 2 2 2 2 2
A Wy W ws Wy —WoN WoN+1
127
—2N—-1  —2N-1 —2N—1  —2N-1 —2N-1 —oN-1
Wy 2 Ws 4 Won —Woni1
2N 2N 2N 2N 9N 2N
Wi 2 Ws 4 —Won WoNnt1

The proof of property can be found in the work of the author [2|. The formula
is derived using the property (28). To find the roots of the equation fo(s) from (24), it is
necessary to study the indicator diagram of this equation (see [3, chapter 12]).
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For the equation fy(s) = 0 from - the following relation is valid:

2N+1 2N+1
f0<8) = A00 -1+ Z edWn1 ST _ Z ea(wn1+wn2)s7r+
ni=1 ni,ng=1
2N+1 "1¢n22N+1 (29)
+ Z ewny +wng Fwng)sT Z ewny +Wng Fwng+wn, )sm 4+ b
ny,mg,nz=1 n namgim=]
A2 2 ny #nm . (k#m)

To construct the indicator diagram of the equation (29)), it is necessary to study the
convex hulls of the sets

4 2N+1
2N+1 2N+1 2N+1 §
{wnl }m:l ) {wnl + wnz}m,nzzh {wnl + Wny + wnS}nl,nz,ngil’ { wmn} - )t
nl#n2 m=1 mz7{L,2_,3,4
The indicator diagram has the following form:
Wgm = Wk + wn, Wnyna,...,n, — Wny + Wniy +- 1+ Wny, (30)

In figure the following designations are introduce: the points By, By, B3, By, Bs, . . .,
Bon, Bonit, -, Banas, Banags - - -, Bani1, Banao correspond to exponents with
exponents  wia . N; W1,2,...,.N,N+1; W23, N,N+1; W23 .. N+1,N+2; W34, N+1,N+25 - )
WN,N+1,...2N; WN4+1,N+2,...2N; WN4+1,N+2,...2N2N+1; WN4+2 N+3,...2N,2N+1; WN42 N+3,... 2N+1,1;

WN4+3,N+4,..2N+1,15  WN43,N+4,..2N+1,1,2; - -3 W2N+1,1,2,3,.N-15 WN+1,1,2,3,...2N—1,N, where
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Wny na,...ny COrresponds to the sum w,, + wyp, + -+ + w,, indices ny,n,, do not coincide in
pairs at k # m.

In figure (30), the circle of the smallest radius Ry = 1 is the set of points {wi};;" from
that divide the unit circle (2N + 1) equal parts. The circle of the second largest radius

Ry = |wi + wy| > 1 is a set of points {wy + wp, Y3+ that are constructed according to the
k#m
parallelogram rule, while only points wy + ws, we + w3, W3 + Wy,. . ., Won + Woni1, Won+1 + W1

appear on the circle, the point w,, + w,, under the condition |n; — ny| > 2 fall inside the
circle of radius Ry and do not affect the asymptotics of the roots of equation - (see
[3, chapter 12]).

The third largest circle of radius R3 = |w; + we + w3| > Ry is a set of the points {wy +

ON+1 .
W + wn}km:_n:l only points w; +ws +ws,wz + w3 + w4, W3 +ws +Ws, ..., Won_2+wWan_1+WaN,

WoN_1 + Wan + Wont1, Won + Want1 + Wi, Woni1 + wi + wo are located on the boundary of
the circle, the remaining points are inside this circle, and the asymptotics of the roots of

equation — are not affected. Next come the circles of the radius Ry = |wy + wo +

w3 + wy| > Ry (this is a set of points {wy, + Wi, + Wiy + wr, J40L, ), the circle of radius

m=1,2,3,4

5
Rs = | > wi| > Ry (this is the set of points {wy, +wk, + - +wi. }2NFL, )., the circle of
k=1

m=1,2,...,5

N-1
radius Ry_; = | > wi| > Ry_o (this is the set of points {wy, +wk, +- - +wry V0 0 ),
k=1

m=1,2,...,.N—1

N N
and finally, the circle of the largest radius Ry = | > wi| > Ry41 = | D wi| due to equality
k=1 k=1

2.2 .
w1 twastws+- - -+wan+wani1 @2 0 (these are the sets of points {wyg, +wWp, ++ - +Wry } 01,
m=1,2,...,N
and {wkl -+ ka + -+ wkN + wkal 2Nt}n:1 )
m=1,2,...,N+1
N+2
The circle of he radius Ryi2 = | > wg| coincides with the circle of the radius Ry_1,
k=1
N+m
the circle of the radius Ryym = | Y, wi| coincide with the circles of the radius Ry_p41 =
k=1
N—m+1 . 2N11 (2.2) o
| > wi| (m = 2,3,...,N) due to equality > wy = 0 they are located inside the

k=1 k=1
indicator diagram and such exponentials do not affect the asymptotics of the roots of

equation - (27).

The roots of equation - are located in the sectors 1),2),...,(4N+1)), (4N+2)) of
an infinitesimal opening, the bisectors of which are perpendicular to the segment [B,,; B, 11]
(m=1,2,...,4N + 2) and pass through the midpoints of the segments.

4 The asymptotics of the eigenvalues of the differential operator - in the
sector 1) of the indicator diagram (30))

To find the roots of the roots of the equation f(s) = 0 from - in the sector 1)
N

of the indicator diagram , only the exponents with the exponents wy23. N = > wy and
k=1
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N+1
w123, NN+1 = »_ wg should be left in this equation.
k=1

Theorem 4 The equation for the eigenvalues of the differential operator — in the
sector 1) of the indicator diagram has the following form:

vi(s) = vi0(s) — (2N1i’21]\)[((1§2V82N +0 (34%) =0, (31)

UL()(S) (3:6) Aoo[ea(w1+w2+...+w1v)s7r . ea(wl—&-(4;24-...—|—w1\/—|—w1\]+1)s7r]7 (32)
while the main approximation has the form vy o(s)

V12N (8) / v10(s) / vi0(s)

. = w1 . + Wwo . + -t

AOO AOO A00

_ 0 all ~ 0 a22
v10(s
+wn / X)( ) WN+1 / (—1)hN+1(S)—|—
00
0 aNN 0 a,N+1,N+1
N ~ N I
h Ul,O(S)
00
k=1 0 aN+1E 0 a,N+2,k
™ N ™
v1,0(s)
+Wwn11 (_1)hN+1(5)+"'+ZWk A—+
00
0 a,N+2,N+1 k=1 0 a,2N+1,k
+C<)N+1 / e (—1)]'LN+1(S),
0 a,2N+1,N+1

Where the notation hy(s) = e@@itwet=F+wn)sm and by, (s) = et@itwetFontwni)sm gre
introduced.

Dividing in the equation - by (—1)Agohn(s) # 0 we obtain:

~ N
AWN 18T 1 AWN 18T
nls) = e _1]_(2N+1)a2N52N{/ q(t)dtary Y wrle™ 1T — 1)+
k=1

N
+WnN11 / NI E Wi / +
k=1

0 a,N+1,N+1 0 a,N+1,k
N s s

a,N+2k 0 a,N+2,N+1
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™

N ™
+Zwk (/ [N+ — 1] + w1 / EOWNHIST 4

0 a,N+3,k 0 a,N+3,N+1

> aAQWpN 18T AWN 41ST (34)
—I—Zwk [6 + —1]+WN+1 e + —+

0 a,2N+1,k 0 a,2N+1,N+1

at the same time

m ™ ™ ™

/ _ / — = / Qil)/q(t)dtall,

0 all 0 a22 0 akk 0
k=1,2,...,2N + 1.
The basic approximation of equation ((34])) has the form:
2ik
eawN-HSﬂ' —1= O<:>€awN+1S7T =1= 27”k<2>5k Lbas = G ’ k c N. (35>
AWN+1
The following statement follows from the formula and the general theory of finding
the roots of quasipolynomes of the form (34)) (see [4], [5]).

Theorem 5 The asymptotics of the ez’genvalues of the differential operator - in the
sector 1) of the indicator diagram (30) has the following form:

2i d 1
Spp = —— [k—l— 2N’“+O( )} keN. (36)

AWN 11 2N L2N

Proof. Applying the Maclaurin’s formulas, we have:

aw ST QZ d oy 1
SO A YRR R

N+1
_ 2nik o dan k1 0 1 _1 2midan k1 0 1 ' (37)
— ¢ exp[ m( L2N +o LAN } =1+ k2N +¢ JAN >7
21N _ aNwi 1 (1 B 2Nd2N,k,1Q< 1 )) | (38)
S 22N 2N kQN k2N+1 k4N+1
Sk,1

Substituting formulas - into equation (3 , we obtain:
27TZ'd2N,k 1 1 aZNw]QV]YH 1 1
[1 + k2N +0 EAN | 1 (2N + 1)a2N 22N 2N 2N 1+0 L2N+1 X

X{ /q dtanzwko (];N) +UJN+1/Q(t)Clta11 (1 +0 (%)
(

m N+1 m

_i\f:wk / +;wk Z / +0

—
0 a,N+1,k m 0 a,N+m,k

rn 3 j (1+Q(%)>}+O(kijv):0.

a,N+m,N+1
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For k° in (39) we obtain the correct equality 1 — 1 = 0, which means that the form of
asymptotic formula is chosen correctly. For 72V in (39)) we have:

N ™ N s

1 WL
d = + [ / t)dtg — /
2L = 5 2N + )22V (—1)N WN+1O q(t)dtan ;Wk J ) k+
a,N+1,
2N+1 m (40)
tone Y / ] k€N,
k=N+2 \D ak,N+1

In the formula the first term is transformed to the following form:

1 W [ (2.1) (=D f d A
0 0

The second and the third terms in formula will be calculated as follows:

™

N ” 2N+1
HN:_E Wm / +WN+1 E / =
m=1 0 a,N+1m m=N+2 0 a,m,N+1
N ™ s
(2.14)
= E WN+1 Ce — Wm ce =
k=1 0 @,2N+2—m,N+1 0 a,N+1,m

N
_ (t) a(w2N+2—m*wN+l)5tdt _
= wWn+1 [ glt)e a,2N+2—m,N+1

3
,!.
o

— Wy / q(t>ea(w1\]+1fwm)stdta7N+17m (2.144.5)
0

N 2mN o« - 2mi(2N + 1 —m) 2miN
-3 [62N 1 /q(t) oxp lat—" [ 2NFT 2N L || dtuanssmniie
m=1 AWN+1
0
2mi(m — 1 s
( ) 2ik

—e 2N +1 /q(t) exp {at (Wni1 — wm)] dta,N+1,m] dta.N+1.m

AWN +1
this expression will be transformed and simplified as follows:
Ny T(N+m-—-1) 7m(N-m+1) =

) 2mi(1l — N
Hy=Ye 2N+1 [e ON +1 /q(t)e_%“exp{thiexp(WZ(QNT;— th—

m=1 0
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mi(N—m+1) =

¢ 2N+l / g(t)e™ i exp [(—2’“”) P <QM(?N_+11_ N)> } )=

0
Ny T(N+m—1) =« . .

= Z e 2N+1 /q(t)e%” exp [Zktz'(cos < TN —m + )) +
m=1

2N +1
2n(N ) mi(N —m+1)
m —m +
i 2N +1 _
+zsm< N T 1 ))]e dt

_ /q(t)e%“‘e_ ON + 1 exp[(—thi) [cos <27T(N —m 1)) -

2N +1
. (2r(N —m+1)
—zsm( N 1 >]dt},

0

as a result of which we will receive:

N . ”
Nitm—1 2w (N —m+1
Hy = (=2i) 3 exp (7”( 2;111 )) /q(t) sin 2kt 2ktcos( m{ - ﬂ* >> _
m=1 0

(N —-—m+1 L (2r(N—m—+1
— (2N+1 )}dtexp<—2k‘tzsm( (2N+1 )>)dthm.

(42)

Substituting the formulas , into formula , we find:

g
2N

don k1 = : UN+L WN+1 /q(t)dtan +Hy| =
" (2mi) (2N + 1)22N(=1)N

0
2mN

(—1)N+ ] 5% 7i(N +m—1) j
_ _ +1
(2N + 1)722N+1 q(t)dt — 2ie ZleXp IN + 1 at)x (43)
0 m= 0
2n(N —m+1) _7T(N—771+1)
2N + 1 2N + 1

2n(N — 1

X sin [Zkt — 2kt cos

We have proved that all the coefficients don i1 (K =1,2,3,...) of formula (36) are found
in a unique way, in formula we have given explicit formulas for calculating them, so
theorem 5 is completely proved. Studying in a similar way sectors 2),3),..., (4N +2)) of the
indicator diagram (30)), we come to the following statement.

Theorem 6 1) The asymptotics of the eigenvalues of the differential operator - n
the sectors 2),3),..., (4N + 2)) of the indicator diagram satisfies the following law:

271 271 4y
Sk2 = Ska1€ 4N—|—2; Sk3 = Sk2€ AN 4+ 2 — Sk.1€ 4N—|—2;,‘_;
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27i 2mi(m — 1)
Shm = Skmre AN T2 =g 0 AN 42

m=1,2,3,...,4N +2,

where sy satisfies formulas . .

(1]

2l
(3l

[4]

(5]

[6]

(7]

(8]

(]

[10]

(11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

2) Wherezn)\km—skN+1, =1,2,3,...,4N+2; k=1,2,3,....
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THE TWO-SIDED ESTIMATES OF THE FREDHOLM RADIUS AND
COMPACTNESS CONDITIONS FOR THE OPERATOR ASSOCIATED
WITH A SECOND-ORDER DIFFERENTIAL EQUATION

In this paper we consider the properties of the resolvent of a linear operator corresponding to a
degenerate singular second-order differential equation with variable coefficients, considered in the
Lebesgue space. The singularity of the specified differential equation means that it is defined in
a noncompact domain — on the whole set of real numbers, and its coefficients are unbounded
functions. The conditions for the compactness of the resolvent were obtained, as well as a double-
sided estimate of its fredgolm radius. The previously known compactness conditions of the resolvent
were obtained under the assumption that the intermediate term of the differential operator either
is missing or, in the operator sense, is subordinate to the sum of the extreme terms. In the current
paper these conditions are not met due to the rapid growth at infinity of the intermediate coefficient
of the differential equation, and the minor coefficient can change sign. The property of compactness
of the resolvent allows, in particular, to justify the process of finding an approximate solution of
the associated equation. The Fredholm radius of a bounded operator characterizes its closeness to
the Fredholm operator. The operator coefficients are assumed to be smooth functions, but we do
not impose any constraints on their derivatives. The result on the invertibility of the operator and
the estimation of its maximum regularity obtained by the authors earlier is essentially used in this
paper.

Key words: second-order differential operator, Fredholm radius, resolvent, compactness,
differential equation in an unbounded domain, differential operator with unbounded coefficients.

K.H. Ocnanos, A.H. Ecoaes*
JI.LH. I'ymuiés areiagarst Eypasus yarreik yausepcureri, Kazaxkcran, Hyp-Cyiran k.
*e-mail: adilet.e@gmail.com
®DpearosabM paanyChbIHBIH €Ki »KAKThI Garajiaysiapbl >koHe ekiHii perrti guddepeHnanabIkK,
TeHJeyMeH 6ailJIaHbICThI OIEPATOPAbIH, KOMIAKTHIIBIFBIHBIH, IIAPTTAPHI

Byn xywmbicra Jleber kewicririnme Gepiiren aiftHbIMaJBI KO3MMUIIMEHTTI HYKCAHBI €KIiHIM PeTTi
CUHTYISPJbl TuddepeHInaIblK TeHIeyre COHKeC KeJETiH ChI3BIKTHI OMEPATOPIbIH, PE30JIbBEH-
TaCBIHBIH, KacuerTepi 3eprresired. Aranran guddepeHnuaiiblk, TeHIeY/IiH CHHTYIAPIIbI OOy bIH
OHBIH ITEKCi3 00J1bIcTa — OYKia caH ocinjge — Oepiiyi MeH OHBIH KO3 MUIMEHTTEPIHIH, TIeHeIMe-
ren/iri Olraipesi. PesosrroreHTaHbIH, KOMITAK THLIBIFBIHBIH, IIAPTTAPHI, COHai-aK oHbIH Dpeirobm
PaNyCHIHBIH, €Ki YKaKThl OaFachl AJIBIHIBI. Pe30IbBeHTAHBIH KOMIAKTHIIBIFBIHBIH 0i3re OYpBIHHAH
Gesrim mmaprrapbl auddepeHIaIIbIK, OIePATOPIBIH, APAJIbIK, MYIIeCi KOK, HEMece OJI OIepaTop
MAFBIHACBIHJIA IMETKI MYIIeJeP/iH KOCHIHIBICHIHA OarblHAIbI JIereH OoKaMIa ajbiaran. A 6y
KyYMBICTa MrddepeHITnaIIbiK TeHIEY/IiH apaIbiK, KoM MOUITMEHTIHIH, MTEeKCI3 aJIbIC HYKTE aifiMarbIH-
J1a XKbLIJIAM ©Cyl MeH TeMeHr1 KoahdUIMeHTTIH TaHOaChl ©3repMe)ii 60JIyblHa OallJIaHBICTHI aTaFaH
MAPTTAP OPBLIHIAJIMANbI. Pe30/IbBeHTaHbIH, KOMIIAKTHIIBIK, KACHETIHIH OOJIybl, MBICAJIBI, OHBIMEH
OallyTAHBICTBI TEHJIEY/IIH, YKYbIKTAJFAH IIEIiMiH Ta0y IpoIecin Herizmeyre MmyMKiamik G6epesi. [lle-
HesireH orepaTop by, PpearoabM paanychl OHBIH (DPEArOIbMIIK OIePATOPJIAPTa YKAKBIHIBIFBIH
cumartaiinsl. OneparopsiH Koaddurmentrepi Teric dyHKIUsIAp fen ecenresei, 6ipak 6i3 omap-
JIBIH, TYBIHBLIAPBIHA eITKAH Al meKkTey Koimaiimbid. 2KymbicTa aBTopJiap e371epi ocbiran Jeitin
aJIFaH OIEePaTOP/IbIH KANTAPBIMIBLIBIFLI KAWIbl HOTUXKE MEH OHBIH MAKCUMAJIJIBI PEryJIspJIbIFbl-
HBIH, OaracblHa CyHeHesI.

Tvyiiia ce3nep: exiurmi perti muddepenimanapk omeparop, PpearoabM paguychbl, pe30JbBEHTA,
KOMITAKTBLIBIK, IIEeHEIMEreH OOJBICTArbl AU OEPEHITNATIBIK, TeHIEY, KOIDPUIUEHTTEP] TTeHe -
MereH auddepeHITuaIIbIK, TeHIEY.
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JAByXcTOpOHHUE OLIEHKHN paamyca (ppearobMOBOCTH U YCJIOBUsI KOMIIAKTHOCTHA OIIEpaTopa,
cBsi3aHHOTO ¢ audepeHnaIbHBIM yPaBHEHEM BTOPOrO MOPsigKa

B macrosimeit pabore m3ydaioTcsi CBOWCTBa PE30JILBEHTHI JIMHEHHOTO OlepaTopa, COOTBETCTBY-
IOIIET0 BBIPOXKIEHHOMY CHHTYJIsIpHOMY JuddepeHnnaabHOMy YPaBHEHUIO BTOPOIO IOPSIKa C
[epeMEHHBIMU KO3 DUIMEHTAME, PACCMATPUBAEMOMY B mpocTpaHcTBe Jlebera. CHHIYJISIPHOCTD
YKa3aHHOIO M PEpPEeHInaJIbHOIO YPAaBHEHNsI 03HAYAET, YTO OH 33J[aH B HEKOMIIAKTHOI 0bJiacTh
— Ha Bcell 4YMCJIOBO# och, a ero KO(DUIMEHTHI SIBJISIOTCS HEOTPAHUIECHHBIMU (DYHKIMSMIU.
[Tosygensr ycaoBus KOMIIAKTHOCTH PE30JIbBEHTHI, & TaKKe JIBYCTOPOHHSIS OIEHKA €ro pPaamyca
dpenromsmoBocT. Panee m3BecTHBIE YCIOBHS KOMITAKTHOCTH PE30JIbBEHTHI OBLIN IIOJyYEHBI B
IIPEJIIIOJIOKEHNH, ITO IIPOMEXKYTOUHBIN 4ieH nuddepeHInajIsHoro oneparopa Jubo OTCyTCTBYET,
JibO B OIEPATOPHOM CMBIC/IE TOAYMHSIETCSI CyMMe KpaillHMX d9IeHOB. B Hacrosmieil pabore 3Tu
YCJIOBUSI HE BBIMOJIHSIOTCS BCJIEICTBHE OBICTPOrO POCTa HA OECKOHEYHOCTH ITPOMEXKYTOYHOTO
ko3 durmenTa nuddepeHInaIbHOr0 YPABHEHNUS, 8 MIIA N KO3(MMUIUEHT MOXKET MEHATh 3HAK.
Hasumuune cBoiicTBa KOMIIAKTHOCTH DPE30JIBBEHTHI IO3BOJISET, B YaCTHOCTH, OOOCHOBATH IIPOIECC
HaXO0K/IeHUs IPUOJIMKEHHOI'O PelleHns CBI3aHHOIO ¢ HEIO ypaBHeHus. Pasauyc dpenrosbmoBocTa
OTPAHUYEHHOI'O OIIEPATOPA XapaKTepu3yeT ero OJu30cTh K (GpegaroabMoBomy oreparopy. Koad-
GUIMEHTHI OMEpPaTOpa MPENOIAralOTCsl TVIAIKUMA (DYHKIUSME, OJHAKO MBI HE HAKJIAIbIBAEM
Kakne-jnb0 OrpaHUYIeHUs Ha WX [IPOM3BOJHBIE. B paboTe CyIIEeCTBEHHO HCIOJB30BAH PE3YJIBTAT
00 00paTUMOCTH 3TOrO OMEPATOPA U OIEHKA €ro MAKCHMAJIBHON PEryJIsSpPHOCTH, IOJIyJIEHHBIE
aBTOpPaMH paHee.

Kurouesbie ciioBa: jquddepeHnuabHbIA OlepaTop BTOPOIO IOPSIKa, PAJnyC (PearobMOBO-
CTH, Pe30JIbBEHTa, KOMIIAKTHOCTD, Ju(MQepeHInajpbHOe ypaBHeHe B HEOrPDAHUIEHHON 00J1acTH,
b depeHInaNIbHbII OIIepaToOp ¢ HEOrPAHUIEHHBIMA KO(DDUITMEHTAMMA.

1 Introduction
For the Sturm-Liouville operator
Ly=—y"+qx)y, =1, 2 € R=(—00,+00)

the following fact proven by Molchanov [1] is known: for the inverse operator L™! to be
compact in the space Ly(R) it is necessary and sufficient that for each d > 0 the coefficient
q(z) satisfies the condition

z+d

lim q(t)dt = +o0.
|z| =400
x—d
This result is generalized in |2,3| for rather general classes of elliptic operators with non-
smooth and oscillating coefficients. In the case of non self-adjoint operators, such results
were obtained using the properties that are inherent to semi-bounded self-adjoint operators.
However, these results have been established in cases when the intermediate term of a second-
order differential operator is either equal to zero or in the operator sense is subordinate
to the sum of the extreme terms. The mentioned requirements are not satisfied when the
intermediate coefficient grows strongly (see |4,5]), this case is considered in the current paper.
Fredholm operators are extensively studied and have a rich theory similar to the theory of
second kind integral operators. One of the characteristics of the adjacency of a given bounded
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operator to a Fredholm operator is its so-called Fredholm radius [6]. In this paper we give an
estimate of the Fredholm radius as well as a criterion for compactness of the resolvent of one
class of second-order differential equations with a fast-growing intermediate coefficient. We
will essentially use the maximum regularity estimate of the solution of this equation, which
was established by us in [7].

Consider the equation

ly=—y"+ry +sy= f(z), (1)

where z € R, r is a continuously dlfferentlable function, and s is a continuous function, f &€

L, = L,(R). Let Q C R. We denote C’( (Q) (k=1,2,...) as a set of k-times continuously

differentiable functions with compact support in Q. Let D(lo) = CéQ) (R) and [ is a closure of

the operator [ in the norm of L,. We call a function y € D(l) such that ly = f as a solution
of the equation . It follows that the unique solvability of the equation is equivalent to
the bounded invertibility of the operator [.

2 Material and methods

We base on the maximum regularity estimates below obtained in the Lemma [2 The
embedding and compactness theorems of weighed functional classes of the Sobolev type are
used. The properties of the average M. Otelbaev function are also used in obtaining the
necessary and sufficient condition for the discreteness of the spectrum of the operator /. In
addition, Hardy-type integral inequalities on the real axis and semi-axis are used to estimate
the norm of the element from the domain of the operator [ with singular weight.

3 Auxiliary statements

Let g(z) and h(z) # 0 be some real continuous functions, ¢ = -*5 and || - ||, is the norm of

—1
L,. Let us introduce the following notations
ag,h(t) = HgHLp(O,t) ||h_1HLq(t,+oo) (t > O)?

Byn(T) = ||9||Lp(7,0) Hh_IHLq(—oo,T) (1 <0),
Qg,pn = SUPD ag,h(t)a /Bg,h = sup ﬁg,h(T)u Yg,p = IMaAX (ag,ha Bg,h) .
t>0 7<0
In [7] the following statements were proved.

Lemma 1 If g(x) and h(x) # 0 are continuous functions with v, < 400, then

/|g 2)[P dr < /|h 2)Pdz, Vye CP(R).

Moreover, if C' is the smallest constant for which this inequality holds, then

. 1 1 p
(min (g, By)) < C < (pPaingn)
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Lemma 2 Let 1 < p < 400, r(z) = 1 be continuously differentiable function, s(x) be
continuous function such that v, ,1/» < +00 and s, < +o0o. If there exist Cy > 1 such that

r(x)
r(v)

then for any f € L,, the equation has a unique solution y(x), which satisfies the following
mequality:

1N, + Iyl + 1sylls < Coll £l (2)
where Cy depends only on s, and p.

Crt < <O, ryveR: |z —v| <1,

4 Main results

4.1 Estimation of the Fredholm radius of a degenerate operator in L,

Definition 1 We call the following value as the Fredholm radius of the bounded operator
A:L,— L,

-1

pa=| inf A-T|,

)
T€000(Lp) —Ly

where 0o 15 the set of all compact operators in L,,.

Let Rt = (0,400), R~ = (—00,0). If 71, < 400 then according to the Theorem 2 [10]
7y || L, &+) and [|79/|| L, @~y are the norms.

Let X and Y are normed spaces. The transformation £ : X — Y that matches each
element a € X with the same element from space Y is called an embedding operator. By
H,(r,RT) we denote the completion of the set 0(52) (R*) by anorm [Ju|| g, (rr+) = |11, @)+
H’IAU/HLP([[@L).

The following lemma is a special case of the Theorem 3 |[§].

Lemma 3 Let the function Q(z) > 6 > 0 be continuous on RT and there exists a positive
constant C' such that C~! < g(x) < Cx,v € RT : |z —v| < 1. Suppose that the embedding

v

operator E : Hy(Q,RT) — L,(R") is bounded. Then for the Fredholm radius pg, of the
operator E the following estimates hold

Cr' < ppys < O,

where v, = tliin a1(t), and Cy > 1 does not depend on Q(x).
—+o0

The following statement holds.

Lemma 4 Let the function Q(z) = 6 > 0 be continuous on R~ and there ezists a positive

constant C' such that C~1 < ggzg < Ciz,v € R |x —v| < 1. Suppose that the embedding

operator E_ : Hy(Q,R™) — L,(R™) is bounded. Then for the Fredholm radius pg_ of the
operator E_ the following estimates hold

Cy' < pp v <Oy,

where v— = lim B1¢(7), and Cy > 1 does not depend on Q(z).
T——00
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Proof. Let u € H,(Q,R™) thus E_u € L,(R™). Suppose u;(z) = u(—z) € Hy(Q,R")
then E_u = Eiuy. Let T € 00o(Ly(R7)), T € 00o(Ly(RT)) and Thu = Twuy. Then (E- —
T))u = (Ey — T)u,. Further

1
P

0
||(E_ ~-T) UHL . [ f |(E— - T7) U1(_$)|p dx]
|E- — TIHLP(R*) = 8up 2B sup — =

u#0 ||U||L,, R- u1£0
= [f luy (— ]pdxl

3=

1

+oo P

E, —T)u(z)] dz
i~ D ad 1By =Ty ae,
= sup T = sup = ||E+ - THLZ,(]RJF) :
w10 Too ) v u1#£0 ||U1||L,,(R+)

[ lu (@) dz
0

That means pg, = pp_, it follows by the Lemma 3| that C5' < pp_ tliin a1,0(—2)(t) < Ca.
—+o0

Moreover

“@\»—‘

li t = =y_.
Jim o geg(t) = lim ¢ ‘Q i ( yQ E

The lemma is proved.
Here is another lemma.

Lemma 5 [9] Let U = |J Uy, V = | Vi are unions of mutually disjoint intervals and an
k=1 k=1

operator T = > Ty is such that Ty, : L,(Ux) = Ly(Vi), k = 1,n and T : L,(U) — L (V),
k=1
0<p<qg<+oo. Then

|T|| 2, @)=L,y = SUp [Tkl L, W)= La(vi)-

\\n

The main result of this section is the following statement.

Theorem 1 Let the functions r, s satisfy the conditions of Lemma[3 Then there exists a
constant Cs that for the Fredholm radius p;—1 of the inverse to | operator =1 the following
estimates hold

Ci' < primy < Cs. (3)

Proof. By H,(r,R) we denote the completion of the set C’éz) (R) by a norm ||u||g,@rr) =
||| £, () + ||7’U/||Lp . Let f € L,(R), we denote

fi(z) = {O’ = € (~00,0), fo(zx) = {f(x% z € (—00,0),

f(z), z€]0,+00), 0, z € [0, +00).
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Then obviously f = f_+ f;. Let E be an embedding operator of the space H,(r,R) in L,(R),
T € 0x(Ly(R)), (E—T)_ and (E — T be restrictions of the operator E — T in the spaces
L,(RT) and L,(R™) respectively. According to Lemma

1E = Tl ) = max ([(E — T)-llz,@), I(E = T)llz, @) - (4)

Hence
1E=Tlz,e < [(E=T)-llr,&) + [(E—=T)illL, &),

which implies

—1 . .
= f E-T < f E_ -1 -
Pe Tea;I(lL,,(R)) H HL”(R) T,GU;I(le(IR{*)) H HL”(R I
—+ 1nf ||E+ — T+||L,,(R+) = pgi + pgi < 02’7_ + 01’7+. (5)

T} €000 (Lp(RT))
It also follows from (|4)
I(E =T) -z, + I1(E = T)illL,@n) <20E =TL,®),
which means
205" = pp. +pp. > Oy - + O s
An estimate follows from the last inequality and

—~_1 —
Cs < ppny <Cs

According to Lemma , the operator {~! is bounded from L, into the space W with the norm
llullw = |lv’|l, + [|re||, + ||su|l,, which coincides with H,(r,R) by virtue of the condition
Vs < +00. It is clear that [ is bounded from H,(r,R) to L, operator. So, [ is a one-to-one
relationship between H,(r, R) and L,(R). Therefore the last inequalities lead to estimates (3)).
The theorem is proved.

4.2 Degenerate operator resolvent compactness criterion in L,
For a continuous function r(x) > 1 we denote the following notation (see [§]):
x+d
r*(z) =inf S d ' dVP > / rP(t)dt z e R.

d>0
r—d

Lemma 6 Let r(z) > 1 be a continuous function, and there exists a C > 1 such that

)

C'_léﬁéCforx,yeR:|a:—y|<1. (6)
r(v

)

Then there exists C1 > 1 such that

Cilr(z) <r*(x) < Cir(z), w€R.
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Proof. Let d, = (r*(z))”". The continuity of the function r(z) and the condition r(z) > 1
imply that

Ttdy /2 = z+dy /2 =
_1
;' =r*(z) = /r’”(t)dt > /dt =dr .
z_d:c/2 I—d;c/Q

Since p%l > 0, then d, < 1, so the condition () is satisfied when |z — v| < d,. Hence, taking
into account the previous equality, we have

_1
z+dg /2 p—1

7“*(37) = C_lrp<:L') / dx =(C p-1pp-1 (l»>d£j — Ciﬁfﬂ%(l’)(r*(x))fpj’

r—dg /2

p 1

ri(z) < [ CrP () / do| = @) = O () ()

By putting ¢} = C %, we obtain the required estimates. The lemma is proved.

Lemma 7 Let the function r(x) > 1 be continuous and satisfy the condition

r(z
Cr'< =<0 forz,veR": |z —v| <1,

(
r(v)

~—

and Ey : Hy(r,R") — L,(r,RY) is an embedding operator. Then the operator E. is compact
if and only if
lim ay,(t) =0.

t—+o00
Proof. Due to the Lemmal|6, the equality . ligrn ay,(t) = 0 holds if and only if . liELn ap e (t) =
—+00 —+00

0. Therefore, taking into account Theorem 2 [§], we obtain the statement of the lemma. The
lemma is proved.

Lemma 8 Let the function r(x) > 1 be continuous and satisfy the condition

~—

C”lgd—x<Cf0rx,u€R’:\:c—y|<1,

r(v)

and E_ : H,(r,R™) — L,(r,R7) is an embedding operator. Then the operator E_ is compact
if and only if
lim f,(r) =0.
T——00
Proof. Let u € H,(r,R™), and the functions u;(t) = u(—t) and r,(t) = r(—t) are defined on
R*. Then the compactness of the embedding operator E_ is equivalent to the compactness of
the operator E; : Hy(r;,RT) — L,(r1,R"), where Eju; = E_u. Due to the previous lemma,
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the operator E; is compact if and only if the following equality holds tligl ai () =0. On
—+00
the other hand

lim al,rl(z)(t) = lim 51@1(71)(_1;) = TEEHOO Bl,r(m)(/r)a

t—+o0 t——+o0

where 7 = —t. The lemma is proved.

Lemma 9 Let the function r(xz) > 1 be continuous and satisfy the condition @ on R, and
E : H,(r,R) — L,(r,R) is an embedding operator. Then E is compact if and only if

lim a;,(t)=0, lim B,(r)=0. (7)

t—+o00 T——00

Proof. We denote

ry(z) = {0, z € (—00,0), r(z) = {r(x), x € (—00,0),

r(z), x €[0,400), 0, x € [0, +00).

Then r(z) = r_(z) + ry(z) and ||7||L,® = lr-|,®&-) + [|7+]|L, @) Let us prove that
embedding E is compact if and only if the following embedding operators are compact:
E_:Hy(r,R7) = L,(R7) and E : Hy(r,RT) — L,(RT).

Let E_ and E, be compact. Consider the function u; € H,(r,R"). According to the
Lemma [I]

p p
oty s < P25 (sup al,mf)) I oy < C (sup al,r<t>) T
t=N >N

Applying the first condition in (|7]), we obtain for any uy; € H,(r, R*)
li =0.
G fuallz, (e =0

Similarly, considering the function uy € H,(r, R™) and using the second condition in (7)), we
obtain

im0 = 0

Therefore, due to the Frechet-Kolmogorov theorem the operator £ is compact.

On the other hand, if ' is a compact operator, let us prove that the embedding operator
E., is compact. Consider a Cauchy sequence {u,}> from the unit ball of H,(r,R"):
{un ;20 € Hy(r,RT), |lun ||, rr+) < 1. Since the set C’(()Q)(Rﬂ is dense in H,(r,R"), then
without loss of generality we can assume that wu,(z) = 0 for 2 € (0,a) for some a > 0. Let

on(z) = {0, r € (—o0,0],
up(z), = €RT.
The sequence {v,}.f% is a Cauchy sequence in the H,(r,R) therefore it converges in the
L,(R) since the operator F is compact. Then by construction, the sequence {u,},'> converges
in the L,(R"), hence E. is also compact operator.

The compactness of the operator E_ is proved similarly. The lemma is proved.
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Theorem 2 Let the conditions of Lemma hold. Then the resolvent I is compact in L,(R)
if and only if
lim a3,(t) =0, lim By,(r)=0. @

t—+o0 T——00

Proof. According to the Lemma , the resolvent {~! is bounded from the space L,(R) into
the space H,(r,R). Due to the Lemma |§| condition ([7)) and compactness of the embedding
operator E : H,(r,R) — L,(R) are equivalent. The theorem is proved.

5 Conclusion

In the current paper we have investigated an operator [ corresponding to a second-order
differential equation (1)) with unbounded coefficients, with an intermediate term that does
not subordinate to the sum of the extreme terms. The main results of the paper are Theorem 1
on the estimation of the Fredholm radius of the resolvent [~!, as well as Theorem 2, which
gives the compactness conditions of the resolvent =! in L.
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INCEPTION OF GREEN FUNCTION FOR THE THIRD-ORDER LINEAR
DIFFERENTIAL EQUATION THAT IS INCONSISTENT WITH THE
BOUNDARY PROBLEM CONDITIONS

Regarding the importance of teaching linear differential equations, it should be noted that every
physical and technical phenomenon, when expressed in mathematical sciences, is a differential
equation. Differential equations are an essential part of contemporary comparative mathematics
that covers all disciplines of physics (heat, mechanics, atoms, electricity, magnetism, light and
wave), many economic topics, engineering fields, natural issues, population growth and today’s
technical issues. Used cases. In this paper, the theory of third-order heterogeneous linear differential
equations with boundary problems and transforming coefficients into multiple functions p(x) we
will consider. In mathematics, in the field of differential equations, a boundary problem is called
a differential equation with a set of additional constraints called boundary problem conditions.
A solution to a boundary problem is a solution to the differential equation that also satisfies
the boundary conditions. Boundary problem problems are similar to initial value problems. A
boundary problem with conditions defined at the boundaries is an independent variable in the
equation, while a prime value problem has all the conditions specified in the same value of the
independent variable (and that value is below the range, hence the term "initial value"). A limit
value is a data value that corresponds to the minimum or maximum input, internal, or output
value specified for a system or component. When the boundaries of boundary values in the solution
of the equation to obtain constants D1, D5, D3 to lay down Failure to receive constants is called a
boundary problem. We solve this problem by considering the conditions given for that true Green
expression function. Every real function of the solution of a set of linear differential equations
holds, and its boundary values depend on the distances.

Key words: Green Function, Boundary Problem, Private Solution, Public Solution, Wronskian
Determinant.
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! 9n1-®apabu arsmmarsl Kazax yaTTHIK yausepenTeTi, Kazakcran, AIMaTH K.
2 ITaxuzg npod. Pabbann aThIHIATE! EeIATOTHKAJIBIK yHIBepcuTeTi, Ayransicran, Kabbul K.
*E-mail: auzerkhanova@gmail.com
Yiaiumni perri cbI3BIKTHIK, AuddepeHnmaaablk TeHaey yirin I'puH dyHKIuscbiHA colikec
HIeKapaJibiK, ecebi

MaremaTnKa FhLIBIMBIH/IA CHI3BIKTHIK, Ju(dOEPEHINAIIIBIK, TEHIEYIEP/I OKbITY/IBIH MAHBI3/IBLIBIEbI
TypaJIbl aiiTa KeTy KEPEK, KOpceTiireH opbip hu3mKaIbIK-TEXHUKAJIBIK KYOBbLIbIC qud depennali-
JIBIK Terey 0ouibii Tabbutaasl. Juddepennmanabik reraeyiep — 6yt 6apiblk, HU3UKABIK, [TOHIED-
Il (2KBLILY, MEXaHUKA, ATOMJIAD, JIEKTDP, MArHETU3M, YKaPbIK XKOHE TOJKBIHJIAD ), KOIITereH 9KOHOMU-
KAJIBIK, TAKBIPBITITAP/IbI, HHKEHEPJIiK opicTep/1i, Taburu Moce esiep/ii, XaablK CAHBIHBIH OCYiH XKOHe
3aMaHayU TEXHUKAJIBIK MoceJiejepi KAMTUTBIH Ka3ipri CajbICThIPMAJIbl MaTeMaTUKAHBIH aKbl-
pamac Gesiri. By makasama mekapaJblk ecernrepi 6ap yimmiHIm peTTi GIpTEKTI eMeC ChI3BIKTHIK,
muddepeHInanabK TeHaeyep koue Kodhdunuenrrepai OipHerne yHKIUATa afHAIIBIPY TEO-
pusicera Kapactoeipambl3. [IlekTik ecenrrep GacTanksl MoHMeH ecentepre ykcac. lllekTepinae aHbI-
KTaJIfaH MIapTTapbl 6ap MIEKapaJIbIK ecell TeHJEeYy Ieri Toyesci3 altHbIMaJIbl OOJIBIT TaOBLIAbI, AJl
Kaparaiibim MoHI 6ap ecerrre 6apsbIk mapTTap 6osabl. Toyesci3 aiHbIMAJIBIHBIH, Oip/eit MoHiHIe
Kepceriarer (KoHe OyJI MOH ayKbIMHAH TOMEH, JeMeK, "GacTankpl MoH" TepMuHi).
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TexTik MoH JiereHiMi3 — )Kyitere HeMece KypaMaac 0e/TiKKe KOPCETIIreH MIHUMAJIIHI HeMece MaK-
cUMaJIJIBl Kipic, IMKi HeMece MIBIFBLIC MOHJEPiHE CofiKec KeseTiH jepekTep MoHi. Tenjey rmerri-
MiHJIeT] ITeKapa MOHJEPIHIH IMeKapaaapbl TYPAKTHIIAPABI ady YIIH HaialaHaIbl, COTaH Keilin
TYpaKTHLUIAP Bl Kocambl3. Bysr ['pun mekapasibik ecebi men atasnaabl. ChI3BIKTHIK, Juddepennmali-
JIBIK TEHJIEYJIep Kyieci merny/iH opbip HaKThI (PyHKITUACHI OPBIHIAJIAIbI 2KOHE OHBIH IIIEKAPAJIBIK,
MOHJIEP]I apaKAIIBIKTBIKTAPFa TOYesIi 601a/ bl

Tvyiitia ce3aep: ['pun QyHKIMSICH, IIIEKAPAJIbIK, €CEIl, HAKTHI IIeMIiM, BDOHCKHUSIH AHBIKTaAMACHI.
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1 Introduction

Differential equations are one of the most interesting and widely used mathematical topics
that have attracted the attention of many researchers. Differential equations in various
disciplines including physics; It is especially useful in the movement of weights attached to
springs, electrical circuits and free vibrations. In mathematics, in the field of differential
equations, a boundary value problem is a differential equation with a set of additional
constraints called boundary conditions. A solution to a boundary value problem is a solution
to the differential equation that also satisfies the boundary conditions [3].

Boundary value problems arise in several branches of physics because each equation has
a body differential. Wave equation problems, such as determining normal states, are often
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referred to as boundary value problems. A large category of important problems in the
boundary value are the Storm-Liouville problems. The analysis of these problems involves
special functions, the Green functions of a differential operator [4].

2 Objectives of this research

Topics for introducing heterogeneous linear differential equations of the third order with
boundary conditions, and obtaining the Green function are discussed.

3 Methodology

Information has been collected in the form of libraries, websites, domestic and foreign scientific
articles, undergraduate and doctoral research dissertations.

3.1 Literature review

Differential equations have been developed for nearly 300 years, and the relationship between
evolutions is functions and derivatives of functions, so its history naturally dates back
to the discovery of the derivative by the English scientist Isaac Newton (1772-1642) and
Gottfried Gottfried Wilhelm Leibniz (Germany (1716-1646)) began. Newton worked on
differential equations, including first-order differential equations, into forms. Jacob proposed
the Bernoulli differential equation in 1674, but failed to prove it until Euler proved it in 1705.

In the linear differential equations of the boundary problem, Sturm-Lowville first worked,
the Sturm-Lowville theory in mathematics and its applications, the classical Sturm-Lowville
theory, named after Jacques Frangois Sturm (1803-1855) and Joseph Lowville (1809-1882),
the theory of linear differential equations is the second real order of form. In 1969, the Russian
scientist Nymark wrote in his book Linear Differential Operators about the Green function
to solve differential equations with boundary problem conditions.

4 Green function of an unperturbation boundary value problem

Problem statement. Consider the general solution of a third-order heterogeneous linear
differential equation with boundary problem conditions

It should be noted that in the space Ls(0, 1) the operator generated by a linear differential
expression of the third order with constant coefficients is considered.

y (@) + Pu(2)yV(2) + Po(a)y(z) = f(x) (1)

Here Py(x) multiple functions are limited in [0, 1] interval P;(x) multiple functions can be
changed in the interval [0, 1] are on. Number 3 is the order of differential expression and three
times different.

In this section, we recall the known features of these operators, which weconsider with
the following boundary conditions

Ui(y) = oy (0) + By (1) =0, j=1,2,3, (2)
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where vy = 0, 75 =1, 73 = 2 chosen according to the Mikhailov-Keselman theorem are often
called the strongly regular boundary conditions [4]. Therefore, the eigenvalues of the operator
So are asymptotic simple and separated [3|, that is, there is a positive number ¢ for which any
two eigenvalues of the operator Sy are separated from each other by a distance greater than
J. It also follows from works [1, 2] that the system of eigenfunctions and associated functions
of the operator Sy forms a Rises basis in the space Ly(0,1).
We assume
3>mp2rr=2m=0

The general form of the heterogeneous linear differential equation using differential operators
can also be written as follows

L(y) = My(x) + f(x) (3)

We consider the general solution of equation , to be a third-order differential

y(z) = yo(z) + Dip1(z) + Do) + Daps(x) (4)

o) = jgcc,t)f(t)dt

yo(x) The specific solution is a heterogeneous equation and here ¢1(x), ps(x), ps(x) the
basic system of solutions of the equation is homogeneous when the conditions L(p;) = 0,
L(p2) =0, L(ps) = 0 and satisfaction with heterogeneous border conditions gog-kfl)(O) = Oy
function ¢(z,t) Determined by the following formula, which I call the Green function
Pz, )
t) =

Where 6; = { L,k :‘9 and W (t) determinative Wronskian
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From here we propose a specific inhomogeneous solution, below

oy () ya(t)  ys(t)
w(@) = [ | V@) @) o @) | fbdt
0 y1( ) y2($) ?J3(f)

function yo(x) the heterogeneous solution is equation , and to investigate it we take
the first-order derivative from the specific (inhomogeneous) solution.

P A (t) Y2 (t) Y3 (t) (x yz (x) Y3 (l‘)
%%mz/ W00 00 00 | f0d+ | o0 0w W) |
o 1 yV@) @) v (@) yi(z) y@)ym»

o |y @) @) v (@)
now we take the third order derivative
e | y(t)  we(t) () yi(z)  elr)  ys(z)
%sz/zﬁw 6 00 o |y 0w W0 |
y(w) (@) v (@) y(w) v (@) v (2)

now to solve a given heterogeneous problem, we must examine Equation and we y(z) offer
solutions

L(y) = % (z) + Pi(z)yo) (x) + Po(x)yo(x)

Solve the received function y(z) Prove the following

Lon@) () ys() Lown@) () ys()
Ly)=[| v’ ) w5 o) | fO)dt+ f@)+ Pix) [| i) 0 @) V(@) | f(dt+
“Ty@) @) v () "1yl W) v ()
@) wa(t)  ws()
+PRy(@) [ | V) o) () | Ft)de
0 yl(x) y2(33) y3(33)

L(y) =
- U1 (t) Y2 (t)
| v () ys” (1)
0y9m+a<Mkw+%mmmzﬁ<HP<>5?+%mmm
ys(t
s (t)

f)dt + f(z)
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Homogeneous equation condition L(y) = y§3) (x) + P, (x)yil)(x) + Py(z)yi(z) = 0 to be so
we can function f(z) and as a result we can say that we have obtained the solution of the
heterogeneous part.

we get the Green function for the proposed problem and prove it given the problem
Equation , Heterogeneous linear differential with boundary value problem can also be
considered as follows

L(y) = f(x), 0<z<1 (5)
With border conditions
Ur(y) =0, Ux(y) =0, Us(y) = 0. (6)
the kind of frontier conditions defined for us in advance
Ur(y) = aay(0) — fry(1) = 0

Us(y) = ay(0) — Bay(1) = 0
Us(y) = asy(0) — Bsy(1) = 0

we can say that we can solve the equation and function of Green , @ using differential
operators as follows

where

Go(z,t, A) —is a Green function.
If x > ¢t function g(z,t) It has the following form that has been proven before

If <t theng(x,t) = 0.
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5 Discussion

Since we have obtained the Green function of the solution of the third-order heterogeneous
linear differential equation, everything in this system is technically solvable. To solve that,
we proposed the proposed method and showed that the third-order heterogeneous linear
differential equation with the boundary problem does not have a solution but has an infinite
solution.

6 Conclusion

From the subject of the research, it is concluded that the problem we studied in the third-order
heterogeneous linear differential equations is a set of Green’s function. Every real function
holds in the solution of the set of linear differential equations, and such equations not only
a definite solution but also infinitely solvable. Its field of application in physics, for example,
finding the temperature at all points of an iron rod with one end at absolute zero and the
other at the freezing point of water, is a boundary value problem. If the problem depends
on both place and time, the value of the problem can be specified at a certain point for all
times or at a certain time for the whole space, and another example of a linear differential
equation with boundary conditions can be given. The boundary condition that specifies the
value of the function is the Dirichlet boundary condition. For example, if one end of an iron
bar is kept at absolute zero, then the problem value at that point in space is specified.

7 Result

Based on our findings and analysis of our research we found that the proposed problem does
not have a solution for each parameter A a solution can be obtained. So the proposed problem
for each parameter A has an infinite Green function.
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SOLVABILITY OF A NONLINEAR INVERSE PROBLEM FOR A
PSEUDOPARABOLIC EQUATION WITH P-LAPLACIAN

Inverse problems of determining the right-hand side of a differential equation arise in the
mathematical modeling of many physical phenomena, when an external source or some of its
parameters acting to the motion of the process are unknown or unacceptable for measurement, for
example, the source is in a high-temperature environment or underground, etc. This paper deals
to study the solvability of an inverse problem for a nonlinear pseudoparabolic equation (sometimes
they called Sobolev-type equations) with p-Laplacian and damping term with variable exponent.
The inverse problem consists of determining a coefficient of the right hand side depending only
on time. An additional information for this investigated inverse problem is given as an integral
overdetermination condition. Under the suitable conditions on the exponents and on the data the
global and local in time existence of a weak solutions to the inverse problem are established. The
existence of weak solution proved by Faedo-Galerkin method. The global and local in time a priori
estimates for the Galerkin approximations are obtained. On the basis of a priori estimates and
by using compactness theorems and the monotonicity method, the convergence of the Galerkin
approximations to the solution of the initial inverse problem is proved.
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O6paTrHble 3a/1a491 OlpejesIeHrs TpaBoii YacTu JudepeHnuaJIbHOI0 YPaBHEHUsI BOSHUKAIOT [IPU
MaTeMaTHIECKOM MOJIEJINDOBAHUYM MHOTUX (PU3NYECKUX SIBJIEHUI, KOIJa BHEITHUNA MCTOYHUK WJIN
HEKOTOPBIE €r0 IIapaMeTpPhl, BIMSIONINE HA JIBUKEHUE MPOIECCa, HEN3BECTHBI WJIM HEITPUEMJIEMbI
JJIst M3MEPEHNs, HAIIPUMED, NCTOYHUK HAXOJUTCS B BHICOKOTEMIIEPATYPHOM Cpeje UJIH MO 3eMJIeit
u T. 1. B mamboit pabore mcciaemyercs paspemmMOCTh OOPATHOM 3a/1a4u I OJHOTO HeJUHEeH-
HOTO TICEeBI0NAapaboIMIecKoro ypaBHeHUs (B HEKOTOPBIX PafoTax TaKue yPaBHEHUsI HA3BIBAIOTCSI
YPABHEHUSIMU THUIIA CODOJIEBA) ¢ P-JIAILIACUAHOM U AeMIIUPYIONUM 9JIEHOM C IIEPEMEHHBIM TOKa~
3aresem cremnenu. Vcceenyemast obparHas 3a/1a9a COCTOUT B ONpeie/ieHust KO3 dUImeHTa mpapoi
9aCTHU, 3aBUCSINET0 TOJIBKO OT BpeMmenu. JlonosHurenpHas mHGOPMAINN JJId STOH HCCIeIyeMOoit
0oOpaTHOI 3a/1a9u 3aa€TCS B BUJIE HHTEIPAJIBHOIO YCJIOBUA Itepeorpeenenust. [Ipu moaxomammx
YCJIOBHSX Ha IOKa3aTeJd W Ha JaHHBIE 33/1a49d, YCTAHOBJIEHBI IJIO0AJBbHOE U JIOKAJIBHOE CYIIe-
crBoBaHue cyabbix pemtenuii. CylecTBoBaHMe peIleHrs JOKa3aHO € IIOMOINbI0 MeToaoMm Dazjio-
lanepkuna. [losydensr riobajibHbIE W JIOKAJBHBIE 110 BPEMEHH AlPUOPHBIE OIEHKHU JJIsi TaJiep-
KUHCKUX mpubsmxkenuii. Ha ocHOBe MOy 9eHHBIX 9TUX aIPUOPHBIX OIEHOK U MCIOJIb3ys TEOPEMbI
KOMIIAKTHOCTHU & TAK?Ke METO/Ia MOHOTOHHOCTH, JJOKA3AHBI CXOIMMOCTHU TAJEPKIUHCKIX TPUOJIMKEH-
HBIX PEUICHUI K PENICHUIO UCXOAHON 3a1a4u.

Kurouesbie cioBa: ObparHast 3aja4a, ICeBIoNapaboInyecKne YpaBHEHNsI, CYIIECTBOBAHUSI Pe-
meHusi, cjiaboe pelrexHue.

1 Statement of the problem

In this work, we consider the following nonlinear inverse problem for the pseudoparabolic
equation with p—Laplacian diffusion and damping term with variable exponents

w — Auy — div (|Vul "> Va) + |u| ™™ 2w = f(t) - g(z,t), in Qr, (1)
u(z,0) = ug(z) in Q, (2)
u(z,t) =0 on Iy, (3)
/(u-w—l—Vu-Vw)d:c:e(t), t>0. (4)
o

where 2 is a bounded domain in R? with smooth boundary 99, and Qr = {(z,t) : z €
Q, 0 <t <T}is a cylinder with lateral I'y. The functions g(z,t), ug(x), w(x), and e(t) are
given. The exponents p is given positive number and m is given function, such that

l<p<oo, 1<m_<m(x)<my<oo, VreQ; (5)
where
m_ =infm(x) and m, = supm(z)

The inverse problem (I)-(4) consists of determining the coefficient f(¢) of the right hand
side and a solution u(z,t) from and additional information (4] which given by integral
overdetermination condition, and the initial-boundary conditions —.
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2 Introduction

Inverse problems of determining the right-hand side of a differential equation arise in the
mathematical modeling of many physical phenomena, when an external source or some of its
parameters acting to the motion of the process are unknown or unacceptable for measurement,
for example, the source is in a high-temperature environment or underground, etc.

Equations like (1)) with a one time derivative appearing in the highest order term are called
pseudo-parabolic or Sobolev equations, and arise in many areas of mathematics and physics.
For instance, they have been used, to model thermodynamics processes [19], filtration in
porous media [§], and nonsteady flow of second order fluids [10], the motion of non-Newtonian
fluids [3], |21, and many other physical phenomena.

In the case p = 2 and m = 2, the equation becomes the classical pseudoparabolic
equation. To our knowledge, the inverse problems for pseudoparabolic equations have not been
studied a lot, see for classical pseudoparabolic equations [1], [7], [9], [14], [11], [16], [17,18], and
for pseudoparabolic equations with p-Laplacian and other related equations [4], 2], [12}/13],
[20], and references therein.

Recently, Antontsev and et. in [4] have been considered the inverse problem ([))-([) with
m = const and with the right-hand side F(z,t) = f(¢) - (w(z) — Aw(x)), where w(x) is
the same function appearing also in the overdetermination condition . In this paper, we
consider the inverse problem (I)-(4) with variable exponent m = m(z) and with the right-
hand side F(z,t) = f(t)g(z,t), where g(x,t) is an arbitrary function in L*>(0,T; L*(9)).
Under suitable assumptions on the exponents and data, we prove the global and local
existence theorems as analogical results in [4].

3 Preliminaries

Let g :  — [1,00] be a measurable function. We define the Lebesgue space with variable
exponent ¢(.) by

LO(Q) := {u: Q — R measurable and / |Mu(z)|9@dx < 0o for some X > 0}.
Q

Equipped with the following Luxembourg-type norm( [22]):

u(z)

x
A

q(x)
lu(z)|lqc) == inf{A>0: / de <1}

Q

is a Banach space.
We use the classical and the following nonlinear Gronwall’s inequality ( [5]) to establish
the first and second local estimates.

Lemma 1 Ify:RT — [0,00) is a continuous function such that

t
y(t) < Cl/y“(s)ds+ Co, teRT, pu>1
0
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for some positive constants C7 and Csy, then

1
(n—1)CiCy Y

y(t) < Co (1= (s — DOICE ) T for 0<t < by =

4 Weak formulation

Assume that the data of the problem satisfy the following conditions

up(z) € HH(Q) N WP (Q) N L™(Q); (6)

lg0(t)] = ‘/g(m,t)w(x)dx >y > 0 forall t3 0; (7)
Q

gw,t) € L(0,T; L*(Q)); (8)

w(x) € WHP(Q) N L™ (Q) N W2 (Q):; (9)

e(t) € W2((0,T]), and / ty - wdz = ¢(0). (10)

Q

Lemma 2 Under the conditions @ and (@-@, the wnverse problem - 1S equivalent
to the following problem for a nonlinear parabolic equation containing the nonlinear nonlocal
operator of the function u

u — Auy — div (|Vu|p_2 Vu) + " = f(t,u)g(a,t), Qr, (11)
u(z,0) = up(x), Q, (12)
u(z,t) =0, D[rp. (13)

Here

ft,u) = e'(t) + / IVul" > Vu - Vw dz + / |u|™®) =2y - wdz | . (14)
0 0



A. Shakir, et.al 39

The prove is analogical as in [4].

Definition 1 A function u(z,t) is a weak solution to the problem (11)-(14)), if:
1. we L=(0,T; Wy N W0 L™@) 0 LP(Qr) N L™ (Qr), u, € L2(0,T; Wy *(Q));
2. u(0) = uy a.e. in §2;

3. For every ¢ € Wy N W L™®(Q) and for a.a. t € (0,T) holds

d
a/(ugo—l—Vu-Vgo) d:c+/|Vu]pQVu«VgodahL/]u\m(z)2udx:/f(t,u)gg0d:c. (15)
0 0 0 0

5 Main result
Let be
uy € HY(Q) N WHP(Q) N L™@(Q) (16)
The following theorems are valid.
Theorema 1 Assume that the conditions @—(@ and be fulfilled and
l<p<2 and 1<m_<m(zx)<my <2 Vre. (17)

Then the problem — has at least one weak solution in the sense of deﬁnitz’on global
m time.

Theorema 2 If instead of holds the condition
l<p<oo and 1<m_<m(z)<m; <2 z€f) (18)

then the problem — has at least one weak solution in the sense of deﬁmtion local in

time.

In order to prove these theorems it is enough to establish the first and second a priori
estimates. After then by using these a priori estimates and the monotonicity method [6], we
establish the passage to limit for Galerkin’s approximation, and as a result, we get that the
limit function is a weak solution to the our investigated problem.

5.1 Galerkin’s approximations

Let {tr},cn be an orthonormal family in L*(Q2) and a linear combinations are dense in
V=W AW 0 L@ (Q) [15]. Given n € N, let us consider the n-dimensional space V"
spanned by 91, ..., 1,. For each n € N, we search for approximate solutions

n

u(z,t) =Y (), v eV, (19)

=1
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,c(t) are defined as the solutions of the following n ordinary
differential equations derived from

where the coefficients ¢} (t),...,c"

/ (up v + Vup Vi) do + / [Vu" P2V - iy, da + / ™ Py d =
Q

Q Q
(20)
£t u) / s

Q

fork=1, 2, ..., n.
The system of ODEs is supplemented with the following Cauchy data

u"(0) = ui in Q. (21)
and assume that
ul — up(z) as n — oo in W2 N WP 0 L@ (Q). (22)

According to the general theory of nonlinear ODE, the problem — has a solution

cj(t) in [0, %], where o € (0,77]. The solution can be extended to [0,7] by a priory estimate

which we shall obtain below.

5.2 First and second a priory estimates

First priory estimate. Let be now 1 < p, 2 >m, > m(z) > m_ > 1. Multiplying
by ¢%(t) and summing with respect to j, from 1 to n, we have

1d " . . i
s (o + IV 0) + 190 1250 + / ") dr = R, (23)
0
where
R = ! e(t) + / V[P Vu" - Vw dz
t
go(t) J

3
+ / ™2y wda /g(x,t)u”(x)dx = Z Ry,
o i=1

Q

Using the Holder’s and Youn’s inequalities and the assumptions , we estimate each
term on the right hand side of

1 . 1, . 1
Rl = | 5 [ a0 < S0 + 5 o) € O (25)
0
Q
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1 n nip—
B < 2 llg@)ll0 147 o0 [Vl IV e <
1 n||p 1 n g )
S IVu' o +M®) | = llg®)l0 Vel ol ) < (26)
2 lo
1 nip o2 y
5 IVe"llhe + g llu"llon + M(E)

, 1
where M'(f) = <M(p>% l9®) a1V, o

Estimate the term R;3 by using Holder, Young inequalities and the Poincare’s and the
Sobelev inequality

[l

< M(Q) || Vully , which holds for m, < 2%,

m+Q

where 2* = 24 if d > 2 and 2* € (1, 00) if d = 2. Using algebraic inequality (a; + ... + aj) <
L(a§ + ... + a}), where L=const depending only k and s.

my —1
m m4
]- —1 mtl
Rual < 1 ool ol | [ (0 @) ™ Tae | <
Q
B my —1
my
1 1
o lllag ] 0 | [ 10075 e | < 0
lo

2

! | ey =1 T
E 1l Mol Il o | B+ Mo ma) [ g ] <

1
MVl [19lla.0 1]l o VU2 < M7 {[Vu™]l54

m+,Q |

where

Q= {req: =1}, o ={oca: <1},

1
M":= L1+ M(Qm_,m.)], M":= M”tSB%} 19lla.0 w]lm, o
€10,

lo
Plugging (25), (26), into and using the assumption m, < 2*, we obtain
1d

2 dt (1 + |l n”zﬂ + HVU"H2 Q> + HvunHLP(Q) + / ]un|m(‘r) dr <
Q

0
n|2 n|2
My [1+ [l 0+ IV 13.0] + Mo,
where

1
22 b (lg@5ale’@OF +M'(®)), My = max{M", -}

f = max 1
. 2lo te[0,T

My =
2 2}7 0 —
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Omitting second and third terms on left hand side, integrating by 7 € (0,%), we get and in
case p < 2, my < 2 applying Gronwall’s lemma for Y (¢) := 1+ Hu”HgQ + HVu”H%Q, we get

Y (t) < Mye™™ (29)

In case 2 < m, or 2 < p applying generalized Gronwall’s lemma for Y'(¢), we have

1

(0 —1)M Mg~ (30)

__1
Y(t) < My(1—(0—1)MM'T) &° for 0<t<Tp:=

Substituting (29) and . into ( . and taking supremum by ¢, we obtain the following
first energy estlmate

ni|2 ni2 n nim(z
sup ([0l + IVl ) + IV By, + [ 1017 de < Ko .

te(ovaaa:]

where T,,,, = T if holds, i.e. global in time, and T}, = To holds, i.e. local in time.

Second priory estimate. Let us now multiply 1' by % and sum up the result from
j =1to j =n, and integrate by 7 from 0 to ¢ € [0, T]).
Then we have

t

1 1

2 2

n YVu )d \V4 n pp / nm(x)d <
/<||ut(')||29+|| Ut@)”g,ﬂ T+ —|[Vu ”L (Q)+Q m( >|U | T >

0 (32)
1
— [|Vu" + G,
p VU™ (0)] 700
/ 1

where G :/ e(r) + / V" |P? V" - Vw dz

9o(7)

(33)

+ /|u"|m(z)_2u”-wdx /g(x,T)uf(:v,T)dxdT.
Q

Q

Let we estimate GG on the right side
my —1 2

t t
1 2 1 9
@l <+ / T — / lgIZ0 (€' ()]+
2 212
0 0
ey

IVl o [V 25 + [l / POV gy ir <

/nutnmw/ P + [Vl - Ve |2%
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v n2(my—1
M, mo, Qlwlls,, ol Fu 35" ) dr <

1 2 — 2 / 2(p—1) — (34)
5 [t adr + M 1Vulg [ IV 2™ ar+ 31
0 0
o
where M := M [ (|e’(7§)|2 + M(my,m_, Q)||w||72ﬂ+79K6n+_1> dr.
0
Plugging into we obtain
/ 1
2 2 1 /
n Vo )d IV u™|P nm(x)d <
0/ (I + 19 b 19+ [ bt <
t 2(p—1) (35)

_ 1 P _
0

where M, := M + 1% [Vuol[p,, - Omitting first and third terms on left hand side and in case

p < 2 applying classical Gronwall’s lemma for Z(t) := ]—1) [Vur|[] o we get

Z(t) < Moe™T. (36)
In the case 2 < p, applying the generalized Gronwall’s lemma for Z(t) := ]lp [Vur|]? , we get

_ 2p — 1 o 2=H_ - 2(p711),
Z(t) < My (1—(M—1)M1M0 r 1t> o (37)
p
for
1
0 S t < T1 = 2-1) < To. (38)

2(p—1 T r
( (Pp ) —1)M1M0 P
Substituting and into , and taking supremum by ¢, we obtain the following
first energy estimate

t

1 1
[ (e + 190 0) dr S IV +9 [ s < K1 (39
0 Q

where T,,,, = T if holds, i.e. global in time, and T}, = T} holds, i.e. local in time.

6 Conclusion

In conclusion, we have established the unique solvability of the inverse problem pseudo-
parabolic equation with p-Laplacian and damping term with variable exponents. Using
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the Galerkin method the approximate solutions are constructed. The global and local a
priori estimates are obtained for approximate solutions. Using these a priori estimates and
the compactness theorems and the monotonicity method the convergence of approximate
solutions to the solution of the initial problem is proved. The uniqueness of the posed inverse
problem is also obtained. The results of this work can be applied to solve various inverse
problems for linear and nonlinear equations of mathematical physics.

7 Acknowledgment

This research has been funded by the Science Committee of the Ministry of Education and
Science of the Republic of Kazakhstan, Grant No. AP08052425.

(1]

(2]

(3]

[4]

[l

(6]

(7]

(8]

(9]

[10]

[11]

[12]

(13]

(14]

[15]

[16]

References

Ablabekov B.S., Obratnaiye zadachi dlya pseudoparabolicheskikh urabnenii [Inverse Problems for Pseudoparabolic
Equations|. (Bishkek:Ilim, 2001): 181.

Abylkairov U.U., Khompysh Kh., An inverse problem of identifying the coefficient in Kelvin-Voight equations. Appl.
Math. Sci.—2015. —103:9. —5079-5088.

Al’shin A.B., Korpusov M.O., Sveshnikov A.G., Blow-up in nonlinear Sobolev type equations. (Berlin.: De Gruyter, 2011):
648.

Antontsev S.N., Aitzhanov S.E., Ashurova G.R., An inverse problem for the pseudo-parabolic equation with p-Laplacian,
Evol. Eq. and Cont. The. —2021.

Antontsev S.N., Diaz J.I., Shmarev S., Energy Methods for Free Boundary Problems: Applications to Nonlinear PDEs
and Fluid Mechanics. Progress in Nonlinear Differential Equations and their Applications 48, Birkhauser, 2002.

Antontsev S.N., Khompysh Kh., An inverse problem for generalized Kelvin-Voigt equation with p-Laplacian and damping
term. Inverse problems (submitted).

Asanov A., Atamanov E.R., Nonclassical and Inverse Problems for Pseudoparabolic Equations, (Berlin: De Gruyter, 1997):
152.

Barenblatt G.I., Entov V.M., Ryzhik V.M., Teoriya nestasionarnos filtratsii jidkostei ¢ gazov [Theory of Unsteady Fluids.].
(Moscow:Nedra, 1972): 288.

Fedorov V.E.,Urasaeva A.V., An inverse problem for linear Sobolev type equation. J. of Inverse and Ill-posed Prob. —2004.
—12. —387-395.

Huilgol R.,A second order fluid of the differential type. Int. J. Non-Linear Mech. —1968. -3. —471-482.

Khompysh Kh., Inverse Problem for 1D Pseudo-parabolic Equation. Fun. Anal. in Interdisciplinary Appl. —2017. —216.
—382-387.

Khompysh Kh., Inverse problem with integral overdetermination for system of equations of Kelvin-Voight fluids. Advanced
Materials Research. —2013. —705. —15-20.

Khompysh Kh., Nugymanova N.K., Inverse Problem For Integro-Differential Kelvin-Voigt Equation, Jour. of Inverse and
Ill-Posed Prob. (Submitted).

Kozhanov A.l., On the solvability of inverse coefficient problems for some Sobolev-type equations. Nauchn. Vedom.
Belgorod. Univ. —2010. —18:5. —88-97.

Lions J.-L., Quelques methodes de resolution des problemes aux limites non liniaires, (Paris.: Dunod, 1969): 554.

Lorenzi A., Paparoni E., Identification problems for pseudoparabolic integrodifferential operator equations. J. Inverse.
I1l-Posed Probl. -1997. —5. —235-253.



A. Shakir, et.al 45

[17] Lyubanova A.Sh., Tani A., An inverse problem for pseudoparabolic equation of filtration. The existence, uniqueness and
regqularity. Appl. Anal. —2011. —90. —1557-1568.

[18] Lyubanova A.Sh., Velisevich A.V., Inverse problems for the stationary and pseudoparabolic equations of diffusion.
Applicable Anal. —2019. —98. —1997-2010.

[19] Ting T.W., Certain nonsteady flows of second-order fluids. Arch. Rational Mech. Anal. -1963. —14. —1-26.

[20] Yaman M., Blow-up solution and stability to an inverse problem for a pseudo-parabolic equation. Jour. of Ineq. and App.
-2012. -2012. -1-8.

[21] Zvyagin V.G., Turbin M.V., The study of initial-boundary value problems for mathematical models of the motion of
Kelvin-Voigt fluids. J. Math. Sci. —2010. —168. —157-308.

[22] Antontsev S.N., Shmarev S., Evolution PDEs with nonstandard growth conditions: existence, uniqueness, localization,
blow-up, (Paris: Atlantis Press, 2015): 426.

Cnucok JurepaTryphbl

[1] A6naGekor B.C., O6pamnuvie sadawu dasn ncesdonapaboauieckur ypasnenud. Bishkek:Ilim, 2001. —181c.

[2] Abylkairov U.U., Khompysh Kh., An inverse problem of identifying the coefficient in Kelvin-Voight equations. Appl.
Math. Sci.—2015. —103:9. —5079-5088.

[3] Al'shin A.B., Korpusov M.O., Sveshnikov A.G., Blow-up in nonlinear Sobolev type equations. (Berlin.: De Gruyter,
2011): 648.

[4] Antontsev S.N., Aitzhanov S.E., Ashurova G.R., An inverse problem for the pseudo-parabolic equation with p-Laplacian,
Evol. Eq. and Cont. The. —2021.

[5] Antontsev S.N., Diaz J.I., Shmarev S., Energy Methods for Free Boundary Problems: Applications to Nonlinear PDEs
and Fluid Mechanics. (Berlin.: De Gruyter, 2011) Progress in Nonlinear Differential Equations and their Applications
48, Birkhauser, 2002.

[6] Antontsev S.N., Khompysh Kh., An inverse problem for generalized Kelvin-Voigt equation with p-Laplacian and damping
term. Inverse problems (submitted).

[7] Asanov A., Atamanov E.R., Nonclassical and Inverse Problems for Pseudoparabolic Equations, (Berlin: De Gruyter,
1997): 152.

[8] Bapentaarr I'U., Entos B.M., Poikuxk B.M., Teopus necmavyuornaprol gusvmpayuu srcudkocmu u 2a3a . M.:Nedra,
1972. —288c.

[9] Fedorov V.E.,Urasaeva A.V., An inverse problem for linear Sobolev type equation. J. of Inverse and Ill-posed Prob.
—2004. —12. —387-395.

[10] Huilgol R., A second order fluid of the differential type. Int. J. Non-Linear Mech. —1968. -3. —471-482.

[11] Khompysh Kh., Inverse Problem for 1D Pseudo-parabolic Equation. Fun. Anal. in Interdisciplinary Appl. —2017. —216.
—382-387.

[12] Khompysh Kh., Inverse problem with integral overdetermination for system of equations of Kelvin-Voight fluids.
Advanced Materials Research. —2013. —705. —15-20.

[13] Khompysh Kh., Nugymanova N.K., Inverse Problem For Integro-Differential Kelvin-Voigt Equation, Jour. of Inverse
and Ill-Posed Prob. (Submitted).

[14] Kozhanov A.L, On the solvability of inverse coefficient problems for some Sobolev-type equations. Nauchn. Vedom.
Belgorod. Univ. —2010. —18:5. —88-97.

[15] Lions J.-L., Quelques methodes de resolution des problemes aux limites non liniaires. (Paris.: Dunod, 1969): 554.

[16] Lorenzi A., Paparoni E., Identification problems for pseudoparabolic integrodifferential operator equations. J. Inverse.
Ill-Posed Probl. —1997. —5. —235-253.



46 Solvability of a nonlinear inverse problem for ...

[17] Lyubanova A.Sh., Tani A., An inverse problem for pseudoparabolic equation of filtration. The existence, uniqueness and
regqularity. Appl. Anal. —2011. —90. —1557-1568.

[18] Lyubanova A.Sh., Velisevich A.V., Inverse problems for the stationary and pseudoparabolic equations of diffusion.
Applicable Anal. —2019. —98. —1997-2010.

[19] Ting T.W., Certain nonsteady flows of second-order fluids. Arch. Rational Mech. Anal. -1963. —14. —1-26.

[20] Yaman M., Blow-up solution and stability to an inverse problem for a pseudo-parabolic equation. Jour. of Ineq. and
App. —2012. —2012. —1-8.

[21] Zvyagin V.G., Turbin M.V., The study of initial-boundary value problems for mathematical models of the motion of
Kelvin-Voigt fluids. J. Math. Sci. —2010. —168. —157-308.

[22] Antontsev S.N., Shmarev S., Evolution PDEs with nonstandard growth conditions: existence, uniqueness, localization,

blow-up. (Paris: Atlantis Press, 2015): 426.



ISSN 1563-0277, eISSN 2617-4871 JMMCS. Ne2(110). 2021 https://bm.kaznu kz

IRSTI 27.31.17; 27.35.38; 27.35.41 DOT: https://doi.org/10.26577/IJMMCS.2021.v110.i2.05

S.E. Aitzhanov!* =~ , G.R. Ashurova' = , K.A. Zhalgassova?
L Al-Farabi Kazakh National University, Kazakhstan, Almaty

2M.Auezov South Kazakhstan University, Kazakhstan, Shymkent
*e-mail: Aitzhanov.Serik81@gmail.com

IDENTIFICATION OF THE RIGHT HAND SIDE OF A QUASILINEAR
PSEUDOPARABOLIC EQUATION WITH MEMORY TERM

The study of equations of mathematical physics, including inverse problems, is relevant today.
This work is devoted to the fundamental problem of studying the solvability and qualitative
properties of the solution of the inverse problem for a quasilinear pseudoparabolic equation
(also called Sobolev-type equations) with memory term. To date, studies of direct and inverse
problems for a pseudoparabolic equations are rapidly developing in connection with the needs
of modeling and control of processes in thermal physics, hydrodynamics, and mechanics of a
continuous medium. The pseudoparabolic equations similar to those considered in this work arise
in the description of heat and mass transfer processes, processes of non-Newtonian fluids motion,
wave processes, and in many other areas.

The main types of the inverse problems are: boundary, retrospective, coefficient and geometric.
The boundary and retrospective inverse problems lead to the study of linear problems. In turn, the
statements related to the study of coefficient and geometric types bring to the nonlinear problems.
Coefficient inverse problems are divided into two main groups: coefficient inverse problems, where
the unknown is a function of one or several variables, and finite-dimensional coefficient inverse
problems.

In this article the existence and uniqueness of a weak and strong solution of the inverse problem
in a bounded domain are proved by the Galerkin method. Also we used Sobolev’s embedding
theorems, and obtained a priori estimates for the solution. Moreover, we get local and global
theorems on the existence of the solution.

Key words: Pseudoparabolic equation, inverse problem, existence, uniqueness, local solvability,
global solvability, non-local condition.

C.E. Aiirxxanos!”, I'.P. Amyposa!, K.O. YKanracosa?

19-Papabu arsnarsl Kazak YarTeik yausepcnreri, Kasakcran, AMaTsl K.
2M.Oye308 arpiigarel OuTycTik Kazakcran MeMIeKeTTIK yHIBEPUTET],
Kazakcran, IIIbIMKeHT K.

*e-mail: Aitzhanov.Serik81@gmail.com
2Kaapl 6ap KBa3UCBI3LIKTHI [ICEBIONAPabOIa/IbIK TEHJAEY/iH OH >KAaFbIH aHbIKTAY

MaremaTukaJbK, (pusnKa TeHEYIePiH, OHBIH IMMiHIe Kepi ecenrep/ii 3epTTey OYriHri KyHI €3€KTi
60JIbII TAOBLIAIbI. Byl XKYMBIC KBA3UCHI3BIKTHIK, TICEBIOTAPabOJIAJIBIK TeH ey VIIH Kepl eCerTiH,
mrermiMILIrh MeH camaJiblk, KacueTTepin 3eprrey iy, ipreii mocenecine apuairan (Cobosies Turrri
TeHJeyJIep Jell Te aTajainl). Byrinri Taa nceBonapaboialbik, TeHIeyJIep YIMH Typa KoHe Kepi
ecenTep/l 3epTTey KbLLy (DU3NKACHI, T'HJIPOJINHAMHUKA JKOHE Y3/IKCi3 OpTa MeXaHMKACHIHIAFBI
IIPOIIECTEP/Il MOJIE/IbJIey KoHe DacKapy KaxKeTTijgikrepine OailylaHbICTBI Te3 jambin Kejemi. Ockb
KYMBICTa KapaCTBIPBLIFAH IICEBIONapadOJIaIbIK, TEHIAEYIep KbLIY-Macca ajMacy IpPOIeCTepiH,
HBIOTOHJIBIK, eMeC CYHBIKTBIKTAP/IBIH KO3FAJIbIC IIPOIECTEPIH, TOJTKBIHIBIK, IIPOIECTEP/I] 2KOHE DacKa
Jla, KOIITEreH CaJIaIapbl CUMIATTAY Ke3iHe maiiza 60s1a/Ibl.

© 2021 Al-Farabi Kazakh National University
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Kepi ecenrepiin Herisri TypJsepine MbIHAJIAD YKATAJIbI: MMEKAPAJIBIK, PETPOCIEKTUBTI, KOIhPUITH-
EHTTIK »KoHe reoMeTpusiIbIK. [Tlekapasblk KoHe PETPOCIEKTUBTI KEPIi €CENTeP -ChI3BIKTHIK, €CEITEP-
Ii 3eprTeyre, aa KO3(MOUINEHTTIK KoHe T€OMETPHUSIIIBIK, €CENTeD -ChI3bIKTHIK, EMEC eCEIITep/Ii 3epT-
Teyre ajbin Keseai. Koaddunuentrik kepi ecenrrep eki merisri Typre Oestiremi-koabdOUImeHTTiK
Kepi ecenrrep, oHja Oip HeMece HipHerre aifHbIMaIbLIAPIAH TOYe Il (PYHKINACH O€JIrici3 KoHe IMTeK-
Ti emmmemai KoaddurmenTTik Kepi ecenrep. Makasasa [ajgepkun o/iciMen 1eHeareH 06JIbICTarbI
Kepi eCemTiH oJICi3 JKoHe 9JI1 IIEeNNMIiHiH 6ap »KoHe >KAJFbI3ILIFL Jajesaeneai. CoboeBTiH eHri-
3y TeopeMaJiapbl KOJIIAHBLIBII, IIENIIMHIH allpUOPJIBIK barasiayiapsl aabiaabl. [enrivaiy toxami
JK9HE TUIODAJI] MEeNNMIIIIr Typasbl TeopeMasiap aabIHIbL.

Tyiiia ce3nep: IlceBmnonapabosraabik TEHIALY, Kepi ecerr, menriMHiH 6ap 60Ty bl, MEeNTiMHIH, 2KaJIFbI-
3MIBIFBI, JIOKAJIJII TTEITiMTITIK, TVI00aJIIl eITiMIiTiK, JOKAJIl eMec apT.

C.E. Aiitxxanos! |, I'P. Amyposa!, K.O. YKasnracosa?

'Kazaxckuit nanuonaibublil yausepcurer uMenu anb-Papabu, Kasaxcran, r. AMars
2}Oxn0-Kazaxcranckunit rocynapcrsennsiii yansepcurer nvenu M. O. Ays30Ba,

Kazaxcran, r. HIsiMKeHT
*e-mail: Aitzhanov.Serik81 @gmail.com

N nentudukanusa npaBoii 4acTu KBa3sUJIMHENHOrO ICEBAONAPabOIMYECKOr0 YPAaBHEHUS C
IaMAThIO

WccneoBanne ypaBHeHUT MaTeMaTUIecKol (DU3UKHU, B TOM YHCJIe OOPATHBIX 33189 HA CErOJIHSIIII-
HUIl JIEHb SBJISIETCS aKTYaJbHON. DTa padoTa MOCBsINeHa (yHIAMEHTAJIBHON TpoDIeMe UCCIeI0-
BAHUIO PAa3PEITIMOCTH U KAYEeCTBEHHBIX CBOWCTB pelleHns OOpaTHOM 3a/1a9u JIJIsi KBA3UJIMHEHHO-
ro mcesnonapaboInIecKoroypaBHeHus (Ha3bIBaAeMbIX TAKXKe YDABHEHHUSIMU COOOJIEBCKOIO THIIA) C
naMsaTbio. Ha cerofHsImHmil 1eHb UCC/IeI0BaHusT IIPSAMbBIX U OOpPATHBIX 3a/ad JJjisl ICeBIonapabo-
JINYEeCKUX ypaBHEHUI OypPHO PA3BUBAIOTCS B CBSA3U C MOTPEOHOCTSIMU MOJIEJIUPOBAHUS U YIIPABJIE-
HUS TPOIECCAME B TEIIOMU3NKE, THAPOINHAMIUKE U MEXaHWKE CILIONTHON cpembl. [lceBmomapabo-
JIT9eCcKne ypaBHEHUS IMOI00HbIE PACCMATPUBAEMBIM B JaHHOU PabOTe BO3HUKAIOT IIPU OIMCAHIHI
ITPOTIECCOB TEIJIOMACCOIEPEHOCA, MPOIECCOB JIBUKEHNE HEHBIOTOHOBCKUX JKUJIKOCTEH, BOJHOBBIX
IIPOIECCOB M BO MHOTHX JPYTHUX 00sacTsix. K OCHOBHBIM THIIAaM OOpPATHBIX 3aJ1a9 OTHOCITCS: I'Da-
HUYHBIE, PETPOCIEKTUBHbBIE, KO3 PUIIMEHTHBIE U TeoMeTpudecKkue. | paHUYHbIE U PETPOCIIEKTHUB-
HBIEe OOpaTHBIE 33/1a91 [IPUBOISAT K MCCJIEIOBAHUIO JIMHEWHBIX 3aJa4. B CBOIO 0o4Yepelb, TOCTAHOB-
KM, K KOTOPBIM IPHUBOJIUT WCCJIEI0BaHNE KOI(DMUIMEHTHBIX U T€OMETPUIECKUX 3a/1ad, sIBJIAIOT-
cs1 wenuneinsivMu. KoadduimenTanie 06paTHbie 331a91 TOAPA3ILIIOTCA Ha BA OCHOBHBIX BUIA
— K03 DUNMEHTHbIE 00paTHbIE 33241, B KOTOPBIX HEM3BECTHOMN SABJIE€TCI (DYHKIMS OIHON HMIH
HECKOJIbKHMX [IEPEMEHHBIX, 1 KOHEYHOMEpHBbIE KO3 (DUIMEHTHbIE O0paTHbIe 3a1a4u. B crarbe Me-
TogoMm [ajiepKuHa TOKa3bIBAETCsI CYIIECTBOBAHUE U €IUHCTBEHHOCTD CJIaO0T0 U CHJIBHOTO PEIeHUST
o0paTHOIT 3a/1a9m B orpannydeHHoii obsactu. Vcnonb3oBanue Teopem Bitoxkerunst CobosieBa, moJry e~
HBI alpPUOpHBIE O1leHKn perrerus. [loaydens iokaabHas U 1100aIbHAS TEOPEMA O CYIIIECTBOBAHII
perienus.

Kurrouessbie cioBa: [lceBnonapabosimieckoe ypaBHeHUe, 0OpaTHast 3a/1a4a, CyIIeCTBOBAHUS, €JIUH-
CTBEHHOCTD, JIOKAJIbHASI PA3PENINMOCTD, IJI0baIbHAS PA3PEIIUMOCTh, HEJIOKAJIBHOE YCIOBHE.

1 Introduction

Let Q is a bounded area of a space RY, N > 1 with a sufficiently smooth boundary I', Q7 is a cylinder
Q x (0,T) of finite height T, S =T x (0,T). Let b(z,t), h(z,t), uo(x), ¢(t), w(z) are given functions, x, a
and [ are positive constants. Consider an inverse problem in the cylinder Q1 for a pseudoparabolic equation
with a nonlocal overdetermination condition. Find a pair of functions {u(z,t), f(¢)} that satisfy:

uy — xAup — alAu — /g(t —71)Au(r)dr = b(a:,t)|u|ﬁ72u + f(O)h(x,t), (1)
0

u(z,0) = uo(z), (2)
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ulg =0, 3)
/ ul(e, £)(w(z) — xAw(z))dz = p(t) (4)
Q

The monograph ([1] and see its references) considers a wide class of direct problems for nonlinear
Sobolev-type equations. In papers [2-12] some inverse problems similar to our problem statement were studied.
Let us note some papers on inverse problems for Sobolev-type equations with the integral
overdetermination condition. Yaman M. [7] obtained sufficient conditions for both destruction and stability
of the solution. The work [8] establishes an existence theorem for regular solutions of the inverse problem of
recovering coefficients in equations of composite type. A.I. Kozhanov and L.A. Teleshova [9] have proved the
existence theorem for regular solutions of a nonlinear inverse problem for nonstationary differential equations
of higher order is proved. Kozhanov A.I. and Namsaraeva G.V. [10] showed the existence and uniqueness of
the regular solutions of linear inverse problem for equation of Sobolev type. The work [11] is devoted to the
investigation of the inverse problem for the equation

uy — xAuy — Au = bz, t)|u|?~2u+ f(t)h(z),

with the conditions (2)-(4). In this paper the existence of a weak solution is proved, the asymptotic behavior
of the solutions is shown at ¢ — co. Moreover, sufficient conditions of finite time "blow up"of the solution are
obtained. In the work [12] is dedicated to the inverse problem for a pseudoparabolic equation with p-Laplacian.
In the present work, we proved the existence of a weak solution and showed the asymptotic behavior of the
solutions at t — co. We obtained sufficient conditions of finite time "blow up"of the solution, furthermore we
get sufficient conditions for the disappearance (vanishing) of the solution in a finite time.

From a physical point of view, the considered initial-boundary value problem is a mathematical model of
quasi-stationary processes in semiconductors and magnets allowing for a wide variety of physical factors.

Let the functions h(z,t), w(x), o(t), up(z) satisfy the following conditions:

hi(t) = [ h(z, t)w(x)dz # 0, Vt e [0,T],

5
h(z,1) eQLOO(O,T; Lo() N La(Q1) N Lau(Qr), B = 525, B >2. ©®)
w € Ly(Q) N Lp(Q) N 12/22(9), B> 2. (6)
0
/uo(a:)w(x)dm = 0(0), (t) € W5[0,T], |¢'(t)] <O, ug € Wy ()N L(). (7)
Q

2 Main results

2.1 Reducing the inverse problem (1)-(4) to a direct problem

Lemma 1 The problem (1) - (4) is equivalent to the following problem for a nonlinear pseudoparabolic
equation containing a nonlinear nonlocal operator of the function u(x,t)

t

up — xAuy — alAu — /g(t — 1) Au(r)dr = b(x, t)|[ul’~?u + F(t,u)h(z,t), €Q, t>0, (8)
0
uw(x,0) =up(z), ©€Q, wulg=0. (9)
Here

t

St +a / VuVewds + / gt —7) / Vu(r)Vewdzdr — / b, ) [ulP~2uwdz | . (10)
Q 0 Q Q

F(t,u) = o)
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Proof. Indeed, from the equation (1) follows that

futwdx - fAutwdm - afAuwdx - ffg t — 7)Au(r)drwdr =

(11)
= fb (x,t |u|5 2uwdx+ff h(x t)wdm

next if conditions (4) and (5) are satisfied, then
¢
"(t) +a/Vqudat—&—/g(t—T)/Vu(r)dexdT—/b(x,t)|u\ﬁ_2uwdx . (12)
Q Q

F(t,u) = %(t)

Therefore the relation (10) is fulfilled. Now consider the problem (8)-(9). If the relation (10) is performed,
then it obviously leads to the equality (12) . Then

F(t,u) = h% ((p —|—afVqudz+fg (t—1) fVu dexdT—fb x,t)|ulf~ 2uwdm> =
= A <Lp’(t) —a [ Auwdz — fg (t —7) [ Au(r)wdzdr — [ b(x,t) |u|ﬁ_2uwdaj> .
Q 0 Q Q
By virtue of (11) we obtain that

F(t,u) = h1 ( +afVquda:+fg (t—r7) fVu dexdr—fb z,t)|u)~ 2uwdm> =

h% @' (t) — [(uy — xAup)wdz + [ b(x, t)|u|?~2uwdz+
Q Q

+ [ fO)h(z, t)wdx + fb(x,t)|u52uwdx)
O

2

o' (t) — /ut(w — xAw)dz = 0.
Q
In this way, 4 ((p(t) - Ju(w— XAw)dm) = 0. We denote by v(t) = ¢(t) — [u(w — xAw)dz. Then the
Q Q

function v(t) can be found as a solution of the Cauchy problem: v/(¢t) = 0, v(0) = 0. (v(0) = 0 follows from
the agreement condition (7)). The unique solution of the problem is the function v(t) = 0, consequently,

Jo u(w — xAw)dz = ¢(t).

0
Definition 1 A function u(z,t) from the space W3(0,T; Wy (2)) is called a weak solution of the problem

(8)-(9) which satisfies the integral identity

Tt
ff( v+ xVu Vv + aVuVo) dedt + [ [ g(t — 1) [ Vu(r)Vo(t)dedrdt—
0Q 00 Q (13)
T
— [ [ bz, t)|ulf~2uvdrdt = ffF(t,u)hvdxdt,
00 00

0
for all v(z,t) € La(0,T; W1()).

Definition 2 A function u(z,t) from the space uy, Au, Auy, € La(Qr), is called a strong solution of the
problem (8)-(9) which satisfies the integral identity

Ik (6“ — xAuw — aluv) dzdt + ffg (t—r fAu v(t)dxdrdt—
Q

T (14)
— [ [ b(z,t)|u|P~2uvdzdt = ffF(t,u)hvdxdt,

0Q 0 Q

for all v(z,t) € La(Qy).
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2.2 Existence of a weak solution

Theorem 1 Let the conditions (5)-(7) are performed, and also 2 < f < ﬁjfz, N > 3. Then there is a
weak solution u(x,t) of the problem (8)-(9) on the interval (0,T), T < Ty, and besides accepts the following
inclusions:

0

U € Loo(0,T; Wo (), Vu € Lo(Qr), Qr =Q x (0,T),
0

ug € Ly(0,T; W3 (), [ul’~?u € Loo(0,T; L%(F)).

Proof. Let us choose in Wy (2) some system of functions {¥;(z)} forming a basis in a given space
(AV + AU =0, ¥|. =0). We will look for an approximate solution of the problem (8)-(9) in the form

- f: Conie (£) W) (15)
k=1

where the coefficients C,,1(t) are searched out from the conditions

EC/ ()S{[\Pk\y +X28\Pk,d‘P:|d$+aZka )S{V\I/kv‘lljdx‘f'

m
s fg t—7)Ci( fV\IJkV\I/ drdr— (16)
k=10
— > Coi(t) [ b(z,t) |um|5_2\llk\lljdas = [F(t,um)h(z,t)¥;dx.
k=1 Q Q
Umo = U (0) = Y Cop(0)Wg =Y Uy (17)
k=1
and besides
0
Umo — o strongly in W3 (Q) at m — oo (18)

We introduce a notation

Crn = {Cim (), oos Coom ()} @ = {01, oy 0}

ar; :/[\pk@j+x(vq/k,ij)] da, by :/v\pk_v\pjdx,
Q Q

foi = —a/V\I/kV\I'jdx+/b(x,t) |um\5‘2\I/k\I!jdx—i—/F(t,um)h(x,t)\I/jdx,
Q Q

) = o ()2 (61) = s (@) (6) = 3 ()
Then the system of equations (16) and condition (17) take the matrix form.

t
Al + /g(t — 7By C(7)dr = F, (ém) . Cn(0) = a. (19)
0

According to the Cauchy theorem, the problem (19) has at least one solution 6m on a certain time
interval ¢ € (0,T},), T, > 0. Below we obtain a priori estimates for w,, which is independent of m and, in
some cases, valid for any finite t.
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2.3 A priori estimates

To get the first estimate, we multiply both sides of the equality (16) by C),;(t) and summarize both sides of
the obtained equality over j = 1, m. As a result, we get the equality

% Jum)? + x| Vum |} dz + af |V, |2da+
Q

Jrftg(t — 1) [ Vi (7) Vo, (t)dzdr = [ b(x,t)|um|’dz + [ F(t, um)huy,dz.
0 Q Q Q

0
Lemma 2 Ifue W3(Q), 2< 8 < 255 2, N > 3, then the next inequality is performed

2

2 (1—a)aT=Ci " 2
lullf.q < C3 [Vulls% el < x[IVull3 o+ N — lullzq

where Cy = (2%\’:21)) , = (’82;)1\[, O0<a<l.

From the lemma 2 follows the inequality

8

2 2 2
lulle < €1 (Jlula + X IVulla) "

8
T 2
where C7 = (max{l; W’}) .
x 11—«

We estimate the right hand side of (20)

B
2 2 2
[ 80l | < bl 0 < Coto (Juml o + X IVunl) (21)
Q

(1)l 1 o' ()12
dz| < h U, < - su
= ‘h1<t)| || H2Q H H2Q 4 0<t £T|h1(t)|2

2 2
1Pllz.0 + llumlly o (22)

‘fhumd:cfg (t—T) fVum YWwdzdr| <

A\

< s e Dl g It fg(t = 1) [Vt (1)l [Vesll g b < (23)

A

2
2 2
= aT (||Vw|29 iuP |h1 ol 17 (z, 1)l Q) g||Vum 2.0 d7 + lumll3q -

-+

gt —7 fVum YWV, (t)dzdr

t

gIIVum( 3.0 dr + § IVum (@)l -

g 9t =) [Vum(T)lls,0 Vum @)l dr <

O%H_

’fhumdxfb T, ) [t [P~ 2y - i

|h1 ] ||Um||5 allwllso HhHi o=
N (24)
)

< Cubo el 00 s IOl
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[ (| )? + XVt |?ldz + a [ [V 2dz <
Q Q

[N}

< O (Junl + x ||Vum||§g) + Gy (||um||§ o+ X IVunl3)” + (25)

+C4Of |Vt ( )H2 odr+ 4 iup \hl(t \2 ||h||2 Q-
We denote by y(t) = x ||Vu|\§Q + ||u\|§Q , then (25) takes the form

'@
40<t<T |h1(t)

B
2

+C2y()+

O/ )dr + Caly(t)]

By integrating from 0 to ¢, we get

t
1 ()]

) <y(0) + ~ s
y(t) < y(0) 40<t<T|h1t

8

/thlmd +C5(t t)+cﬁ/[y(7)]§dﬂ

0

Applying the Bihari lemma to (25), if

2

%<e°‘s%‘2t1)< L ., 0<t<T,
3
( 20)+ & + 315,55 7))

then the next inequality is true

2(0) + &2 + Lo
Z(t)g 3 (C3—~) —

p—2

{1—( (0) + & + gt W) = o (6037)2%_1)]132.

2 2
X Hvum”zg + ”“m”zg <
< (XY um (2,013, 0+llwm (2, 0>\|§ atC)es! (26)

—
B—2 B2
[1- (T OBt (203 0+0) 7 G (2552 01)]

From this estimate, we can conclude that there is Ty > 0 such that
[umlls. o + X Vumllsq < Cs,  for all t€[0,T], T < Ty, (27)

where the constant C5 does not depend on m € N.
Returning to (25) and taking into account (27), we obtain one more inequality:

t

// |V, |?dzdt < Cs. (28)

0 Q

Now we multiply equality (16) by C},;(t) and summarize over j = 1,m. As a result, we get
|0~ UMHQ aQTX V- UMHQ ot 3 2di f |Vum|2dx+

(t—r fVum )V Ot (t)dadr = 45 fb(x,t)|um|ﬁdx— (29)

t
+/9g
0
%({bt x,t |um|Bda:—|—fF t um)h(x,t)atumdx.
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We integrate with respect to 7 from 0 to ¢, then we get the relation

t
/ (HaTumH;Q +y ||vaTum|\§,Q) dr + g(j}‘ IVt 2 = %g{ Vit (2, 0)[?dz—
—% [ b(x,0)|twm(z,0)|Pdx + % fb(x,t)|um|ﬂdx—

Q
( (30)
_%bfg{‘b'r 2, 7) |up|Pdadr — ffg (1 = 8) fr Vit (8)VOr i, (7)dT dsdr+
t
+ [ [ F(t, um)h(z, t)0;upmdxdr.
0Q

We estimate the right hand side of (30):

(jz’ 2, ) |u | P < b ||um||gQ <
C

o

[ br(z,7)|wm |Pdzdr
Q
bo

t
<8 [ um§ o dr <
0

0
¢ 8 s (32)
< G [ (ol + X[ Vuml50) " dr < Suct,
e
OIS{ZI(T)h(x,T)aTumd:ch <
S t (33
<3 J[EGRSD] dadr + 4 [ [ 107w, Pddr,
0 00
¢
h(x,T —
{s{ h(l(T))arumdxg{b(x,T)\uW 2uwdzdr| <
g 255 Ih@dlag \* 2 2\
<3007 (lelsa s Famee ) [ (lunlbo +x[Vunlye) © drt
) t ) 1_t_ ) 0 (34)
+€f HafumH2,Q dr < 6‘0[” 'rumnz,ﬂ dr+
28-2 —2 2 952
1R (z,t)ll5 0 B
+36C, <b0 [wllg,c OiltlgThl(t)) Gy 7t
t T t T
ffg(T —5) fr YV, (8)VOrum (7)dldsdr ffg (7= 8) [[Vum(s )HQQ Hva'rum(T)HQ,Q dr <
00 00 (35)
! 2
< %0{(15*7) [Vt (7) I3, d7 + 3 fHV3 Um (7)5.qdr
Lon
aof h(f( - umdxfg (1 —9) fVum YWwdzdsdr| < .

2
2 |2 (z,t)l 2
<1 ||aTum||2,QdT+?<a||Vw||2,Qoggp = (tf“) [t =) [V (1) 2 b
< 0

We substitute the obtained inequalities into the identity (30), and from the estimate (27), we get the
second estimate

t
[ (10013 0+ 190703 ) d < €. (37
0
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2.4 Passage to the limit

From the obtained estimates (27), (28), (31) imply the next assertions respectively:

0
Uy, 05 bounded in Lo (0,T; W3 (), (38)
Vun is bounded in La(Qr), Qr = x (0,T), (39)
0
Oy, is bounded in Ly(0,T; W3 (Q)), (40)

In addition, by virtue of the conditions which set for 5:

tm|® 2y, s bounded in Loo(0,T; L =

(Q)),2<B<%, N > 3. (41)

8
B—1
From (38) follows that there exists a subsequence u,,, of the sequence u,,, *-weakly converging to some

0 0
element u € Lo (0,T; W5 (Q)), that is u,,, — u *weakly in Loo(0,T; W2 (Q)). Similarly, from (39)-(41)

0
follows that there exists a sequence such that {u,;,, } C {un}, that u,, — u weakly in Lo(0,T; W3(1)).
By virtue of the Rellich-Kondrashov theorem, the embedding W3 (Q7) into La(Qr) is a compact. This means
that we can choose the sequence u,,, in such way that u,,, — w« in the norm of Ls(Qr), therefore it
converges almost everywhere [13].

The reasoning above allows us to pass to the limit in (16). But first, we multiply each of the equality
(16) by d;(t) € C[0,T] and summarize both sides of the obtained equality over j = 1,m. Then we integrate
with respect to ¢ from 0 to T, and get

o &
O P —

¢t
(2 i+ XV Vi + aVu, Vi) dadt + [ [ g(t — 1) [ Vg, (1) Vu(t)dedrdt—
00 )

t
J (@, ) [ [P 2umpdadt = [ [ F(t, up,)hudrdt,
) 00

where u(a,t) = 3 d; (1), (x).

Consideringjt:ﬁe obtained inclusions and convergences we pass to the limit in (42) at m — oo and get
(14) for v = p. Since the set of all functions p(x,t) is dense in W4 (0, T} V[(}QI(Q)), then the limit relation is
performed for all v(z,t) € L2 (0, T 1/1321 ().

3 Uniqueness of the weak solution

0
Theorem 2 Let ug(x) € WH(Q), 2 < B < %, N > 3 are fulfilled .Then the weak solution of the

problem (8)-(9) on the interval (0,T) is unique (in the sense of Definition 1).

Proof. Suppose that the problem (8)-(9) has two solutions: u(z,t) and ug(z,t). Then their difference
u(xz,t) = uy(x,t) — ua(x, t) satisfies the condition u(z,0) = 0 and the identity
t T
(urv 4+ xVur Vo + aVuVo) dedr + [ [ g(t —s) [ Vu(s)Vo(r)dzdsdr =
00 Q
b(z,7) (Jur|?2ur — |ui [P ~2uq) vdzdr+

(F(7,u1) — F(7,u2))hvdzdr,
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0
By virtue of v(x,t) € La(0,T; W4 (Q2)), then as v(z,t) we may take u(z,t), that is we put v(z,t) = u(z,t)

(uru + xVu,Vu+ a|Vul?) dedr + f fg T—5 fVu YWVu(r)dxdsdr =
b(z, 7) (Jur|?~2uy — |ua|P~2uq) udzdr+ (43)

(F(r,u1) — F(7,uz))hudxdr.

We estimate the right hand side of the inequality (43), using the following inequality ||uy|?u; — |ug|%us| <
(¢ +1) (Jua]? + [uz]|?) lus — ual, ¢ > 0.

) (|u1|ﬁ_2u1 — \uz\ﬁ_2uz) udx

<bi(B—=1) [ (Jua|*72 + [ug|*~?) wdzx <
& 1 &
<bi(B-1) (f (a2 + u25_2)2u2dx>2 (fuzdgc> <
Q
(o) (o) ()
Q
< bi(s ( [l 5% a) " 4 ([l 552”dx)”> S
X (furdx) (qudx).
Q Q

0
Weput r = 25, 2< 8 < 2<N 21), N > 3. Then by the Sobolev embedding theorem W3 () C L,.(£2)

Nl

< by (B

0
and W21 (Q) C LQT(Q_Q)/(T_Q)(Q).
In this case, taking into account the smoothness class of the solutions w;(x,t) and uq(z,t), we arrive at
the estimate

) (|U1|6_2U1 - ‘UZ‘B_2U/2) udx| <

(44)
< 21 Vul3 g+ Ol lull o < 2 1Vul o+ Cio (Jul g+ x I Vel3g)

Analogically,

hL f <|U1‘ﬂ 2uy — |u2|’8_2u2) defhudaj <
Q

Q
2 2
< & IVull} g + Cor (Jlull3 o + X IVull}0) -

< ;% ||VU||2 Q HVW”z Q ||U||2 Q Hh”z o=

hiafVqudxfhuda:
R Q

2 2
< & IVull} g + Cs (Jlull3q + xIVull}0) -

t
mim | humde [(t =) [ Vi (1) Veodadr| <

2’ )dT

t
< g (Julla + X IVul0) + O f
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ftg(t —7) [ Vi (7) Vg, (t)dedr| <
0 Q

9t = 7) [[Vm (7) |5, [Vt ()|, dr <

o &

t
< [ Vum ®)ll2,0 {g(t =) IVum(7)lly 0 d7 <
t t
< 2 [ g2t = m)dr [ |V (r)lls0 dr + § [IVam(t)5q < (45)
0 0

A

¢
2 a 2
2.% Of ||Vum(7')\|29 dr + 3 Hvum(t)HQQ <
t
2 2 2 ;
< O (el + X IVullg) + Con [ (Jullz + X IVl )
0

By virtue of (44)-(45), we obtain

t
[NulPdz + x [ |Vul?de + ¢ [ [ |Vu|*dedr <
Q Q 0Q (46)
! 2 2 L 2 2
< Cos [ (Il 0+ xIVullg) dr + Cau [ [ ()]0 -+ x V()]0 dsdr

[ |ulPdz + x [ |Vul*dz <
Q Q
¢ ) ) (47)
< Cos [(t =7+ 1) (Il g + X IVull o) dr.
0
By virtue of Gronwall’s lemma from the inequality (47), we get [ |u|?*dz + x [ |Vul?’dz = 0 almost
Q Q

everywhere on the time interval (0,7), which shows the uniqueness of the weak solution.From Lemma 1 we
can establish the solvability of the inverse problem (1)-(4). Let u(z,t) be a solution of the initial-boundary

0
value problem (8)-(9) from the space (Theorem 1) u € Lo (0,75 W3 (R2)),Vu € La(Qr), Qr = Q x (0,7T),

0
uy € Lo(0,T; W (Q)),|ul’~2u € Loo(0,T; L%(F)). Obviously, the function f(¢) from the relation (10)

belongs to the space Lo (0,T). What was proved above means that the found functions u(x,t) and f(t) give
a weak solution of the inverse problem.

4 Global solvability of the problem (8)-(9).

Consider the case when 1 < 8 < 2. Let the conditions
hi(t) = [ h(z, t)w(z)dz # 0, Vi€ [0,T],
Q
h(z,1) € Loo(0,T5 L2(2)) N L2(Qr), 1 <B <2,

w € Ly(Q)NLg(Q)N 1/01/2?(9), 1<pB<2, (48)

0
/uo(ﬂf)w(w)dm =¢(0), @(t) € Wy[0,T), |¢'(t)] < C, ug € Wy () N Lp(S).
Q
are fulfilled.

0
Lemma 3 Ifu e W3(2), 1 < 3 <2, then the next inequality is performed

B

/|um\5dx§ /|u|2dx \Q|¥ <y 1+/|u|2da:+x/|Vu|2dx
Q Q Q Q
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For the case when 1 < 8 < 2, we estimate the right hand side of (20), applying Lemma 3, as well as the
Cauchy and Young inequalities, we obtain

[ 80l d| < bl < Cotn (1m0 x [V 3).

1

I’ ' e
i [ Ok unds| < Bl a0 < Tl + F 115 0.

7] 4n?
Q

’fhumdxfg (t—71) fVum YWwdzdr| <

IN

it (@, ). el Ofg(t = ) [Vt (1)l [Vl g <
t
< e [lh(a, 1)

J 9t = 7) [[Vum(7)]l5,q dr < (49)

t
2 2
< a? (||Vw|29 iuP |h1(t)| h(x,t) ||2 Q) f92 (t—1) de [Vt (7 )HQ,Q dr + ||UM||2,Q <
S 20t
< (IVelloq 500, ey 10l ) IV (B adr + o
0

t

g’ 9(t =) [Vum ()50 Ve @)l o dr <

¢
Jgt—1) fVum YWV, (t)dzdr
0

IN

Vi (t)]],0 Ofg(t =) [[Vum(7)lly o dr <

1
2a

IN

t
g3 (t - T)dfof |Vt (7) 5.0, 7 + & [V (B)][5 o <

IN

90
a

[Vt (7) 5.0, 7 + & [Vt (8)[3.¢, -

O O —

afVumedxfh T, O dr| <

< Iz HVWHQ,Q ||h||ZQ H“m”zﬂ + 4 ||V“m||2,Q-

I fb a, )|~ 2“de$fh z, t)umdr| < |h1\ HumHﬁQ ||W||ﬁsz ||hH Z£-.0 <

< Crity lwllpq IRz, o (14 ull3.0 + X IVulq) -

B-1
Then from the obtained estimates follows that

%%s{ﬁumﬁ +X|Vum|2]dx+af|Vum|2dx <
< Ciby (1+||um||m+xuwm||m)+||um||m+' IRl3 g +
2
(nwm s gt ) ||m) [ IVt dr + el +
+o bf IVtm(7) 30 d7 + & [Vum (B)]13.0 +

2 2 2 2
JF;% ||VW||2,Q Hh||2,Q ||Um||2,§z +1 ||Vum||2,Q +

2 2
+Cr lllgg IRl s, o (14 lulfq + X IVullg) -
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it [0+l + XV Plda +a [ [V Pdz <
2 2
< G (14 Juml o + x| VumllZ o) +

t
2 2 /|2 2
+C [ (14 uml3.0 + X IVumll3 g ) dr + 55 0, D11 o -
0

We denote by y(t) =1+ ||um||;Q +x HVumHg’Q , then (50) takes the form

dy(t) Iw \2

dt

< Cuylt +c/’ @Ol

Using the Gronwall’s inequality, we obtain the required estimate

t

i3+ X1Vl + [ [ 1V Pade < s
0 Q

The derivatives dyu,, and 9;Vu,, are estimated in a similar way, as well as (37). We multiply the equality

(16) by Cy,;(t) and summarize over j = 1,m. As a result, we get

|O- umHQQ +x|IVO- umHQQ + 2 th |V, |?de = 3 fb 2, )|t |2 U Ot do+
+ [ F(t, um)h(z, t)Oyumda.
Q

We integrate with respect to 7 from 0 to ¢, then get the relation

t t
I (||<9Tum||§7Q +y Hvaumn;ﬂ) dr + 2 [ |V |2dz = [ [ b(@, t)|tm]® 2ttt dadr+
0 Q 0Q
t
+ [ [ F(t, um)h(z, )0 up dzdr.
0Q

We estimate the right hand side of (53),
‘f b(x, )|t |2 um O umdr| < by
O

S [ |5 Oty | dz <

Q
2-8

B—1 1
B3 PL 3
< <f|um|ﬁdx) (f da:) <f|8tum|2das> <
Q Q Q 4

B-1 2_B)(148 2
< b, (f|u|2dx> o i (f|8tum|2dx> <
O Q

@2-80+8) B)(1+/3) 2 2 2
< 202)9) C27% + L |0vumlly g -

hi h(x,t)0sumdr| <
S ||h||2 o 10stumlly 0 < 5 10rumll5 0 +
hllaS{Vumedxg{h(x,t)&gumdx‘ <

< ﬁ ||vum||2,§z ||VW||2,Q ||atUmH2,Q ||h||2,9 <
2 3IVwli3 o ikl 2

< 15 [0¢umll o + % [Vtmll3,q <
2 5Vwll3 ollrll3

L P e
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h% fb (x,t |um|5_2umwdxfh (2, t)Oyupdr| <

= ||W||5 Q Hatum”z Q ||h||2 o=
ﬁ;l 9
< 01 o ||w||m ||h|\m (1 + [lull3 g + x uwm)
1b
s%natumnmﬁc e i lwlso bl g -

-

=
Hatumnzg <

<{{o

IV Ozt (7) |, Ofg(T = 8) [Vum(s)llz g dr <

o— o

9(1 = 8) Jp Vi () VOrup, (T)dldsdr

O—

9(7 = 8) [Vup(s )”2,9 HV(“)Tum(T)HQ)Q dr <

IA

IN
W= O s o
Cf—
O—=

i t
G2 (r = 8)ds [ |Vt (s)|5.0 dsdr + & [|V0rum (7)o dr <
0 0

A
NS

Ot Lo o
C—

t
IVt (5)]15.¢ dsdr + % b/‘ IVt (7)|[5. dT <

IA
vfS

t
(t—7) Hvum(T)HgQ dr + % Lof HvaTum(T)Hg,Q dr.

t
a{f Py (7-) a umdxfg (r—29) fVum YWVwdzdsdr

uh(x,t)n r
<allVul,yq sup Wtﬂm f 07 tm|l5 0 fg(T - )
0<t<T 0

|Vt (8)[lg,q dsdr <

t 2 ¢ 7 T
[l A (z,t)]] 2
< 1o [ 10rumlls 0 dm + 5 (anll2,Qoggp RGN ) [ [ (7= 9)ds [[Vun(s)[5.q dsdr < (54)
i IOl T
< 15 J llo- UmHszT+ a|[Vwllyq sup T ()] g0 | [ IVum (s ||2Qd8dT <
o 0<t<T 00
L sa Il ) L 2
<15/ 10~ UmHszT"' a|Vwly g sup 1210] St =1) [V (7)ll5,0 d
0 0<t<T 0

Substituting the obtained inequality into (53), we get the required estimate

t
J(10:0nli 0+ X IV0m3) d < Co. (55)
0

Theorem 3 Let the conditions (48) be satisfied, and also 0 < by < b(x,t) < by < oo, 1 < <2, N >3.
Then there exists a weak solution u(z,t) of the problem (8)-(9) on the interval (0,T).

The uniqueness is proved in an analogical way, and for the case when 1 < 8 < 2. For this case, we
formulate the assertion in the form of the theorem.

Theorem 4 Let the conditions (48) be satisfied, 1 < f <2, N > 3. Then the weak solution of the problem
(8)-(9) on the interval (0,T) is unique (in the sense of Definition 1).

We assume that the next conditions are valid for the case when b(z,t) = —q(x,t):

t) = [ h(z,t)w(z)dx #0, Vte€[0,T],
)
M, 1) € Lal0.T: L(0)) N 1a(Qr) N L s (Qn), B2
: (56)
w e LQ(Q) NLs(Q)NWE(Q), B>2,

Juofa)el@)de = ¢(0), (i) € W0.T], 19 (0)] < C. wo € WA(©) N L5().
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0< qo S (Z(]\%’yt) S q1,

2 NN >

q0<_5q1<\|jf||’2’ sup b Iz, 8)]| s o > 0 (57)
B 0<t<T [h1(2)] Vg0 .

Theorem 5 Let the conditions (56) and (57) be satisfied, then there exists a weak solution u(x,t) of the
problem (8)-(9) (in the sense of Definition 1) on the interval (0,T).

4.1 Existence and uniqueness of a strong solution

Theorem 6 Let the conditions (5)-(7) are performed, and also 2 < 8 < %, N > 3, additional conditions

0
ug(x) € Wi (Q). Then there is a strong solution u(z,t) (in the sense of Definition 2) of the problem (8)-(9)
on the interval (0,T), T < Tp.

0
Theorem 7 Let ug(z) € Wi (), 2 < 8 < %, N > 3 are fulfilled .Then the strong solution (in the

sense of Definition 2) of the problem (8)-(9) on the interval (0,T) is unique.

Theorem 8 Let the conditions
1) (48) be satisfied, and also 0 < by < b(x,t) <by <00, 1< <2, N> 3;
2) (56) and (57).
Then there exists and unique a strong solution u(zx,t) of the problem (8)-(9) on the interval (0,T).

5 Conclusion

In this article we investigated the solvability of the inverse problem for a quasilinear pseudoparabolic equation
with memory. As a result, we proved the existence and uniqueness of a weak and strong solutions of the inverse
problem in a bounded domain, and obtained local and global theorems on the existence of the solution. The
field of application of the obtained results are inverse problems for pseudoparabolic equations and theory
of boundary value problems. These results allow to proceed to the new inverse problems, generalize and
systemize research in the given area.
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RESEARCH OF THE STRESS STATE OF A PIPELINE ELEMENT WITH
OVALIZATION UNDER CORROSION-POWER EFFECT

The stress state of an element of a thick-walled pipeline when ovalizing a cross section is studied
under conditions of power and corrosion effect in the statement of plane deformation. The material
of the element under the influence of external loads goes into an elastic-plastic state. The corrosive
effect of a pumped medium leads to softening of the material in the plastic zone. This softening of
the material is taken into account by a special inhomogeneity function in the Tresca-Saint-Venant
plasticity condition. The elastic-plastic problem for an thick-walled elliptical element under uniform
external and internal pressure is considered in non-axisymmetric setting. The problem is solved by
the method of sharing static and physical equations for the considered elastoplastic material and
the perturbation method in the theory of an elastoplastic body. An assessment of the strength and
bearing capacity of a thick-walled pipeline element with ovalization under presence and absence
of corrosion damage is given.

Key words: thick-walled pipeline element with ovalization, elastoplastic state, corrosion damage
to the material, plastic inhomogeneity, softening function.

A M. Amumvzkanos, K.2K. [leruesa*, JI./1. BekmykamberoBa
Ou-Qapabu areiagarel Kazak yarTeik yauBepcureri, Kazakcran, AjMarsl K.
*E-mail: karlygash.shetiyeva@gmail.com
Koppo3usabIK-KYIITIK 9cep eTy >KarJalibIHJa KAJbIH KaObIPFaJibl KYObIP 3JIEMEHTIHIiH
KOJIJIEHEeH, KNMAaChIHBIH, COITAKTAIy Ke3iHaeri kepHeysi KyiiH 3eprrey

2KazbIk nedopmaliyst KORBIIBIMBIHIA KOPPOIUAIBIK-KYIITIK 9CEP €Ty KarJailblH/1a KAJIbIH KaObI-
pFaJibl KYOBIP 3JIEMEHTIHIH OHBIH KOJIJeHeH KUMACBIHBIH CONaKTaIy Ke3iHJeri KepHeyJ/ii Kyiil 3epT-
Tesnai. ChIPTKBI KBICHIMHBIH, 9CEDIHEH 3JIEMEHT MAaTepHaJsIbl CEepIIMJIl IJIACTUKAJIBIK, Kyiire eTe.
AfinanaTeiH OpTaHbIH KOPPO3USIBIK, 9Cepl UIITIIT afiMakTa MaTepUasIbH KYMCAPYBIHA OKEJIe]].
Marepuaspis, )xkymcapybl Tpeck-Cen-BeHaHHBIH, HiATIMITIK MapThiHga OIPTEKCI3IIKTIH apHANRbI
GYHKIMSACBIMEH ecKepie/ti. ACUMMeTPHSIIIBIK, eCell KOWBLTBIMBIH/IA OIPKAJIBIITEI CHIPTKEI XKOHE 1111-
Ki KBbICBIMHBIH, 9CEpiHEH KAJIbIH KAOBIPFAJIbl JIMIITUKAJIBIK, 9JIEMEHT VIITiH CePIMJI MIACTUKAJIBIK,
ecell KapacThIPhLIIALI. Ecenl KapacTBIPBUIBIT OTHIPFaH CEPIM/II UJITINT MaTepuas YIINH CTATHKa-
JIBIK, >KoHe (PUBUKAJBIK TeHIeyaepai Oipiecin maiimajgany omiciMeH »KoHe CepIiMIi MITiIT JgemHe
TEOPUSICHIHIA VHBITKYJIAP 9miciMen mrentimi. Koppo3usibIK-KyIITIK 9cep eTy KarJaiibiaia KaaIblH,
KaOBIPraJibl KYOBIP JIEMEHTIHIH, KOJIIeHEH KHMACHIHBIH COMAKTAIYbl Ke3iHgeri 6epikTiri MeH Ke-
TeprimTik KabijerTisirine 6ara Gepimi.

Tyitin ce3aep: KajablH KaOBIPFabl SJUINITHKAJBIK 9JIEMEHT, CEPIIMII HiIriI Kyii, MaTepuaJiIbiH,
KOPPO3USLIBIK, 3aKbIMIAHYbI, O€PIKTeHIIPY (DYHKITUSICHI. AHBIKTAMACHI.
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UccnenoBano HC semenTa TosicTOCTEHHOrO TPyOOIIPOBOJA IIPH OBAJIU3AIMUA €rO IIOHEPEIHOIO
CedeHus B YCJIOBUSX KOPPO3HUOHHO-CHUJIOBOI'O BO3/EICTBUSI B IOCTAHOBKE ILJIOCKOH jedopMariu.
Marepuaj 3jieMeHTa 1107 JIefICTBHEM BHEIIHErO JABJIEHUS IIEPEXOJUT B YIPYTONJIACTUYIECKOE
cocrosinne. KOppO3MOHHOE BO3/EHCTBHE MEPEKAYMBACMON CPEBI MPUBOAUT K Pa3yIPOTHEHHUIO
Marepuajga B IJIACTHYECKON 30HE. DTO Da3ylpOUHEHHE MATEPHUAJA YIUTHIBAETCHA CIEIHATb-
HOM (DYHKIMEH HEOTHOPOMHOCTH B yciosun iwiactudHoctn Tpecka-Cen-Benana. Paccmorpena
yIpyromiacTudeckas 3aJa4da JJjId TOJICTOCTEHHOI'O SJIIHIITUYECKOIO 3JIEMEHTa 0[] JeHCTBUEM
PaBHOMEPHOT'O HAPY?KHOT'O U BHYTDEHHErO JIaBJICHHS B HEOCECUMMETPUYHON IIOCTAHOBKE. 3a-
Jlada pelleHa MeTOJIOM COBMECTHOI'O HCIIOJIb30BAHUS CTATHYECKUX U (PU3MUIECKUX YpaBHEHUN
JUIS  PacCMATPUBAEMOIO YIPYTOMJIACTHIECKOTO MATepHaja JIEMEHTAa U METOIOM BO3MYIIe-
HUI B TEOPHUH YIPYIOIUIACTUYECKOIO Teja. JlaHa OIEHKa IPOYHOCTH U HECYINedl CIOCOOHOCTH
TOJICTOCTEHHOTO 3JIEMEHTa TPYOOIIPOBOIA € OBAJIU3ANKeE! IPH KOPPO3UOHHO-CUTIOBOM BO3IEHCTBHUH.

KutrouyeBbie cjoBa: TOJICTOCTEHHBIH 3JIEMEHT TPYOOIIPOBO/IA C OBAJIU3AIUEN, YIIPYTOILIACTHIECKOE
COCTOSTHIIE, KOPPO3UOHHBIE [TOBPEXKICHUS MaTepUuaia, (DYHKIUS PA3yIPOTHEHN.

1 Introduction

We studied the stress state, strength and carrying capacity of an element of a thick-walled
pipeline with the circular cross-section under the action of uniform and non-uniform external
pressure along the contour [1] with accounting of softening of material in the plastic zone due
to corrosion effect of a pumping medium.

During operation of the elements of pipeline structures are subjected to various exorbitant
loads, leading to ovalization of pipes. Ovalization of pipes significantly affects their strength
and bearing capacity [2,3]. Moreover, during operation, corrosive wear of the inner surface of
a thick-walled element occurs in aggressive working environments, which further reduces its
bearing capacity.

In this regard, this work is devoted to the study of the stress state, strength and bear-
ing capacity of an elastoplastic element of a thick-walled pipeline with ovalization under
conditions of corrosion-force action, leading to weakening of the material in the plastic zone.

2 State of the problem

Ovalization is a factor that is taken into account in regulatory documents at the stage of
delivery and installation of pipes, during design and construction [2,3|, however there are no
standards for the limiting value of ovality of pipelines in operation, despite the large amount
of diagnostic data on their ovalization [4]. Meanwhile, the coincidence of the zone of increased
stresses caused by ovalization of pipes with places of rupture and corrosion damage indicates
that ovalization should be taken into account and be able to evaluate from the point of
view of the operability of the pipeline. The ovalization of the cross section of an infinitely
long elastic pipe in pure bending was studied by Brazier |5]. Elastoplastic ovalization of the
profile of an initially straight cylindrical pipe bent by external moments along the mandrel
is considered in [6]. Since in [6] only a part of the pipe is subject to bending, the study of
the deformation of the pipe section is carried out in the framework of the plane stress state.
In [7], the reliability and residual life of gas pipeline sections with defects such as ovalization
and wall thinning due to corrosion and erosion processes are considered on the basis of a
probabilistic approach. The strength characteristics of steel pipelines with geometric defects
of the "dint" type were studied in [8]. In this case, a dint leads to a stress concentration in
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the defect zone under the action of internal pressure and can cause the appearance of other
surface defects, including corrosion.

Ovality of the section is a geometric defect in the section of the pipe resulting from the
transformation of the initial annular section of the pipe into an elliptical. Ovalization of the
section is considered by us as a result of significant external transverse (radial) loads on the
pipeline. This allows us to research the elastoplastic stress state, strength and bearing capacity
of a pipeline element under conditions of corrosion-force action in the formulation of plane
deformation. At the same time, the decrease in the strength properties of the pipe material
during loading due to the accumulation of damage and defects can be taken into account
by introducing a special softening function (radial inhomogeneity of strength characteristics)
in the known criteria of material plasticity for axisymmetric and plane problems [9-11]. In
[12], modified plasticity criteria were used that can take into account the accumulation of
material damage under difficult boundary conditions, when the plastic inhomogeneity changes
in accordance with the change in the elastoplastic boundary. In this work, we use just such
plasticity criteria.

3 Solution of the problem

The element of a thick-walled underground pipeline with ovalization is in plane de-formation
[14]. The equations of the cross-section of the oval pipeline element in the polar coordinate
system r, § are written for the inner contour in the form ag+ f;(r, @), and for the outer contour
in the form 1+ f5(r,0). Here, fi(r,0), fo(r,0) are some functions of coordinates, ag < 1.
The pipeline material is taken to be ideally elastoplastic, obeying the Prandtl loading
diagram [15].
Equilibrium equations in general form are written as o0;;; = 0.
In the considered formulation, the equilibrium equations of the pipeline in the polar
coordinate system r, 6 take the form :
(‘3@4_187@ 0',«—0'9:()’ 37r9+1@+2@20 (1)
aor r 00 r or r 00 r
Here o,, 0y, 79 are the components of the stress tensor.
In the elastic region, Hooke’s law is valid for a homogeneous, isotropic linear elastic
material:

1
ey = 5 (L + w)oiy; — pdijon) )

where 0;; and €;; are the components of the stress and strain tensors, F is the modulus of
elasticity, p is the Poisson’s ratio, and d;; is the Kronecker symbol.

The stress function in the elastic region ®(r, #) must satisfy the biharmonic equation (here
V2 is the Laplace operator)

ViVi0 = 0. (3)
The solution of equation (3)) at ,mf can be presented in the general form

®,, = (O17™ + Cor™™ + C3r™ 2 + Cyopn(r)) cosmb, m =0,1,2, ..., (4)
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where ¢,,,(r) = r™Inr at m = 0, 1; @,,(r) = r~™2 at m > 2. The constants C; — Cy in (4)
are found in the course of the solution from the boundary conditions.
The plasticity condition is generally written as follows:

Je (Uijaas* (l’i,Xj)) = 0. (5)

In condition , o;; are the components of the stress tensor, o, (x;, x;) are the strength
characteristics of the material in the plastic zone, which are continuous and differentiable
functions of the coordinates z; and loading parameters x; [12].

As a condition for the transition of a material into a plastic state, we take the Tresca-
Saint-Venant condition, which is widely used in calculations of plastically deformable metal
structures and constructions:

(09 — 0,)* + 417 = AK? (6)

where K, is the adhesion coefficient of material.

The material strength parameter K, in condition (6)) characterizes the plastic
inhomogeneity formed as a result of varying degrees of damage to the material (the presence
of many defects and microcracks in it) due to the force-corrosion effect and distributed over
the thickness of the plastic zone, similar to the outline of its boundary. K, = K; At the
border of the plastic zone, the value K, is constant: K, = K;. The quantity K, is a special
softening function that depends on the coordinates r, 6 and loading parameters ro,d [12]:

K, = K.(r,r0,0,0) (7)

Here g, d are the axisymmetric and non-axisymmetric loading parameters: ro = ro(Fy, P; +
Py),d =6(P — P).

The problem is solved by the method of joint use of static and physical equations for the
considered elastoplastic material.

The problem also uses the perturbation method in the theory of an elastoplastic body
[13]. The solution by the perturbation method is determined near the known "zero" solution
at 6 = 0. As an initial state, we will take the solution we obtained earlier for a circular
thick-walled element in an axisymmetric formulation [1]:

oy =Po2 [, oy = ofy + 2K, 1y =0,
) o (8)
9(

1
r) _ 2 - 0o _
) } - P+K1TO (1:F 7“2) v T(re) — 0.
(9)

Axisymmetric boundary conditions on the inner and outer contour ag and 1 of thick-
walled circular element and the conjugation conditions on the contour ry have the form
(Figure 1):
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1

I
Fo

do

JFT} =Py at r = agp; a(or) =P

at r =1;[0%] = [0)] = 0 at r = rg

In expressions ({8), square (round)
brackets at the indices mean belonging to
the plastic (elastic) zone. The symbol K?
denotes the softening function in the
axisymmetric case, which depends only
on the current radius r and the boundary

radius 7y :
Figure 1: Design scheme for a circular thick-

walled pipeline element

0

K? = K.(r,r0) = (Ko — K1) f(r,m0) + K. (9)
Here Ky and K is the value of the strength of the material on the inner contour ag and on the
elastoplastic radius 79, f(r,7) — some kernel with the properties f(ag, 1) = 1, f(ro,70) = 0.
In [10], the kernel f(r,7) was taken as a kernel that describes well the decrease in the value
of K? during loading both along the radius 7 and depending on the position of the boundary
af (1§~ )
(1 —af)

Elastoplastic radius rg in our "zero" solution is implicitly determined from the
transcendental equation

radius 7o (n is the nonlinearity parameter): f(r,ry) =

PO—P+2/T1KSdr+K1(1—r§) =0 (10)

Qo

In the absence of corrosion damage, the parameter KV = K, and the radius of the plastic
zone rg are found from the equation

Py— P +2K, (m(”)) +%(1—r3)) —0. (11)

According to the perturbation method, the solution is sought in the form of rows of the
sought components in powers of a small parameter, which is ¢§

:Zava; —%+Z5V o,

K, Zé”K(”) K%+ Z(VKQ’), (12)

—Zé rl,—ro—i-Zé r,
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where 7 is the sought elastoplastic boundary.
For this, the initial equations, boundary conditions and conjugation conditions are
linearized. Equilibrium equations retain their form for any approximation

o) N 1 87,59”) o) — Uéu) —0 57750’/) + 1 805/) + QTE‘Z’/) =0 (13)
or r 00 r - or r 00 ro

The linearization of the relations of the theory of ideal plasticity consists in the combined
use of equations (I, (6). Introducing the stress function F' = F(r,) according to

10F™ 1 9?F®) w O*FW ) o /19FW
- - = ) = —— =0,1,2,... (14
For o %0 T g T T Ty (7’ a0 ) v=012... (14

and linearizing equation @ we obtain in the plastic zone an inhomogeneous differential
equation in partial derivatives for the function F®)(r,#) :

v) __
0'7. =

92FW) OFwW  52FpW)
T A (L (15)

Here f®) is the right side of the corresponding linearized relation: f0 = 2K°, f) = 27
1
fUD =

— () + 281,
The solution to equation F®) is determined taking into account static or geometric
boundary conditions.
The linearization of the boundary conditions depends on the given forces on the initial
contour, and the linearization of the conjugation conditions on the elastoplastic boundary is
determined by the nature of the initial conjugation conditions.

4 Thick-walled pipeline element with ovalization under uniform external and
internal pressure

Consider a thick-walled pipeline element with ovalization, loaded with uniform internal P
and external P pressures, under conditions of plane deformation (Fig. 2)

The equations of the outer and inner
contours of the pipeline element have the
form

r. = 1+ ddy cos 26,
(16)
ri = aop(1 + dds cos 26),

where ¢ is the parameter of deviation of the
oval contour from the circular one, d; and ds
are geometric coefficients.

We construct a solution to the problem
in the form at v > 0. The zero solution
for v = 0 is given in the previous part of the
work. Let us find a solution for v = 1.

Figure 2: Design scheme for a thick-walled
pipeline element with ovalization
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Consider the plastic zone of a thick-walled element. We represent the stress function £
in equation based on the geometric boundary conditions of the outer and inner contours
([16): FV = R(r) cos26.

Solving equation , we find the function F() in the plastic zone:

FO = AiRi—i-Rz'/%dr cos20, , i=1,2, (17)
ao

where A;R; = ARy + AyRy = r(A; cos(v/31Inr) + Aysin(v/31nr)), V(r) is the Wronskian of
the system of solutions R;, V;(r) is the determinant obtained from the Wronskian by replacing
the ith column with a column with a single nonzero element 2K D) cos71 260 located at its end.

The stress components in the plastic zone under the Tresque-Saint-Venant condition based

on , are written as:

a[(I) = %[Al cos(v3Inr) + Ay sin(v31Inr) — 2(vV3cos(vV3Inr) + sin(v31nr)) x

]

" / —sin(v/31n r) KD

0520 dr + 2(005(\/§1n r) — \/gsin(\/gln ) x

ao
T

" / cos(v/31n T)Kil)

cos 20

dr] cos 20, U[(OI]) = J[(TI]) + 2K,
m_ 1 - (18)
Thrg) = 5[(141 — \/gAg) cos(\/gln'r’) + (Ay — \/§A1) sm(\/glnr)—

L ) KD
—8sin(V31nr) - / sm(z/ogs 21107") dr + 8 cos(v3Inr)x

ao
T

y / cos(v/31n T)Kil)

cos 20

dr] sin 26.

ao

Find constants A; and A,. For this, we have linearized boundary conditions on the inner
contour

do?.
0'[(:}) + a0d2 d[ ]

- cos 20 =0, T[SIG)] + 2d2(0%] - a?r]) sin20 =0, at r = ao. (19)

Substituting into ([19)), we obtain
Ay = —2(V3sin(v31nag) 4 cos(v31n ag))agd: K, (ag, o),

Ay = 2(V/3cos(V31nag) — sin(v31n ag))agda K, (ag, 7).

(1)

Substituting A; and A, in , we can obtain expressions for the components O (1)

1
) 0[9] )

T[Sale)} in their final form.
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Consider the elastic region of a thick-walled element. The components a((:)), a((g)) 7'(([0)) of

the stress tensor in the elastic region are found from the stress function ®) in equations ([ ,

(14):

ng)) = (—=2C) — 6Cyr=* — 4C,r~?) cos 20 = 0,
O'(ég) = (201 -+ 6027’_4 + 12037*2> cos 20 = 07 (20)
7o) = (201 — 6Cyr=* + 6Cyr2 — 2C4r~2) sin 20

To determine C, Cy, C3, Cy we have linearized boundary conditions on the outer contour
of the element

do?
I () I .
UET)) + dl? cos 20 =0, T((Te)) + 2d1(a(09) - a?r)) sin20 =0, at r=1 (21)
and two linearized conditions for conjugation of stresses at the boundary of the plastic zone
D=0, [(D]=0 at r=r (22)

Then, from conditions , , we obtain the boundary value problem for the elastic
region of a thick-walled oval element:

o) = = M (r) cos 20, 7'((10)) My(r)sin26, at r = ro,

Y 23
o\ = — My(r) cos 26, 7'((:)) = —2My(r)sin20, at r = 1. (23)

Here under the condition of Tresque-Saint-Venant

MO = 2T8d1K1,

M, = 2a0dy K, (ao’m>(\/—sln(\/_ln—)+cos(\/_1n—))_

T ap

T0
2 e ) KD
_—(\/§COS(\/§IH o) + Sin(\/§ln o)) - / sin(v/31n7) drt
"o cos 20
ag

To
2 Inr)KL
+-—(cos(V31nry) — V3sin(v31Inrg)) - / cos(v/31Inr) ar.
"o cos 20
ao

To
dagds K, P 1 Kil)
My =~ (a0, 7o) cos(v31n Q) . sin(v/31nro) - / sin(v3lnr) dr+
r ao ro cos 26
aop

+§ cos(v/31nrg)

To

/cos(\/_lnr) (I)dr

cos 20

ao
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Solving the boundary value problem , we find all constants C; — Cy :

1
CH:Eu_wﬁyﬁm%@%z_mﬂ—@ﬁ—wﬁa+nf+2mﬁ+2Myfy
1
(3:§u_¢fy3@MML—g%—Aﬂm+mﬂ+ﬂMﬂ3%
1
Cy = grg (1= 157) 7" (3Mo(r5™" = 1g®) + My(1+3rg®) + Mo(1 = 3r5%))
1

Oy = 5(1= 15?7 (~Mo(L+ 7" = 205") + Mi(2 4+ 77 415" = Ma(rg” + 15))

Substituting C, Cy, C3, Cy in , we obtain the stress components in the elastic region of
the thick-walled element ag)) , a(é), 7-((:9)) in the final form.

We seek the equation for the boundary of the plastic zone r, in the form r, = rq 4 dry.
To determine the value of ry, we use the linearized conditions for the conjugation of the

components oy and K, on rq :

doY dK?
{aél) + %rl} =0, {Kﬁ” + dr* ?"1} =0 at r=nrg, (24)

From conditions we obtain

do? do? dKO
I I 0] o) X
el - () w0

Then we finally have
r = 1/)(7“0)7’0 COS 29,
Yi+Yo+Ys

Yi+Ys+2Z°
Here under the condition of Tresque-Saint-Venant

where (1) is some function of ¢ : ¥(rg) =

Vi = —4(2—Trg? +5ry (1 —rg?) 3d K,

apda K (ag, o))
ro(1 — 7“0_2)3

Yo = (145ry2 —1lrg* = 3ry% — (1 — 1r5?)?)

x(Vﬁﬁn(¢§m£a)—am<¢2mn30),

Qo

_ _ _ dQK*(ao 7"0)) To
Yy = —8(1—3r2 4ot 4 3r6) 2 2 10)) 32 )

2K,
(1 =rg?)?*
% ((v/3 cos(V31Inr) + sin(v31nr)) By + (cos(v3Inrg) — v3sin(v31n 7)) Bs),

Yy = —2(1+5ry2 — 1rg* —3ry% — (1 —15?)?) X

K. .
Vs = —4(1 = 3ry2 +ry* + ST()—G)m x (sin(v/31Inrg) By + cos(v31nry)By),
0
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n
ag n

J = 4[(1, }~<* = (1(0 1<1> )
1-— ag To
]l ao

To . _ T
B, = Eosm(\/glnro - 5) —5 sin(v/31Inag — g),

By = %cos(\/glnro - %) — %cos(\/glnao — g)

In the homogeneous case, the expression Y; is the same, the expressions Y5 and Y3 are
preserved, but instead of K,(ag,79), K1, Y4 = Y5 = 0 should be written. In this case, the
radius ry corresponds to the homogeneous case.

The equation for the boundary of the plastic zone r is written in the form:

rs = 1o(1 + 91 (ro) cos 20).
The obtained solution area is as follows
7“0(1 — 5?/)(7"0)) 2 CL()(]_ — 5d2)

The bearing capacity of a thick-walled pipeline element with ovalization is determined as
follows: If 1(rg) = dy, then the boundary equation 7, has the form ry = r¢(1 + dd; cos 260). In
this case, the ellipses bounding the outer contour of the element and the plastic zone will be
similar. Consequently, the plastic zone will reach the critical contour at once in all its points
and the bearing capacity is determined from a simple condition r, = rq.

In the absence of corrosion damage (r, = 1), the condition for determining the bearing
capacity of the element will take the form from ry = 1. Here r, is the numerically determined
critical radius of the element (ag < 7, < 1), corresponding to the maximum point on the
loading diagram AP = AP(rg), at which a thick-walled element is destroyed [1].

In all other cases (¢(ro) # di), the bearing capacity of a pipeline element with ovalization
can be researched as follows.

From the equation

’I"*(lil:(Sdl) :To(lﬂ:(sw(’l"o)), (25)

at # = 0 or 6 = 7/2, we find the value ry, and then from ([10) we obtain the critical value of
external loads, at which the plastic zone will reach some "critical” points of the thick-walled
element.

In the absence of corrosion damage to the element, equation should be adopted and
r. = 1 used in equation . In this case, critical points (marked with zeros in Fig. 2) are
located on the outer contour of the element 1+ dd; cos 26 at the points of its greatest (6 = 0)
or least (6 = m/2) curvature.

In the presence of corrosion damage of the element, the critical points are located inside
the element (marked with crosses in Fig. 2) on the contour 7,(1+ dd; cos 26) in the directions
of its greatest (0 = 0 or least (6 = m/2) curvature (this is determined through the coefficients
d; and dy). Reaching these crosses by any point of the plastic zone will lead to the destruction
of the element. Note that in an oval element, the plastic zone in the presence of damage to
the material becomes larger in size and somewhat elongated in the directions of its greatest
curvature. Wherein, in the above directions, the element acquires the greatest damage.



74 Research of the stress state of a pipeline element . ..

In this case d; = 0, ds = 1, we have a thick-walled circular element with an oval hole. The
bearing capacity of such an element is determined from the equation 7, = ro(1 + d1(ro)) at
Y7 = 0. Consequently, the “critical” points are located inside the element on the contour r,
in the directions of the greatest curvature (§ = 7/2) of the hole.

In this case dy = 1, dy = 0, we have a thick-walled oval element with a circular hole. The
bearing capacity of such element is determined from equation at Yo = Y3 = 0. "Critical"
points are located inside the element on the contour 7, (1 + dd; cos 26) in the directions of the
greatest (0 = 0) or least (6 = m/2) curvature of its outer contour.

All the obtained solutions at v = 1 go to the homogeneous case, and at § = 0 go to the
axisymmetric case.

5 Conclusion

The stress state of an elastoplastic element of a thick-walled pipeline when ovalizing a cross
section is studied under conditions of power and corrosion effect using a special softening
function (plastic inhomogeneity) in the plasticity condition of Tresca-Saint-Venant. An
elastoplastic problem is considered for a thick-walled pipeline element with ovalization under
the action of uniform external and internal pressure in a nonaxisymmetric formulation. The
problem is solved by the method of joint use of equilibrium equations and physical equations
in each zone and their "sewing" through the conjugation conditions on the elastoplastic
boundary, as well as by the method of perturbations in the theory of an elastoplastic body.

An assessment of the strength and bearing capacity of a loaded thick-walled pipeline
element with ovalization in the presence and absence of corrosion damage is given.
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DETERMINATION OF THE BALANCING MOMENT OF THE SIX-LINK
STRAIGHT-LINE CONVERSION MECHANISM OF THE BEAMLESS ROD
PUMP DRIVE

The paper considers a six-link straight-line conversion scissor mechanism, which is used as a new
design of the conversion mechanism of the beamless rod pump drive.

The purpose of balancing the conversion mechanism of rod pump drive (RPD) is to reduce the
required engine power and its uniform load per cycle of movement. The task of optimal dynamic
balancing of the conversion mechanism of the RPD is to determine the optimal values of the weight
of the counterweight Gow and the distance | = OL from the crank axis at which the minimum
peak value of the balancing moment on the crank shaft is provided. In practice, the determination
of these values is carried out empirically by comparing two peak values — the torque on the
crank shaft for the cycle of the mechanism movement. The result kinetostatics analysis, solving the
equilibrium equations of the six-link scissor mechanism, determined reactions of mechanism hinges
and values — the torque on the shaft of the crank shaft per cycle of movement of the mechanism.
Also, for the reliability of the results, according to the principle of possible movements through
the power of the acting forces, values — the torque on the crank shaft were determined.

Key words: Drive, transforming mechanism, crank, connecting rod, balancer, poise, analysis.
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MeXaHU3MIiHIH KaHa KOHCTPYKIUSICHI PETIH/E KOJJTAHAMBIS.

[MTranransr coproim KoHALIPrbLIaPbIHGIH (ITICK) Typienaiprim MexanusMid T€HECTIPY/IiH MaKca-
ThI KO3FAJITKBIIITHIH KAXKETTI KyaTbIH >KOHE OHBIH, KO3FaJIbIC ITUKJI Ke3iHJ/Ie OHBIH OIpKEeJIKi JKYK-
TeMecin azaiiTy Gonbin Tabbliabl. G TYPJEHIIPY MEXaHM3MiH OHTAM/IbI JIMHAMUKAJIBIK TEH/Ie-
cripyain, MigzeTi Kapcol caaMakThid, GP oHTalbl MoHIEpiH *KoHe WiHI1 I = OL 6inikTe Tene-
CTIpY COTiHIH MUHUMAJIIHI MOHI KAMTAMACBI3 eTigeTiH miHai OiMiKTeH KAIBIKTHIKTBI aHBIKTAY
00JTbITT TAOBLIA IR I¢ XKYy3iHae OYJI IaMasapabl aHbBIKTaY 7 €Ki MOHI — MEXaHU3MHIH Oip KO3FaJIbIC
[UKJIBIHA WiHJ OLTKTIH aiffHaly MOMEHTIH CAJIBICTBIPY apPKbLIbl IMITMPUKAJIBLIK, TYPIe KYy3€ere achl-
pbL1a bl KnHeTOCTaTHKABIK TaJI1ay HOTUZKECIH]Ie aJThl 3BEHOJIBI TONCAJLI-UIHTIPDEKTI MeXaH!U3-
MHIH OyBIHIAPBIHBIH Tele-TeH/IK TeHIEYIePiH, COHBIMEH KATap AJIFAH/Ia MEXaHU3M LIMEKTEeDiHiH
peakins KyII »KoHe 1 MOHIHIH — MeXaHU3MHIH, KO3Fa/Iy MUKJ YIIH WiHgl OLTIKTIH aifHaJIy MOMEH-
TiHiH OGipJecin Imentiayi HOTUXKeCIH/Ie aHBIKTAJI b
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Conjait-ax, HOTUXKEJIEP/IiH CEHIMJIUIr TeKCcepy YIIiH 9pPeKeT eTyIIl KYIITEePIiH KyaTrTapbl ApKbLIbI
BIKTHMAJI OPBIH aybICTHIPY KAFUJIACHIHA COWKEC T MOHJepi — uiHl OiTiKTiH aifHaly MOMEHTI aHbI-
KTaJIJIbI.
Tyitin cesmep: ZKerek, TypaeHmipymi MexaHu3M, aiiHAIIIAK, OyJFak, OaJaHCUp, Tele-TeHJIK,
Tajay.

Paxmarysmua A.'*, Nman6aesa H.', Hypmaran6erosa A.!, Caxenosa A.?, Cmarymosa H.!
! AIMaTHHCKWIH TeXHOJIOTHUeCKIH yHUBepCHTeT, VIHCTUTYT MEXaHUKH U MAINIMHOBEICHNS UM. aKal.
V.A. IxxonnacbekoBa, Kazaxcran, r. Aamarsr
2Satbayev University, Kasaxcram, . AimaTst
E-mail: kazrah@mail.ru*
OnpenesieHne ypaBHOBEIINBAKOIIETO MOMEHTA MIECTU3BEHHOTO IIPSIMOJIMHENHO-HAIIPABJISIOIIETO
npeobpasyoniero Mmexanu3ma 6e36aJIaHCUPHOro MPUBOIA MITAHTOBBIX HACOCHBIX YCTAHOBOK

B nmammoit crarbe paccMaTpWBAETCS IMECTU3BEHHBIN MPAMOJIMHEHHO-HATIPABIAIONIAN MTAPHUPHO-
PBIYAXKHBI MeXaHU3Ma, KOTOPOI'O MCIOJIb3yeM B KadeCTBe HOBON KOHCTPYKIIUU IIEPOODPA3YIOIIEro
MexaHu3Ma 0e30aJIaHCUPHOTO IIPUBOJIA IITAHIOBBIX HACOCHBIX YCTAHOBOK.

Iesib ypaBHOBEMMBaHUS IPEOOPA3YIONIEr0 MEXaAHU3Ma IITAHIOBBIX HACOCHBIX ycrTanoBok (IITHY)
3aK/II09A€TCS B YMEHBIIEHUU HEOOXOIMMON MOIMHOCTH JIBUTATESIsI U PABHOMEDHOIl €ro HArpy3KH
3a [UKJI JIBUKEHUS. 3aJ[a9a ONTUMAILHOIO JUHAMUYIECKOTO YPABHOBEITNBAHUS TPEOOPa3yoNero
mexanmzma [THY saxmouaercsa B onpe/ieieHny ONTUMAIBHBIX 3HadYeHU Beca mpoTusoBeca GTp
u paccroarue [y = OL or ocn KpuBOMIUIIA IIPU KOTOPOM obecliednBaeTcs MIHIMAILHOE HHKOBOE
3HAYEHUE YPABHOBEIIUBAIOIMIEIO MOMEHTa Ha BaJly KpuBomwumna. Ha mpakTuke ompejeeHue
STUX BEJIMIUH OCYIIECTBJISIETCS SMIMPUIECKU IIyT€M CPaBHEHWs JIByX NHKOBBIX 3HAYEHHUN yp
— KDPYTHIIEro MOMEHTa Ha BaJly KPHUBOIIWIA 33 MWK/ JIBIKEHHs MEXaHm3Ma. B pesyiabrare
KMHETOCTATUYECKOI'0 aHaJIN3a, Pellas COBMECTHO ypaBHEHUdA PaBHOBECHUS 3BEHBEB IIECTU3BEHHOI'O
MIapHUPHO-PbIYazKHOT'O MeXaHU3Ma, OIIpe/JIe/IEHbl CHUJIbl pEeaKIUN IMIapHUPOB MeXaHU3Ma W 3Ha4de-
HUZ yp — KPYTSANIEr0 MOMEHTa Ha BaJly KPUBOLIUIIA 38 IUKJI JIBHKCHHs MEXaHU3Ma. Tak ke i
IIPOBEPKU JOCTOBEPHOCTHU PE3YJILTATOB, 110 IIPUHIAILY BO3MOXKHBIX II€PEeMeIeHII Yepe3 MOITHOCTHA
JIeMCTBYIOIINX CHJI OIIPEIe/ NN 3HAU€HNsI yp — KPYTSINEro MOMEHTa Ha BaJly KPUBOIIUIIA

Kurouesbie cioBa: [Ipusos, mpeobpa3yroruit MexaHu3M, KPUBOIIIUII, MAaTYH, OaJaHCup, YPaBHO-
BEIIIEHHOCTh, AHAJIN3.

1 Introduction

Consider the dynamic modes of operation of the rod pump drive. When rod string goes up,
the balancing devices give the power body the energy accumulated during the motion of the
rods down. In the device under consideration, the counterweights are attached by special
devices to the 3rd link of the mechanism. It worth to note that the weight of the 3rd link
also plays the role of a counterweight, i.e. performs useful work.

In the problem of dynamic synthesis of mechanisms, the structural diagram of the
mechanism and, as a rule, metric parameters (lengths of links) are considered known. When
designing the mechanism, the given dynamic characteristics and mass-inertial characteristics
are found, and in some cases constant geometric parameters are sought, at which the required
dynamic characteristics of the movement are provided. As a rule, the problem of dynamic
balancing of mechanisms is considered for mechanisms for which ayay/g > 1. The following
tasks are most common [4, 5, 6].

1. balance (balance the masses) the impact of the mechanism on the support (the
foundation on which the mechanism is located);



78 Determination of the balancing moment . ..

2. balance (balance the moment or power) the impact on the engine of the mechanism (or
on the prime mover);

3. balance the effect on the kinematic pairs.

It is clear that to reduce the value of the inertia forces of moving links, it is necessary
to reduce the mass of these links. Due to the complexity of solving the problem using this
feature, such problems are solved by special methods [1, 5, 7].

It is customary to distinguish between static and dynamic balancing of the mechanism;
their elimination in the designed mechanism will correspond to its static and dynamic
balancing [1]. In this case, according to the degree of equilibrium, you can get an exact
or approximate solution (balancing).

Traditionally, the criterion for accurate static balancing of the mechanism is the condition
that the main vector of inertia forces of its links is equal to zero.

—IN

F =0 (1)

which corresponds to the immobility of the general center of mass of the mechanism. With
precise dynamic balancing, simultaneously with the specified condition, it is still necessary
to zero out the main moment of the inertia forces of the links, i.e.

—IN

F =0, M,=0. (2)

If the mechanism has managed to achieve the exact balancing conditions in any way, then
these conditions will be preserved under any law of motion of the input link and, consequently,
the balance of the mechanism (both static and dynamic) becomes an integral quality of the
mechanism.

Approximate balancing of the mechanism can be considered as an approximation to the
exact one, when in solving a specific problem some minor conditions can be neglected.

2 Analysis of literature data and problem statement

As a drive for rod pumps, beam-pumping units are traditionally used, which have a simple
studied scheme, and in comparison with other drives, an economical, repair-suitable design
[1, 2, 3-7, 8, 9,10].

Figure 6a shows the straight-line lambda-shaped Chebyshev mechanism, and Figures 1b-
e show its modifications and related mechanisms, which can be obtained by applying the
Roberts-Chebyshev theorem. The mechanisms shown in Figures 1a and 1b provide a fairly
high accuracy of reproducing a rectilinear trajectory with equal lengths of the connecting
rod-rocker group links and with strict observance of symmetry in the size of the connecting
rod (the connecting rod is an isosceles triangle).
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Figure 1: Chebyshev Mechanisms
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For further research, we selected the mechanisms shown in Figures 1a and 1g, since the
use of the remaining schemes is difficult due to the lack of access to the wellhead. However, a
more detailed study of the functionality of the selected schemes showed that it is not possible
to achieve a reduction in overall dimensions here. Thus, the gain is only in eliminating the
arched horsehead.

Figure 2: The Evans mechanism and its variants

Much more interesting were the mechanisms of the Evans type (Figure 2) and Evans —
de Jonge type (Figure 3), which are characterized by good access to the well, as well as a
small ratio of the length of the straight section of the rod curve trajectory to the lengths
of the mechanism links. Upon closer examination, the schemes in Figures 2 were the most
promising. The diagram in Figure 7a is the most compact.

However, to ensure the maximum ratio of the length of the straight segment to the length
of the connecting rod, an additional synthesis must be carried out taking into account this
additional restriction. This mechanism, therefore, is a competing scheme with respect to the
Roberts scheme, and the position of the upper rack was significantly lower than in the Roberts
mechanism.
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Figure 3: Evans-de Jonge Mechanisms

In [11, 12], a methodology, algorithms, and software for the kinematic and kinetostatic
calculation and optimal balancing of the conversion mechanisms of the RPD with a two-
arm beam and rotary equalizer were developed. The methodology and software were used to
calculate the pumping units RPD6-2,5-3500 and RPD8-3-4500 with maximum loads in the
wellhead gland of 6t and 8t.

An alternative option is to use straight-line mechanisms as a conversion mechanism. Thus,
the advantages of the PU (pumping unit) "with a floating beam" were confirmed by the
experience of developing and operating the 2CKM?7 type, created on the basis of the CKH70-
3012 pumping unit |2, 11]. The Evans lemniscate straight line is used here as a converting
mechanism. Another example of the use of straight-line mechanisms is the recent "Minnesota"
development [13], in which the reciprocating motion of the rod suspension is provided by the
Roberts mechanism. The goal of the development is initially to eliminate the massive and
complex head ("horse head") in typical installations |6]. Moreover, the overall dimensions in
both cases were almost two times smaller than the prototypes.

3 Solution of the problem

There are other types of straight-line mechanisms that could also be used effectively [11, 12,
13, 14, 15]. But a systematic study of them in relation to the problem under consideration
has never been conducted.

Next, we will conduct a kinetostatic analysis of the six-link scissor mechanism of the RPD.
The mechanism is affected by the load in the wellhead oil seal and the gravity of the links
and loads (Figure 4). The forces of friction in the joints and the forces of inertia are not taken
into account, since the values of these forces are insignificant.

For the equilibrium of the system of forces, the main vector of the force and the main
moment of the force are equal to zero

Y Fi=0 (3)
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Figure 4: Power analysis of the six-link scissor mechanism conversion mechanism of pumping
units

and

> M;=0 (4)

We consider the equilibrium of each link. G5 — weight of the fifth link operates on the
5th link at the center of mass, as well as P load (the weight of the rod string and pumped
liquids) in the suspension point of the D rod string, and reactive power Rs4 and Rse. Then
the equilibrium equations of the 5th link

_R§4 - R§2 =0
—Gs — R§; — R5, — P =0 (5)
G5(X55 — XB) + R?Q(XC — XB) + R§2(YB — YC) + P(XD — XB) =0

Consider the equilibrium of the 4th link, the connecting rod. The connecting rod is affected
at the center of mass of the connecting rod by G4 — the weight of the connecting rod and
Roy, Rs4 reaction forces. Then we make the equilibrium equations of the connecting rod —
the 4th link, taking into account R; = — Rsy4.

Rg, + Rg, =0
—Ga+ Ry + Ry =0 (6)
Gy(Xss — Xa) + R (Xp— Xa)+ RE(YAa—YE)=0

Now consider the equilibrium of the 3rd link. The third link is affected at the point
S3 by G5 force — the weight of the third link, at point by Gow force — the weight of the

counterweight and Ry3 and Rss reaction forces.
Then for the 3rd link

Ry — R5; =0
Gg(ng — Xo) + Rgz<XC — Xo) + R§2(YO — Yc) + GCW(XCW — Xo) =0
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Now consider the balance of the 2nd link, the connecting rod. The connecting rod is
affected in the center of mass of the connecting rod by G — the weight of the connecting rod
and Ry, R3o, Ry reaction forces.

Considering that Rsy = —Rs; and R3s = — Ra3, we compose the equilibrium equations of
the connecting rod - the 2nd link

—Ry + R5y + R5, =0
_G2 — Rgl + RgQ _'_ RgQ - O
G2(Xs2 — Xr) + RY(Xeo — Xp) + RE(Yr — Yo) + R%(Xe — Xp) + RE(Yr — Yeo) =0

(8)

Figure 5: The equilibrium of the crank

The crank is affected at S; point in the center of mass of the crank by G; — the weight
of the crank and .; engine torque, also at F' point Ry reaction and at GG point reaction. We

compose the equilibrium equations for the 1st link, where Ry; = —Rys.
ot Ry =0
—G1+ Ry + Ry, =0 (9)

Gl(X5'1 — XA) + Rgl(XF — Xg) + R%(YF — Yg> + Met =0

By solving equilibrium equations simultaneously, we find unknown components of
reactions and an unknown moment.

The purpose of the balancing task is to minimize input torque M on the crank shaft. To
do this, one needs to properly pick up the mass counterbalance and the distance of the center
counterweight from the axis of rotation. In the case of rotary balancing, the counterweight is
set on the crank. And here the counterweight is set on the 3rd link.
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The distance of the center of the mass counterweight from the axis of the rotation of the
link is defined in the first approximation as [15]:

OL =k - Hy(Puy+ Paiown)/4 - Few (10)
where H, —is the length of the rod string, P, Pyown are loads at the point of rod suspension at
the motion up and down, F,,, is the total weight of counterweights, the correcting coefficient
that is manually entered by the user until the two peaks of values - torque on the shaft of
the crank will not be equal.

Let’s use the well-known principle of possible movements

According to the principle of possible movements, power of these forces should be zero.
Let’s write this down for our problem:

(11)

FVs, + B3V, + BV, + FyVs, + FsVe, + Fow Vi, + +EpVp + Mg = 0 (12)
Here, are the velocities of the corresponding points of gravity forces application;

wqr — is angular speed of the crank;

M — is the torque on the crank shaft.

4 Discussion of experimental results

The results of the study of the balancing modes are presented in table 1. The last two columns
show and values, which were found in such a way as to minimize torque on the crank shaft.
In the calculation program, this is achieved by manually specifying correcting coefficient in
formula ([10)).

It was also found that when the direction of the crank rotation is changed
(counterclockwise), the moment on the crank shaft practically does not change, but the
balancing mode is somewhat worse (the counterweights are removed from the axis of rotation).

Table 1 — Results of the study of balancing modes

Pumping The Weight of the Counterweight
mode maximum counterweight distance from
Pup | Piown Angular | The torque on the with optimal the crank
velocity | length | crank shaft balancing rotation axis
of the
crank
EN | EN | rpm mm ENm kg mm
60 30 6,9 550 10,7 478 0,525m
60 40 4,3 1000 8,412 478 0,753m
60 40 6,9 1000 8,365 478 0,753m
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A) Graph of the change in torque as a result
of kinetostatic analysis

B) Graph of torque changes based on the
principle of possible displacements

Figure 6: The Graphs of torque changes

5 Conclusion

According to the results of the kinetostatic analysis, a graph of the change in the torque is
obtained. Figure shows the graphs of the torque change obtained in various ways.

The results of the work carried out show that the goal of the study has been achieved.
Since a detailed kinetostatic analysis confirms the possibility of using the studied six-link
straight-line mechanism as a converting mechanism for the rod pumping drive.

1. A kinetostatic analysis was performed and a mathematical model of the kinetostatic
analysis of the six-link conversion mechanism in the Maple environment was developed in
order to test the performance of the new design.

2. Numerical results obtained by various methods confirm that the results are reliable.
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MACHINE LEARNING APPROACH TO PREDICT SIGNIFICANT WAVE
HEIGHT

To estimate significant wave height of ocean wave, a machine learning framework is developed.
Significant wave height and period can be used by supervised training of machine learning to
predict ocean conditions. In this paper we proposed a method to predict significant wave height
using Support vector regression (SVR). Buoy dataset taken from the Queensland government open
data portal the input from which were aggregated into supervised learning test and training data
sets, which were supplied to machine learning models. The SVR model replicated significant wave
height with a root-mean-squared-error of 0.044 and performed on the test data with 95% accuracy.
Comparing to forecasting with the physics-based model the Machine learning SVR model requires
only a fraction (< 1/ 1200th) of the computation time, to predict Significant wave height.

Key words: Machine learning, significant wave height, Support vector regression.

Saxyp Axman, Maguaa Maucyposa*
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ToaKBIHHBIH, ejiey i OuikTirin 6oJKayra apHaJIFaH MalllMHAJBIK OKBITY Herisimjaeri Tocia

MyxuT TOJMKBIHBIHBIH, eJ1ey/1i OMiKTIriH Oarajiayra apHAJIFaH MAITTHAJIBIK, OKBITY YKYiteCi KypbIJIIbI.
ToKBIHHBIH, e/1eyJ/1i OUIKTITT MeH TOJKBIH ITEPUOIbI MYXUT YKaFIaiflIapbiH 60/Kay VIITiH OaKblIaHa-
TBIH MAITUHAJIBIK OKBITY OapBICHIH/IA MTail/IaIaHbLIY bl MYMKIH. ByJT 2KyMbICTa TipeK BEKTOPHI 91icCi
Herizimyeri perpeccus kemerimen (Support vector regression — SVR) ToSKbIHHBIH, esieysii OuikTirin
6oskay otici yeurabLIIbL. Byit mepekTep xkubiabl KBUHCIEH T YKIMETIHIH AIlbIK, IePEeKTEp TOPTaJIbI-
HaH aJbIHIbI, Kipic JAepekTepi OaKbIIAHATHIH OKBITY MEH TECTLIey VIIH JePEeKTEep >KUBIHTHITHIHA,
OipikTipiaai. SVR Momesi TosiKbIHHBIH ejieyii 6uikririn 0,044 opraina KBaJIpaTTHIK KaTeiKIIeH
KOPCETTI >KoHe TecTiney aepexrepinge 95% mpnmikien GoiibIHIIA OpbIHIAIAbI. TOIKBIHHBIH, eJeyJIi
OUMIKTIriH (PUBUKAJIBIK MOJE/Ih Heri3iHae 00/KayMeH CaJIbICThIPFaH 1A, MAIIUHAJIBIK, OKBITY HEri3iH-
neri SVR mogeni aiitapibikraii a3 ecenrey yakpirbia (< 1/1200) kaxer eref.

Tyitin ce3aep: MamumHaJIbIK OKBITY, TOJKBIHHBIH, eJIey i OMiKTIiri, Tipek BeKTOPBI 9/ici Herizingeri
perpeccusi.

Baxyp Axmaj, Maguaa Maucyposa®
Kaszaxckuit HanmoHa/IbHBIN yHUBEepcuTeT nMenn ayib-Papabu, Kazaxcran, r. AiMaTs
*E-mail: madina.mansurova@kaznu.kz
Iloaxoma Ha OCHOBE MaIIMHHOIO O0YyYeHus IJIs IIPOrHO3UPOBAHUS 3HAYNTEJIbHON BbICOTHI BOJIHBI

Paszpaborana cucrema MaImHHOTO O0YY€HUS JJIsI OIIEHKN 3HAYUTEIBHONW BBICOTHI OKEAHCKON BOJI-
Hbl. 3HAYUTEJIbHASI BBICOTA U II€PUOJI BOJHBI MOI'YT OBITH UCIIOJB30BAHBI IIPU KOHTPOJUPYEMOM
MaIIMHHOM OOyYeHUN JjIsl TPOrHO3UPOBAHNS COCTOSIHUS OKeaHa. B jaHHOiT paboTe MpejIozKeH Me-
TOJI, /It IPOTHO3UPOBAHUS 3HAYUTETHHOM BHICOTHI BOJIHBI C TIOMOITBIO PEIPECCUU HA OCHOBE METOIA
OLIOPHBIX BeKTOPOB (Support vector regression — SVR). Habop manubix GyeB B34T ¢ HOpTAJIA OT-
KPBITBIX JAHHBIX MPABUTEIHLCTBA KBUHCIEH 1A, BXO/HBIE JJAHHBIE C KOTOPOTO ObLIN 00beINHEHbI B
HaOOPBI JAHHBIX /I KOHTPOJUPYEMOI'0 O0yY€eHNs U TECTHPOBAHUS.

© 2020 Al-Farabi Kazakh National University
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Mogesis SVR Bocripon3Boiniia 3HAIUTEIHLHYIO BBICOTY BOJIHBI CO CPEJIHEKBAJIPATHIECKON OIMIHOKOI
0,044 u BBINOHAIACH HA TECTOBBIX JAHHBIX ¢ TOUHOCTHLIO 95%. ITo cpaBHEHNUIO ¢ TPOrHO3NPOBAHUEM
3HAYUTEILHOW BBICOTHI BOJIHBI HA OCHOBE (bu3mdeckoit momenn, mis Momean SVR ¢ marmmmaEbIM
obyuenuem Tpebyercs 3HauuTebHO MeHbine (< 1/1200) BpeMeHr BbIYMCIICHHIA.

KimroueBsbie caoBa: Mammanoe oby4uenne, 3Ha9nMasi BbICOTa BOJIHBI, PETPECCUs HA OCHOBE METO/A
OIIOPHBIX BEKTOPOB.

1 Introduction

Many people are unaware of a single climate factor that can have a profound effect on the
living conditions and health of coastal people. Wave weather is the distribution of wave
signals measured at a given time and place, just as atmospheric weather is defined as the
"intermediate weather" of a given time and place. About 10% of the world’s population lives
within 20 kilometers of coastline and less than 20 meters above sea level (Kummu et al.
2016). For these people, hot weather can affect their daily lives like atmospheric weather. Big
waves can disrupt harbors and make boats dangerous, keeping fishermen and boats afloat
while their businesses suffer.

Surfers aside, there are basic reasons why information on wave conditions over the next
few days is important. For example, delivery routes can be made by avoiding rough seas
and thus reducing shipping times. Another industry that benefits from wave information is
the $ 160 B (2014) [1] marine fishery, which can improve harvesting activities accordingly.
Awareness of critical situations is critical to military and navy operations by Navy and Marine
Corps teams. Also, predicting energy production from renewable energy sources is important
in maintaining a stable electricity grid because more renewable energy sources (e.g. sun, wind,
waves, wave, etc.) are in between. In the deep penetration of the renewable energy market, a
combination of increasing energy conservation and improved speculation of energy prediction
will be required.

Waves can be defined by three distinct elements: wavelength, wave duration, and direction
of wave. The higher the tide, the more dangerous the boat conditions and the greater the
potential for the wave to form or erode beaches and coastal cliffs. The direction of the wave
is the way in which the wave comes to the observer.

In practice, it is difficult to measure these variables because the waves of different
wavelengths, heights and directions can mix and produce very confusing wave patterns.
Scientists and engineers use sophisticated calculations to solve the parts of the waves and
produce three common summarization calculations: critical wavelengths (H,), wavelength
(T,), and wave direction (6,,). These three figures are then used to describe the weather of
the waves, just as temperature, rain, wind speed and direction can be used to describe the
local climate. Commercialization and distribution of wave energy technology will require not
only addressing positive and regulatory issues, but also overcome technological challenges, one
of which can provide accurate predictions of energy production. The need for any prediction
is that the model that is properly represented is developed, measured and validated. In
addition, the model must be able to run fast and include the correct prediction details in its
predictions. A mechanical framework for this skill is developed here.

Because wave models can be awfully expensive, a new method of machine learning |2, 3,
4] is being developed here. The purpose of this approach is to train machine learning models
in the more realistic model of wave-based physics forced by atmospheric and ocean history
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conditions to accurately represent wave conditions (in particular, significant wavelengths and
feat). Computer costs are often a major limitation of real-time forecasting systems [6, 7].
Here, we use machine learning techniques to predict significant wave height by taking the
predictor and predict and variable into account from the dataset. While machine learning
were used to predict wave conditions [8, 9, 10, 11, 12, 13|, it has not been used in the context
of a surrogate model which can obtained highest accuracy with lowest root mean squared
error as defined below.

2 Wave modeling

2.1 Numerical Model

The Simulating WAves Nearshore (SWAN) code FORTRAN is a standard industrial tool
developed at Delft University of Technology that incorporates wave fields in coastal waters
forced by wave conditions at natural boundaries, oceans, and winds [14]. SWAN mimics the
energy contained in the waves as they travel in the ocean and disperse ashore. Specifically,
data on the surface of the ocean contains a wave-variance spectrum, or energy density F(o, ),
and these wavelengths are still distributed over wavelengths (as seen in the unused frame of
the current speed reference) with distribution directions common to rotate the stems of each
spectral object.

The bulk of the action is defined as N = FE/o, which is saved during the distribution
along the wave element before the current one. The appearance of N(z,y,t;0,60) in space,
x,y, and time, ¢, is governed by the action balance equation [15, 16]:

0_N+ acxN+8cyN n 5CJN+369N — Stot
ot ox dy do o0 )

. (1)
The left side represents the kinematic part of the equation. The second term (parent) describes
an increase in the wavelength of a wave in the opposite direction of the Cartesian space where
the ¢ is wave wave. The third term represents the effect of a change in radian frequency due
to differences in water depth and current mean. The fourth term presents a deeper reflection
and current practice. Maximum ¢, and ¢, distribution speed in the spectral space (o,6). The
right-hand side represents the dynamic sources of space and the sinking of all body processes
that produce, disperse, or disperse the wave energy (i.e., wave growth through air, offline
power transmission through three or four wave interactions, and wave decay due to white
extinguishing, collision, and depth).

Haas et al. [5] define wave power consumption as a function of the critical wavelength, Hs
and time wavelength, T". This information can be used to calculate wave power. Therefore,
the time limit of 7" and, in particular, Hs because J is proportional to the wavelength, is
necessary to predict the intensity of the wavelength.

3 Machine learning

3.1 Proposed method

Supervised machine learning regression models are tested to perform tasks of predicting
significant wave height. Support-vector Regression (SVR) constructs a hyperplane or set
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of hyperplanes in a high- or infinite-dimensional space, which can be used for regression
(Hs prediction), or other tasks like outlier’s detection. The function used to map a lower
dimensional data into a higher dimensional data though kernel. Two parallel lines drawn to
the two sides of Support Vector with the error threshold value, (epsilon) are known as the
boundary line. These lines create a margin between the data points.

3.2 Background

Python toolkit SciKit-Learn [34] was used to access high-level programming interfaces to
machine learning libraries and to cross validate results. Machine learning have shown the
greatest potential for pattern recognition in large data sets. Consider that a physics-based
model acts as a non-linear function that converts input (wave signals and variable ocean
currents and wind speeds) to output (spatially variable Hs). The predictor and predict and
from buoy data can be collected in input vector, x, and output vector, y, respectively.

Because the purpose of this effort is to develop a framework of machine learning to
effectively predict Hs from buoy data, the nonlinear function mapping inputs to the best
representation of outputs, ¥, is sought:

9(z;0) =7. (2)

The machine learning sufficiently trained model provides a mapping matrix, ©, which is
a machine learning data model driven by vector-matrix functions included in (3).

The Python Toolkit SciKit-Learn [21] has been used to access high-level frameworks for
cross-validation results and python machine learning libraries. Machine learning SVR model
is used considering the root mean squared error, less training data for better prediction and
is faster to compute output (more on this later).

3.3 Training dataset

Cairns wave monitoring of Queensland Coastal weather Observation data from Datawell
0.7 m Waverider Buoys were downloaded. Measured and derived wave parameters from data
collected by a wave monitoring buoy anchored at Cairns (1 Jan 2020 to May 2020). The
dataset has six fields: Hs, Hmax, Tz, Tp, Di_TpTrue and SST. These fields are defined in
table (2). There were 130 occasions when data from wave monitoring buoy at cairns were
missing. Those missing values were deal using feature engineering by replacing them with the
average values. These data were compiled into X vectors. In total, the design matrix X has
4,369 rows and 7 columns. - -



Zahoor Ahmad, Madina Mansurova 91

Table 1. Dataset fields (Attributes)

Field Definition

Significant wave height, an average of the highest third of the
Hs waves in a record (26.6 minute recording period)

The maximum wave height in the record The zero upcrossing
Hmax wave period
Tz The zero upcrossing wave period
Tp The peak energy wave period

Direction (related to true north) from which the peak period
Dir Tp TRUE | waves are coming from
SST Approximation of sea surface temperature
Date Time The Date and time of the record

For SVR algorithms, Y is composed of the 4,369 model runs (rows), each of which contains
7 attributes (columns) defining the H's field.

Note that in practice, data on design matrices is pre-processed. Specifically, X undergoes
a generalized global variable (e.g., all existing members are measured so that their total
distribution is Gaussian with zero mean and unit variance). Here, no pre-processing of SVR’s
Y is required.
~ Data X and Y were randomly divided into two groups to form a training data set
consisting of 90% of 4,369 rows of data and test data sets the remaining 10%. The mapping
matrix is calculated using training data and then used in the test data set and RMSE between
the vector of the test data, y, and its machine learning representation, 7 is calculated.

The SVR algorithm needs to be supplied only by X and the vector of the H's value column
compiled as y. Data were further subdivided into two groups with 90% of z vector randomly
assembled in training dataset and reserved the remaining for testing. The SVR model returns
three files; the first describes the normal change applied to z, the dot product taken with the
mapping matrix © described in the second file, and the third file is used to convert y back
to the characteristic Hs. B

3.4 Support vector regression model

In training data set Xn is a multivariate set of N observations with Yn response value
observed. To find the linear function (4) and make sure it is as flat as possible, find f(x)
having minimal norm value

flx)=2"B+0b (3)

(8, 5). This is constructed as a convex optimization problem to minimize (5) subject to all
residuals

1

I = 588 @

having a value less than ¢; or, in equation form (6):

Vn:ly, — (2,8 +0)| <e. ()
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It is possible that no such function f(z) exists to satisfy the constraints of all points.
To deal with impossible obstacles, enter the slink én and £ * n variables for each point. This
approach is similar to the concept of "soft margin" in SVM segmentation, because the flexible
flexibility allows regression errors to exist until the én and € * n values, but still satisfy the
required conditions.

The inclusion of slack variables leads to the primal formula, also known as the objective
function [25]:

Jw>=§my+05§@m+§) (©
Subject to: -

Vn oy, — (2,8 +b) < e+&, (7)

Vn (2, 84+0) =y e+ & (8)

Vn & >0 (9)

Vn &, >0 (10)

Constant C' is the limit of the box, a positive numerical value that controls the penalty
placed on the observation which lies outside the epsilon margin (¢) and helps prevent over-
fitting. This value determines the trade-off between f(z) fatness and the value until the
deviation greater than e is tolerated.

The linear loss function of e-insensitivity ignores errors that are in ranges of € distance
of the observed values by considering them as equal to zero. Loss is measured based on the
distance between the observed value y and the € boundary. This is described by

Lo i - @)l <e
c ly — f(z)| —e Otherwise

(11)

In most of the linear regression models, the objective is to minimize the sum of squared
errors. For example, take Ordinary Least Squares (OLS). For OLS with one predictor
(Maximum wave height) the objective function is as follows:

MINZ(%‘ — w;;)’ (12)
=1

Where y; is the target, w; is the coefficient, and x? is the predictor (Maximum wave
Height).



Zahoor Ahmad, Madina Mansurova 93

Ridge, Lasso and ElasticNet are all extensions of this simple equation, with an additional
penalty parameter, Correlation-based Feature Selection (CFS), that aims to minimize
complexity and reduce the number of features used in the final model. The aim is to reduce
the error of the test set.

In contrast to OLS, the SVR’s objective function is to reduce coefficients — in particular,
the [2-norm of the vector coefficient — not the squared error. The term error is rather handled
in constraints, where we set the absolute error below or equal to the specified margin, called
the maximum error, € (epsilon). We can tune the epsilon to get for our model the desired
accuracy. The new objective function and constraints for our model are as follows:

M. . . 1 2
inimize |w|%, (13)
Subject to |y; — (w,z;) —b| < ¢

Where z; is a training sample with target value y;.

The inner product plus intercept (w,z;) — b is the prediction for that sample, and ¢ is
a free parameter that serves as a threshold. The Kernel applied here is RBF(Radial basis
function) due to non-linearity in the data set.

T
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Figure 1: Scatter plot showing the actual and predicted values for Hs. The Swan model values
horizontally on X-axis and SVR predicted values are represented by Y-axis vertically.

The SVR model effectiveness was evaluated according to the accuracy percentage in
predicting H s value. In the SVR results no bias was observed and 95.7% of the time correctly
predicted the characteristic Hs in the test data set. The scattered plot in Figure 2 visualize
the characteristic Hs from SWAN and the SVR representation which revel that there is no
outlier found with the final model.

The problem of regression is to find a function that approximates mapping from an input
domain to real numbers based on a training sample. To analyze the performance of SVR, the
model was trained on 90% of the dataset and the remaining 10% was allocated as test data.
The accuracy of SVR was 95% on test dataset with a root mean squared error of 0.044.
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Figure 2: Plot visualizing the actual and forecasted values for Hs against time series. Blue
indicate the actual Swan model Hs while the orange represents SVR predicted Hs.

4 Discussion

Advanced machine learning models have been developed here to create improved mapping
matrix (or vector) and pre- and post-processor functions, to predict significant wave height.
Instead of the historical data used to create an input vector, x, now the weather data can
be used. In order to work with the weather mode, the data from buoy are used, both the
predictor and predicant from the same data, to train the machine learning algorithm to
form Hs field. Such data is part of the Marine Information System which is the state of
WAVEWATCH IllI-predictable waves conditions available for the next 10 days. Also, forecasts
for ROMS-simulated ocean-currents and wind forecast are available for the next 48 hours
from CeNCOOS and The Weather Company [19], respectively. For the Cairns wave the
historical data is available on Queensland Coastal weather Observation [24] for data taken
from Datawell 0.7m Waverider Buoys.

The execution of machine learning models quickly produces the H s field. Computationally,
this only need a multiplication of the L+ 1 matrix. In fact, for a 24-hour forecast, on a single-
core processor the machine-learningSVR took 0.044 s to calculate the Hs field | well over
three orders of magnitude (485,833%) faster than the running the full physics based models.
In fact, performance that requires a lot of wall clock time loads metrics files for memory.

The machine learning models presented here are specific to the Queensland coast cairns
region and will need to be re-training to apply to other locations. Of course, using a physics-
based model on a new site requires the creation of a grid and the integration of all the
boundary and conditions of coercion with all the efforts of the server. However, the important
thing is that the framework needed to develop this technology is introduced for the first time
for wave modeling in 2017. As expected [22|, the data-centric modeling machine learning
approaches has grown increasingly common in last few years and are expecting to grow in
near future rapidly.
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5 Conclusion

An improved version of machine learning models has been developed with new approach,
as computationally efficient to predict Hs fields. From supervised training of machine
learning models determined appropriately trained mapping matrices, give in representations
of similarly accurate Hs in the domain of interest. Thus, this approach of machine learning
models can contribute to a fast and efficient wave-condition forecast system. The power-
generation potential of WECs or surf conditions can be estimated using these forecasted wave
conditions. Ultimately, it is envisioned that such improved version of machine learning models
which don’t required many parameters for accurate prediction could be installed locally on a
WEC thereby making their own forecast system. In addition, the buoy itself can collect wave-
condition data that can be used to update machine learning models. As machine learning
technology advances, they can be adapted to integrate the continuous distribution of real-
time data collected locally with predictions available to change and improve the parameters
of the machine learning model. In fact, such methods have already been widely used "online
learning" [23].

The approach previously proposed by author to predict characters Hs using MLP requires
a large amount of data and more calculation to form mapping matrix due to lack of
an important parameter maximum wave height, which is considered in this work. This
parameter when used as a predictor gives better forecasting with low calculation cost and high
model efficiency. Additional efforts are currently underway using ensemble machine learning
approaches to predict Hs and Wave period T. The results are expected to further improve
the process of wave characteristics prediction and take into account how bathymetry effects
wave heights.
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Integration of information systems in the design of an integrated logistics
platform

Each logistics information system has its own storage. This is due to the fact that the companies
that form the supply chain are independent and may have different legal statuses, legal documents,
etc. But in order to ensure the smooth and adequate operation of the platform when making
decisions, it is necessary that the data and applications of one system be recognizable in another
system. Therefore, integration is needed at several levels. The main goal of the study is to show
possible ways of creating integrations starting from the system design stage. Integration theory is
a complex task, so it needs to be comprehensively considered. All integration processes are reduced
to data integration and software integration. The analysis of integration methods is carried out,
as well as factors that negatively affect the integration possibilities are considered. Solutions of
integration problems, to ensure the optimization of the design process (reduction of the design
time) and design of the system itself (minimization of the content of the system), and during the
operation of systems, optimization of its functioning (behavior) of the system. As a result of the
study, the need to create data integration and application integration that allows you to structure
data is shown. It should be noted that data can be located at all levels of the system architecture.
And the system software can be: software modules, applications and systems. The basis of all types
of system software, i.e. applications and an integral system are made up of software modules, design
and development of software (i.e. based on programming systems) is based on service-oriented
technologies, where the basis of systems is software services. The research carried out can be used
in the development of information systems.

Keywords: information system, platform, integration, services, data.
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Xasbikapasiblk, AKnaparThik, Texnosorusiiap YHausepcuteti, Kazakcran, AiMaTs K.
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Kentenai jJoructukaibik miaTdopMaHbl »KobaJjlay Ke3iHae aKIlapaTTbhIK »Kyliesaepai 6ipikripy

OpOip JIOrUCTUKAJIBIK aKIIapaTThIK, *KYHEeHIHO31H /IIK KoiMackl Oap. ByJ1 jorukaJ/ibik Tizberikypaii-
TBIH KOMIIAHUSLJIAPJIBIH TOyeJICi3 OOJIyblHA KoHe Je TYPJi3aHIbl MopTebesepi, 3aHIbl KyKaTTa-
pBI >KoHe T.6. bapbiHa OailaHbICThl 6ol Kestemi. IlermimaepKabbligaral Ke3/e m1aT(OopMAHbIH,
OIPKAJIBINTHI *KOHE aJeKBATTHI KYMBICHIH KAMTAMACHI3 €Ty VIIiH, Oip KyiieHiH MosiMmerTepi MeH
KOCBIMITIAJIAPBI €KIHIII JKYiie/1e TaHbIMIbI 00Ty bl KaskeT. COHIBIKTAH WHTErPAIUIHBI OipHere 1eH-
reiijie »kacay KarkKeT. 3epTTey/iHHeri3ri MakcaThbl - »KyiieHi »Kobajiay Ke3eHiHeH Oacrall MHTerpa-
IUSIHBI KYPY/IbIH OapJiblK MYMKIH 2KOJIapblH Kepcery. VIHTerpaiusi TeOpusiChbl KypJIeJiiic, COH-
JIBIKTaH OHBbI KAaH-KAKTHIKAPACTHIPYKAXKET. BapJIblK MHTErpalusIblK, IPOIECTep MIJIIMETTEDIIH,
2KoHe barmap/iaMasiapIbIHIHTEPralnsaChIHAOKE I COKThIpapl. HTerpanusiay oicTepin Taagay
KYPprisiziesi, cCOHbIMEH KaTap WHTErPAIUSIIBIK MYMKIHIIKTEpre Tepic ocepereTin ¢akTopaap Ka-
pacreipbuia bl 2Kobasay nporecin (2k06aJiay yaKbITBIHKBICKAPTY ) XKOHe XKYHeHIHO31H xKobasay/ bl
(>kyfieHIHMa3MYHBIH MUHUMU3AIUSAIAY ) OHTAMIAH BIPY/IBl KAMTAMACHI3€TETY UHTETDAIUSIIBIK MO~
cesiesIep/iiH mernrMaepi G6obin TabbLIa b, ajl Kyiejaep KYMBIC ICTereH Ke3ie OHBIH YKYMBICHIH
(MiHE3-KYJIKbIH) OHTAMIAHABIPY GOJIBIN TabbLIaAbl. 3epTTey HOTHUKECIHE, AePEKTEPIIKYPhLIbIM-
Jayra MYMKIHJIK OepeTiH Mo/IiMeTTep WHTEerPAIUsChIH 2KOHE KOCBHIMITAIAPIBIH, HHTEIDAIIASICHIH
KYpYy KaxKeTTurir kepcerinren. Jlepekrep KylieHiHApXUTEKTYPACHIHBIH, OapJIbIK, JeHIeHIepinae op-
HaJIacybl MYMKIH €KeHiH eCKepy KazKeT.
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At xyiteHiH Oargap/iaMalibIK, KacaKTaMachl peTiHje: 6araapiaMaiblK, MOLYJIbIep, KOChIMIIAIap
JKoHe XKyitesep 60sybl MyMKiH. 2KyiieHiH OarmapiaMalblK, XKacaKTaMaHbIH OapJIbIK TYpJIEepiHiH-
Heri3i, sSFHU. KOCBhIMINAJAp MEH aXKbIpaMac XKyie OarmapaMajiblK, MOMIYJIbIEPIHEH TYpaJbl,
GarjapiaMaJiblK  KacaKTaMaHbl kobajay KoHeosipsiey (sarHu Oarmapiamajay Kyiiesepine
Heri3JiesireH) KbI3MeT KopceTyre GarbITTajfaH TeXHOJOIHsiIapFaHeri3iesireH, MyHa Kyiejepiit-
Herizi 6armap/iaMaJIbIKKbI3MET KepceTyre HerizjzesreHn. zKyprizijiren 3epTreysepii aKIapaTThIK,
Kyiesepl JaMbITyIa KOJIIaHyFa 601, Ibl.

KinTik ce3aep: akmaparThIK XKyite, maTdopmMa, HHTErPaIys, KbI3METTED, AePeKTep.
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Nurerpanusa nHdOpMaUOHHLIX CUCTEM HNPU NPOEKTUPOBAHUM MHTErPUPOBAHHON IIaT(OpPMbI
JIOTUCTUKU

Kaxxnast nuHpOpMAIMOHHAsT CUCTEMa JIOTUCTUKY MMeeT CBOE XPAHUJIMINE. DTO CBA3AHO C TEM, UTO
KOMIIAHUHU, KOTOPbIE 00Pa3yIOT JJIOTUCTUIECKYIO IEIOUKY SIBJISIIOTCS HE3aBUCUMBIMU U MOI'YT UMETH
pa3Hble IOPUIMYECKHE CTATYChl, IIPABOBBIE JOKYMEHTHI W T.7. HO mjisgs Toro urobbl 0becrnednTh
GecriepebOHYI0 U aJeKBATHYIO paboTy mIaTdOPMbL IPXA IPUHATAN PEIIeHn, HEOOXOIUMO ITOOBI
JIaHHBIE W TPHUJIOXKEHUS OJHON CHCTeMBbI OBLIN y3HaBaeMbl B Jipyroii cucreme. [loaromy mHeobxo-
JIMa WHTerpalys Ha HECKOJbKUX ypoBHsAX. OCHOBHAS IIeJIb UCCJEJOBAHUS - MOKA3aTh BO3MOXK-
HBIE IIyTU CO3J[@HUsI MHTEIPAIMl HAYMHASI C Talla IIPOEKTUPOBAHUS CUCTEM. 1e0opusi MHTErpPaIlii
SIBJISIETCS CJIOYKHOM 3aJ1a4eil, I09TOMY ee HaJI0 BCECTOPOHHE PacCMOTpeTb. Bce mHTerparuoHHbe
MIPOIIECCHI CBOIAUTCS K WHTETPAINU JaHHBIX W HHTerparuu nporpamM. OCyImecTBIeH aHajm3 Me-
TOJIOB MHTETPAINN, & TaKyKe PACCMOTPEHbI (DAKTOPBI, HETATUBHO BJIUAIONINE HA WHTErPAIHOHHBIE
BO3MOXKHOCTH. Pererns 3aa4 nHTErpaIui, 00eceInTh OMTUMU3BAIIIO IPOTIECCa IPOEKTUPOBAHUST
(coKpaleHus! TPOJIOIIZKUTENHLHOCTH BpEMEHH [IPOEKTUPOBAHNS) U IPOEKTUPOBAHKE CAMOI CHCTEMbBI
(MUHMMUBAIUSA CONEPIKAHUE CUCTEMBbI), a IIPU IKCIJIyaTallul CACTEM ONTUMU3AIM ee (DyHKIIO-
HupoBaHus (LIOBeJEHUs) cUCTeMbl. B pesysibrare IPOBEIEHHOIO UCC/IEI0BAHMS IOKA3aHa HEOOX0-
JUMOCTh B CO3/IAHUU WHTETPAIUU JTAHHBIX U WHTEIDAIAN ITPUJIOKEHUI, TO3BOJISIIONINE CTPYKTY-
pupoBath ganubie. Ciieayer OTMETUTD, 9TO JAHHBIE MOTYT PACIIOJIATAThCs HA BCEX YPOBHAX ap-
XUTEKTYPbI CUCTEMbI. A IPOrpaMMHBIM 0OECIIEYeHEM CUCTEMBI MOXKET BBICTYIIUTh: IIPOrPAMMHBIE
MOJLyJH, ipuiozKeHust u cucrembl. OcHOBY Beex BuioB 110 cucremsbl, T.e. IPUIOKEHUI U 11€JIOCTHOM
CUCTEMBI COCTABJISIOT MPOrPAMMHBIE MOJIYJIN, IIPOEKTUPOBAHNE U Pa3pabOTKa MPOrpaMMHOrO obec-
nedenus (T.e. Ha OCHOBE IPOIPAMMUPOBAHUSL CUCTEM ) BEJIETCS HA OCHOBE CEPBUC-OPUEHTUPOBAHHOM
TEXHOJIOTHUI, TJIe OCHOBY CHCTEM COCTABJISAIOT IPOrPAMMHBIE CePBUCHI. [IpOBeIeHHbIE UCCIIETOBAHUS

MOTYT OBITH UCIIOJB30BAHbBI IPU pa3paboTKe HH(MPOPMAIIMOHHBIX CHCTEM.
Kuarouessbie cioBa: ndopmarmonnas cucrtema, miardopMa, WHTErpallisi, CEPBUCHI, JaHHbIE.

1 Introduction

Companies continue to accumulate disparate integration solutions, while, according to one of
the recent studies, it is the presence of many tools that negatively affects the implementation
of integration projects. The lack of system in the approach to integration, the use of many
tools, often with overlapping functionality, the lack of a clear understanding, leads to the fact
that the next integration problem is solved for a long time and with excessive costs, and the
maintenance of the integration results turns out to be too complicated and expensive.
Companies are showing increasing interest in methods and tools for managing business
processes (business process management, BPM), combining disparate operations in various
departments in an end-to-end successful business process - more than the basis for a strategic
approach to the integration of corporate applications. On the other hand, the development
of BPM technologies, in particular the BPMN and BPEL languages for describing and
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executing business processes, has resulted in the emergence of a large number of proposals for
business processes on the market. Forrester analysts believe that the best candidates for an
integrated integration system for modern enterprises are integration-oriented business process
management systems [1].

But all of these methods and technologies share common limitations - they all do not take
into account the semantics of data and applications when integrating.

Based on their created packages of programs and systems that provide data integration
of applications and systems. Integration of systems in most cases is a forced measure aimed
at improving the efficiency of business processes in which information systems are used. The
article discusses the main approaches to the integration of information systems, the proposed
methods for solving various problems.

In automated business logistics, a problem arises for the following reasons:

First, the systems business processes are based on web services technologies, therefore,
integration between services is necessary; With service-oriented systems design technology,
there is a need to integrate software and data from software modules, software applications,
software systems, or ecosystems.

Secondly, the supply chain can be implemented by various economic entities with different
legal statuses and organizational structure, management management systems. Therefore, for
a system of work between them, integration is required.

Thirdly, during the execution of logistic chains or logistic processes, which are fragments
of the logistic supply chain of goods, the installation of data and procedures integration is
required.

2 Service-oriented integration

SOA is by far the most sophisticated approach to application integration. The goal of this
paradigm is to break down the logical functionality of a software system into smaller logical
units, also called services.

The central concepts of SOA integration are "service"and "process". A service is a function
that is well-defined, self-contained, and independent of the context or state of other services.
Services have the following characteristics:

- Reusable custom encapsulation of a recurring business task that hides implementation
details from the service interface.

- They are the building blocks for business processes.

- Can be linked with other services to encapsulate more important business functions,
working in the context of specific business needs.

A process (business process) is defined as the logic of their interaction, independent of
the implementation of services.

Allocating services based on application functionality only makes sense if they can be
used repeatedly and in different contexts. It is customary to distinguish a supplier, a service
consumer, and a component that ensures interaction between the supplier and the consumer
(the so-called broker). Business processes are encapsulated from the service virtualization
layer through direct interaction with application functions. Business processes are connected
by connecting services with varying granularity. Together they represent an end-to-end
implementation. The flexibility of business processes is a consequence, since one service can be
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changed to a more suitable implementation, without any impact on the consumer of business
processes [3].

In the SOA approach, the information system is divided into several nodes - services
that can interact with each other. This is an SOA integration scenario, i.e. coordination of
information and data transmission formats.

To solve such a problem, it is necessary first of all to determine how the services are
connected. You can connect to each other directly, but then you get a large number of links
that will be difficult to use when expanding the platform, and the conversion of the data
format when moving from one service to another must be taken into account. Therefore,
with such a problem, a BPEL server can be used, which acts as a service bus, it unifies the
data format, as well as controls the exchange of data between services [4].

2.1 The basics of building software for a business process automation system based on
BPEL

As part of the work, the model of service of goods is considered, which describes the main
stages of receipt and shipment of goods. The block diagrams describing the algorithm are
shown in Figure 1-2.

st of commodity items, quantity, weight, volume,
shelf lfe, information about the supplier

WS definitions
strategy

[T wwewan [ ]

determing the dale and tme of
cargo acceplance

define personnel, equipment,
containers, unioading zone space

define the cargo

acceptance area

according (o the
strateqy

and inspection of transport

Take cargo according
1o the strateg

check qualiy / quantity
shoriage

generate an invoice and an
agreement with the supplier
‘determine the storage location in
the storage area
. placing goods in a specific place .

wiite out an

post goods (QR,
barcode)

Figure 1: Algorithm for executing the cargo service model (goods receipt)
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list of commodity items, quantity, weight, volume,
shelf life, customer data, delivery times

search for cargo by QR, barcode

determine the date of shipment of
the goods

define personnel, equipment,
containers, picking area space

v

collection of cargo in the picking
area

v

generate cargo and accompanying
documentation

v

moving goods to the shipping
area

¥

| | ship goods | ‘

'

+

Figure 2: Algorithm for executing the cargo service model (packaging and shipment of goods)

Each task in the presented flowcharts is performed using the BPEL language:

- waiting for the arrival of a new application or the previous process (i.e. waiting for the
result of the previous task). To accomplish this goal, BPEL must use Receive semantics;

- initialization of the passed variables to prepare for calling the web service. In this case,
data type conversion is possible. BPEL supports Assign semantics to accomplish this goal;

- calling a web service, which is available as a WSDL, to perform a specific task, for
example, "determine the date of receipt of the goods."BPEL supports Invoke semantics to
accomplish this goal;

- getting the execution result of the called web service to prepare for returning or
transferring the result to the next process. To accomplish this, you also need to use the
Assign semantics in BPEL;

- return of the received data when the current task is performed next. To accomplish this,
you need to use the Reply semantics in BPEL.

In addition to the semantics discussed above, the BPEL language supports a whole set
of other semantics, the use of which allows you to build an information model of system
management.

Let’s model the workflow using BPEL. Here, a typical model of cargo acceptance is
considered, in which there are main stages from the moment the application is submitted
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to the placement of the cargo at the storage address. Figure 3 shows the process for filing a
storage claim.

_| Cargo handling strategy I—
—l Cargo storage application I—

Wait for a new application

Pass input variables to call the web service
Call web service
Pass the result of the resulting function

Return the result

R2

Figure 3: BPEL description of the cargo storage claim process)

Now we will give a description of the same BPEL process in code form:

<process name="Zayavka>

The process element is followed by partnerLinks, which define other services or processes
with which this process interacts. In this case, the only affiliate link automatically generated
by the wizard is the link for the client interface of that BPEL process

<partnerLinks> //

<partnerLink name = "client"partnerLinkType = "tns: Client-Admin"

myRole = "Admin" />

<partnerLink name = "reservation"partnerLinkType = "tns: Admin-reservation"
partnerRole = "zayavkalssuer" />
< /partnerLinks>

PartnerLinks is followed by global variable definitions that are available throughout the
BPEL process. The types of these variables are defined in the WSDL for the process itself.

<variables>

<variable name="purchaseRequest"messageType="tns:purchaseRequest" />

<variable name="cost"type="xsd:double" />

<variable name="items"type="tns:ItemSet" / >

<variable name="cancelRequest"messageType="tns:cancelRequest" />

<variable name="cancelResponse"messageType="tns:cancelResponse" />

<variable name="detailRequest"messageType="tns:detailRequest" />

<variable name="detailResponse"messageType="tns:detailResponse" />

<variable name="dateReached"type="xsd:boolean" />

< /variables>

1. The administrator receives data from the client using a web application;

2. The administrator sends the data to the service. As a result, a new request sends
the entered data to the execution server of BPEL processes (which is visible from the
outside as a set of web services) and thus generates a new instance of the "request for
cargo acceptance'process;
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3. The BPEL process calls an external web service that performs the "create a new
ticket"task. The function of this service takes input from the request in step 2) and passes
the result to the next process;

4. formation of a queue, which includes information about the cargo, the date of receipt,
special processes of certain strategies (selection of mechanisms, personnel, etc.)

<bpel:sequence name="strategy>

<bpel:sequence name="date>

<bpel:receive name-="new request "partnerLink="client" />

<bpel:assign name "variables>

< /bpel:assign>

<bpel:invoke name="Calling an external function with parameters>

< /bpel:invoke> <bpel:assign validate="no"name="Getting the result of a function >

< /bpel:assign>

<bpel:reply name="Returning the result" />

< /bpel:sequence>

< /bpel:sequence>

< /bpel:process>

The process must also match requests to each other. For example, we can assign a
unique ID to each quote and final proposal. BPEL documents these identifiers using the
<correlationSet > tag:

A key part of the BPEL document defines the steps required to process a request. The
<sequence> tag performs actions sequentially; the <flow> tag runs them in parallel; and
the <receive>, <reply>, and <invoke> tags define the basic steps required to interact with
web services using WSDL.

The sequence begins after receiving the buyer’s request. The <flow> tag takes a parallel
set of steps to contact each supplier for a quote. Each action refers to a specific WSDL
operation and uses the available variables for input and output. After receiving responses
from the supplier, the purchasing agent composes a message to respond to the buyer. An
administrator can use the BPEL <assign> tag and W3C XPath to target portions of an
XML document to take vendor containers and finalize a proposal back to the customer [5].

The last step is to manage the exceptions in the script. For example, if an error occurs
while contacting a supplier, the agent might want to send a message to the customer. BPEL
includes error handlers for these error conditions.

3 Material and methods

In this section, the relevance of the distribution of the execution of the operation on the cargo
and the web service performing the operation for the subsequent automation of important
decision-making processes will be considered.

In the developed platform, the method of decision-making under uncertainty was applied
and an attempt was made to model a decision-making system based on common sense.

The problem of combining general consideration and logical reasoning was resolved with
the advent of the theory of fuzzy sets, proposed by L. Zadeh, a professor at the University
of Berkeley (California, USA) [6-7], in the 60s of the last century. The theory of fuzzy sets
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made it possible to operate with a mathematically fuzzy representation of concepts that have
qualitative and subjective characteristics.

With the help of a fuzzy model, the problem of cargo distribution among web service
operations was solved. Obviously, the decision-maker must distribute the load taking into
account such characteristics of operations as the speed of the operation, reliability, flexibility
of the operation, etc.

Given:

X=(z1, 2, x3, ..., ;) is a set of loads arriving at a certain moment of time;

Y=(y1, Y2, Y3, ..., Yp) & set of features that characterize the operation;

Z=(z1, 29, 23, ---, Zm) & set of web services performing the operation.

It is required to distribute the load among web services in an optimal way, taking into
account the properties of the operation for this particular load.

Of course, for each group of cargoes, it is advisable to select its own set of features, and
here it is obvious that each cargo will have a feature to some extent.

In the work, the main features of the operation are considered, 4 features have been
identified that are important for any type of cargo:

- quick response to the order;

- the reliability of the operation;

- the speed of the operation;

- flexibility of the operation;

- execution of the operation requiring special conditions.

All signs of the operation were assessed by experts of DRAGON SYSTEM LLP engaged in
international logistics and experts of BK Logistics LLP engaged in warehousing and storage
of non-food products. An expert assessment is necessary, since in many cases the decision
maker does not have the full amount of data and acts in conditions of inaccurate information.
The experts were asked to evaluate the cargo according to these characteristics, i.e. if, for
example, we take the sign "speed of operation it is easy to determine which of the goods is
perishable and requires quick execution of the operation, and which cargo can be processed
in a longer time frame. This allows experts to give an expert assessment of the value of
the membership function of a particular cargo to a set of perishable goods: if the cargo is
obviously perishable, then the value of the membership function will be close to 1, if, on the
contrary, the value of the membership function will be close to 0.

According to the criterion "speed of response to an order an order with high danger
(toxicity) and food orders must be processed quickly, that is, if there is a cargo with such
characteristics, the expert assigns the order a maximum value of 1;

According to the criterion "reliability of the operation the goods having the criterion of
fragile, dangerous, toxic and other characteristics - the maximum value of the membership
function 1;

According to the criterion "speed of operation"for perishable goods, the maximum value
is 1;

According to the criterion "flexibility of the operation"if the operation when working with
the cargo can be rebuilt, stopped without loss, etc. then the value is 0;

According to the criterion "execution of an operation requiring special conditions"goods
with a large dimension, or large weight, or special conditions of transportation.
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Thus, at the first stage, experts evaluated all 5 features and a formalized condition of the
problem was obtained.

We have two sets R and S.

Let r: X X Y — [0, 1] be the membership function of the odd binary relation R, which is
set by the experts. The physical meaning of this function is to what extent the attribute yj.
corresponds to the load x;.

As a result, we get a representation of the ratio R in matrix form:

x1 [T (xey1) r(xXy2) ... r(X1,yp)
R _ X2 r (X27y1) r (X27Y2) R (X27yp)
Xn [T (Xn,¥1) T (Xn,¥2) o0 T(XnuYp)
Table 1: Fuzzy ratio R
quick the reliability | the speed of | flexibility execution of
response of the | the operation of the | the operation
to the | operation operation requiring
order special
conditions
Item 1: solid, light weight, | 0,3 0,1 0,3 0,1 0,1
small size, household, not
hazardous. No special
conditions
Item 2: solid, heavy weight, | 0,1 0,5 0,1 09 09

oversized, manufacturing, non-
hazardous, special conditions
Commodity 3: solid, light | 0,9 0,1 0,9 0,5 0,9
weight, small size, food, not
dangerous, No special
conditions

Commodity 4: solid, regular, | 0,5 0,9 0,5 04 0,8
small size, manufacturing,
hazardous, special conditions

Item 5: Liquid, Regular, | 0,7 0,9 0,7 0,5 0,8
Dimension, Household,
Hazardous, Special Conditions
Item 6: liquid, regular, small | 0,9 0,3 09 0,5 0,3

size, food, not hazardous, No
special conditions

Item 7: Liquid, Heavyweight, | 0,7 0,5 0,7 0,8 0,8
Oversized, Household,
Hazardous, Special Conditions
Item 8: gas, light weight, large | 0,7 0,9 0,7 0,7 0,8

size, household, hazardous,
special conditions

Item 9: gas, light weight, | 0,5 0,7 0,5 04 0,5
dimension, household, not
dangerous, No special

conditions
Item 10: Gas, Regular, | 0,7 0,9 0,7 04 0,8
Dimension, Household,

Hazardous, Special Conditions

We carry out the same procedure with S fuzzy binary relation.
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Let s: Y x Z — [0,1] be the membership function of a fuzzy binary relation S. Is equal
to the degree of importance from the attribute y; for the web service z;. In matrix form, this
relationship is:

U1 S(ylvzl) S(thg) 8(y172m>
g— ¥ s(y2,21) s (Y2, 22) - s (y2,2m)
Yn |5 Wpr21) 5 WUpr22) -0 S (Yp, 2m)

Table 2: Fuzzy ratio S

WS1 [ WS2 | WS3 | WS4 | WS5 | WS6 | WS7 | WS8 | WS9 | WSI10
g},‘&‘;‘:‘egp"“"' tothe | o9 100 |09 |09 |07 |05 |07 |03 |os |03
the reliability of the
operation

the speed of the
operation
flexibility of the
operation
execution of the
operation requiring | 0,3 0,5 0,7 0,9 0,3 0,3 09 0,5 09 0,9
special conditions

09 |07 0,5 0,3 0,9 0,9 0,9 0,7 0,3 0,5

07 109 0,3 0,5 0,9 0,7 0,5 0,9 0,9 0,3

05 |03 |09 |07 |os |09 |03 |09 |07 |09

The matrix of fuzzy relations R:

0,3 0,1 0,3 0,1 0,1

0,1 0,5 0,1 0,9 0,9

0,9 0,1 0,9 0,5 0,9

0,5 0,9 0,5 0,4 0,8

R 0,7 0,9 0,7 0,5 0,8

0,9 0,3 0,9 0,5 0,3

0,7 0,5 0,7 0,8 0,8

0,7 0,9 0,7 0,7 0,8

0,5 0,7 0,5 0,4 0,5

10,7 0,9 0,7 0,4 0,8

The matrix of fuzzy relations S:

0,9 0,9 0,9 0,9 0,7 0,5 0,7 0,3 0,5 0,3
0,9 0,7 0,5 0,3 0,9 0,9 0,9 0,7 0,3 0,5
S=10,7 0,9 0,3 0,5 0,9 0,7 0,5 0,9 0,9 0,3
0,5 0,3 0,9 0,7 0,5 0,9 0,3 0,9 0,7 0,9
0,3 0,5 0,7 0,9 0,3 0,3 0,9 0,5 0,9 0,9

Further, from the matrices R and S, we obtain the matrix T
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t(l’l, Zl)
t(l‘g, Zl)

T =

t (371, ZQ)
t ((L’Q, ZQ)

t(zn,21) t(xn,22)

t ('rly Zm)
t (2, 2m)

t(Tp, 2m)

where each element of the matrix is calculated by the formula:

t(x,z) =

thus the matrix T has the form:

[0,72 0,77 0,63
0,53 0,50 0,72
0,62 0,69 0,67
0,66 0,66 0,64
0,67 0,68 0,64
0,71 0,73 0,65
0,63 0,64 0,68
0,66 0,66 0,65
0,68 0,68 0,64
0,68 0,69 0,63

)e

s (y, z)

0,68 0,72
0,69 0,53
0,74 0,62
0,64 0,66
0,64 0,67
0,68 0,71
0,69 0,63
0,65 0,66
0,63 0,68
0,64 0,68

>, 7 (Y

2,7 (2,9)

0,63 0,63
0,66 0,66
0,57 0,65
0,65 0,73
0,65 0,70
0,65 0,61
0,64 0,64
0,66 0,68
0,67 0,69
0,64 0,71

0,63
0,69
0,62
0,64
0,64
0,65
0,66
0,66
0,65
0,64

0,68
0,69
0, 74
0,64
0,64
0,68
0,69
0,65
0,63
0,64

0,46
0,77
0,56
0,59
0,57
0,49
0,60
0,58
0,56
0,56

Next, you need to set a threshold number in order to determine the set of products, the
operation of which can be performed using the web service, according to the formula:

l :r(r'linmax min (¢t (z, z), t(z, z;))

J)

x

The first step was to compose a matrix of pairwise minima:

0,722
0,500
0,621
0,661
0,672
0,707
0,631
0,658
0,677
0,677

Matrizo fpairwiseminima =

0,633
0,500
0,670
0,635
0,639
0,652
0,639
0,653
0,638
0,631

0,633
0,692
0,670
0,635
0,639
0,652
0,677
0, 647
0,631
0,631

0,678
0,532
0,621
0,635
0, 644
0,679
0,631
0, 647
0,631
0,643

0,633
0,532
0,573
0,648
0,650
0,652
0,631
0,663
0,669
0,643

0,633
0,660
0,573
0,648
0,650
0,610
0,643
0,663
0,669
0,643

0,633
0,660
0,621
0,642
0, 644
0,610
0,643
0,658
0,654
0,637

0,633
0,692
0,621
0,635
0,644
0,652
0,660
0,647
0,631
0,637

0,456
0,692
0,561
0,590
0,567
0,486
0,603
0,584
0,562
0,557

We calculate the maximum element of each column: 0,722 0,670 0,692 0,679 0,669 0,669

0,660 0,692 0,692

Among the maximum elements, we find the minimum, equal to 0.66. In the matrix T we
find a number slightly less than 0.66, it is equal to 0.658, which is a threshold number.
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Next, we modify the matrix, and if the element ¢ (z;, 2;) is greater than or equal to the
threshold number, then the product xi is included in the set M;.
As a result, we get a modified matrix T’.

70,722 0,767 0 0,678 0,722 0 0 0 0,678 0
0 0 0,724 0,692 0 0,66 0,66 0,692 0,692 0,772

0 0,694 0,67 0,742 0 0 0 0 0,742 0

0,661 0,661 0 0 0,661 0 0,726 0 0 0

o _ 0,672 0,678 0 0 0,672 0 07 0 0 0

0,707 0,734 0 0,679 0,707 0 0 0 0,679 0

0 0, 0,677 0,689 0 0 0 0,66 0,689 0

0,663 0,658 0 0 0,663 0,663 0,679 0,658 0 0

0,685 0,677 0 0 0,685 0,669 0,692 0 0 0
0,677 0,689 0 0 0,677 0 0,711 0 0 0 |

4 Results and discussion

We represent matrix T’ in the form of a table 3.

Table 3: Modified fuzzy ratio T’

Thus, the distribution of the operation execution for different categories of goods by
web services was considered, which have the characteristics of the operations that they can
perform.

As can be seen from matrix T, the distribution of product categories by web services was
obtained, taking into account the priority of the product.

If a service is busy performing an operation of one product, another product with
the same characteristics can implement another service. When evaluating the services, the
"preferences"of the web service were taken into account. Therefore, each web service works
only with the product that is present in its set of preferred products.

4.1 Integration solution for logistics system applications

Apache Camel, which implements Enterprise Integration Patterns, is used as a basis for
integrating applications within the system. The advantages of using this framework are as
follows:

1. Open source framework

2. Implemented EIPs

3. Ability to use different transport (TCP, UDP, HTTP, etc.) and API

4. Lightweight routing description language, based on Java DSL, and it is also possible
to use Spring XML, Scala, PHP and other languages.

If you need to integrate with web services, the SOA architecture is used in conjunction with
the Apache CXF framework, which also simplifies application development. At the moment,
it has a huge number, 328, plug-in components for interacting with third-party systems

For a more detailed application, it is necessary to understand the architecture of the
framework itself. The following figure shows the main components of the framework:
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WS1 | WS2(| WS3| WS4 | WS5| WS6| WS7| WS8| WS9 | WSI0
Ttem 1: solid, light weight,
amall stog, homsebold. not 0722 | 0767 | - |o0678|0722| - . - |oes| -
hazardous. No special
conditions
Ttem 2: solid, heavy weight,
GvRrsEed, MEUfchEIg, - - |om4]o0602| - |o0660]|0660] 06920692 0772
non-hazardous, special
conditions
Commodity 3: solid, light
weight, small size, food, not B 0,694 | 0,670 | 0,742 B R 3 _ 0.742 R
dangerous, No special
conditions
Commodity 4: solid, regular,
small size, manufacturing, 0,661 0,661 = = 0,661 3 0,726 o = =
hazardous, special conditions
Ttem 5: Liquid, Regular,
Dimenston, Houselold, 0672 | 0678 | - - loen2| - |om0]| - . -
Hazardous, Special
Conditions
Ttem 6: liquid, regular, small
size, food, not hazardous, No 0,707 | 0,734 - 0,679 | 0,707 - - - 0,679 -
special conditions
Item 7: Liquid, Heavyweight,
Oversized, Household, - - o677 | oese| - . - | os60 | 0gso | -
Hazardous, Special
Conditions
Ttem 8: gas, light weight,
large size, household, 0,663 | 0,658 - - 0,663 | 0,663 | 0,679 | 0,658 - -
hazardous, special conditions
Ttem 9: gas, light weight,
Gitttal oty MOHEIIG, Mgt 0,685 | 0,677 | - - | 0685|0669 | 0,692 | - = e
dangerous, No special
conditions
Item 10: Gas, Regular,
Dimension, Homaehold, 0677 | 0,689 | - - |o677| - |o7mi| - . -
Hazardous, Special
Conditions
Lots of products to be T1 TI, T1
dlstr.lbuted across web T6, ;g, T3, Té, ;40, T3,
SErvices 19, | e | T2 | T2 | o, T, | D T2 | T,
T10, TS : T7, T T10, T8, T9’ I T7, T2
TS, T9, T3 T6, TS, T2 TS’ T8 T6,
T&— 3 T1 T8, y T2
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Figure 4: Components of the framework

iy TR

1. CamelContext - context of code execution
2. Routing engine - message routing engine
3. Processors - message handlers
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4. Components - components of interaction with third-party systems

The exchange of messages shown in Figure 5 is carried out between systems using
"neutral"endpoints, described using a message endpoint (URI).

An example of an endpoint description (Figure 6):

1. Schema - determines the type of transport (in this case, the file will be read)

2. Context path - context address (data / inbox directory)

3. Options - additional option (delay of 5000 ms, update interval is determined)

Ol S Mo & O

P — x Data
Data Message Message
Message Channel ¥ v
endpoint endpoint
Sender Recever
application application

Figure 5: Messaging between applications

file:data/inbox?delay=5000

Scheme Context path Options

Figure 6: Endpoint description
5 Conclusion

To solve a common task - the task of automating logistics processes, it is required to perform
various integration tasks. The need for integration arises both at the level of data and software
modules (within models and intermodular relations) and at the level of the logistics system as
a whole, i.e. to harmonize the robots of the logistics system with other systems, for example,
ERP systems, CPM systems, enterprise PLM systems, etc. This factor requires that the
system be integration-oriented or integration-adapted, i.e. adapted to integration processes.

Thus, the system should be designed on the basis of integration-oriented design
technologies, and also, which is no less important, the operation of the system should be
carried out on the basis of technology oriented to the integration process, while integrating
data, software modules and applications [8-9].

Integration of data and software modules during design will occur in different cases and
in different parts of the system. In other words, it can be argued that the integration process
occurs when the logistics processes are performed in various places / tasks and subtasks or
operations. To complete the integration process, it is required to build a system based on
certain requirements, i.e. the system must have a number of conditions.

1. the system should be built on the basis of POSIX principles.

2. the system must be interoperable, i.e. interoperability, interfaces must be fully open,
interact and function with other products or systems without any restrictions on access and
implementation.
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Various integration processes are carried out in places of origin in the procedural

composition of the corresponding system, or by collecting a set of separate procedures that
locally solve only one integration process as part of a single system, which we will call a
system or a subsystem, or an integration bus [10].
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STUDY OF THE INITIAL BOUNDARY VALUE PROBLEM FOR A
TWO-DIMENSIONAL CONVECTION-DIFFUSION EQUATION WITH A
FRACTIONAL TIME DERIVATIVE IN THE SENSE OF
CAPUTO-FABRIZIO

In this paper, we study an initial boundary value problem for a differential equation with a
fractional order derivative in time in the Caputo-Fabrizio sense. This equation is of great practical
importance in modeling the processes of fluid motion in porous media and anomalous dispersion.
The uniqueness and continuous dependence of the solution of the problem on the input data in
differential form is proved. A computationally efficient implicit difference scheme with weights is
proposed. A priori estimates are obtained for the solution of the problem under the assumption
that the solution exists in the class of sufficiently smooth functions. The uniqueness of the solution
and the stability of the difference scheme with respect to the initial data and the right-hand side
of the equation follows from the obtained estimates. The convergence of the difference problem
solution to the differential problem solution with the second order in time and space variables
is proved. The results of computational experiments confirming the reliability of the theoretical
analysis are presented.

Key words: Fractional differential equation, fractional derivative in the sense of Caputo-Fabrizio,
finite difference method, energy inequality method, stability, convergence, a priori estimate.
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1 Introduction

Differential equations containing fractional derivatives have become popular because they are
more suitable for modeling specific real-world problems than ordinary differential equations.
Therefore, the development of analytical and numerical methods for the theory of fractional
differential equations is an urgent and important problem. One of the important examples
of applying this type of equations is the equations describing flows of a multiphase fluid in
highly porous fractured formations with fractal well geometry.

In this paper, we obtain a priori estimates in differential form for this problem, which
implies the uniqueness of the solution and its continuity from the input data. An implicit
finite difference scheme of the second order of approximation in time and in a spatial variable
is proposed. The stability of the proposed scheme as well as convergence with a speed equal
to the approximation order is proved. The results obtained are confirmed by numerical
calculations performed for two test problems.

2 Literature review

In recent years, the use of fractional order derivatives to construct mathematical models of
various physical processes involving electrical circuits [1], thermal and diffusion processes [2,3],
medicine [4,5], and other processes [6,7], as well as the development of numerical or analytical
solutions for these fractional mathematical models are very relevant. Among them, the
problems of fluid flows in porous media are of great interest, where their dynamics are
significantly affected by memory effects, which are described by the theory of fractional-order
integro-differentiation [8,9]. In the fluid flow problems, whose state and observation processes
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are controlled by the time-varying Brownian motion or the Levy process, the Riemann-
Liouville fractional derivative was used for the Zakai equation [10]. In [9], several models
were proposed to describe fluid flow processes in complex fractured porous media containing
fractional Riemann—Liouville derivatives in time and space. For single-phase fluid flow, a
nonlinear pressure equation containing fractional Riemann-Liouville derivatives with respect
to time is obtained, a fractional differential modification of Darcy’s law is proposed, and a
fractional differential equation for anisotropic fluid flow is obtained. A fractional differential
modification of the Barenblatt-Gilman model for nonequilibrium two-phase countercurrent
capillary impregnation is also proposed, taking into account the effects of power memory when
the system relaxes to a local equilibrium state. For the two-phase flow of an incompressible
and immiscible fluid in porous media, a memory formalism using the fractional Caputo
derivative was introduced and a two-level discrete time method was developed that uses a
large time step for pressure and a small time step for saturation [11]. In [12], a nonlinear two-
dimensional orthotropic fluid flow equation with a fractional Riemann—Liouville derivative in
time is considered. In [13], a fractional model was presented for two immissible fluids flowing
through a porous medium with an average capillary pressure, and the solution was obtained
using the Mittag-Leffler function, the Sumudu transform, the sinusoidal Fourier transform
and their inversions after obtaining the corresponding formulas for fractional integrals and
derivatives. In [14], the laminar flow of a fluid in an axisymmetric porous cylindrical channel
exposed to a magnetic field was investigated. The governing equations consisted of fractional
partial differential equations based on Caputo-Fabrizio fractional derivatives in time.

As we can see, many papers have been devoted to the theoretical development and
application of fractional derivatives in various branches of science, but in this paper we want
to use the recently introduced fractional derivative in the sense of Caputo-Fabrizio without
a singular core [15]. The properties of the Caputo-Fabrizio fractional derivative are studied
in [16], and various boundary value problems for the fractional heat equation involving this
fractional derivative are studied in [17].

The use of the Caputo-Fabrizio fractional derivative has been studied in many papers. For
example, in [18], the equation of groundwater flow within an unlimited aquifer is modified
using the concept of the Caputo-Fabrizio fractional derivative without the singular core.
In [19], the model of groundwater motion through a geological formation was extended using
the Caputo-Fabrizio fractional order derivative and the equation was solved analytically using
some integral transformations.

The main contribution of [20] is the construction and analysis of stable schemes based on
the third-order finite difference method in time and spectral methods in space for the effective
solution of the two-dimensional diffusion equation containing a fractional Caputo-Fabrizio
time derivative. In [21], the Caputo-Fabrizio fractional derivative is used to introduce two
new types of high-order derivatives and the existence of solutions for two such fractional high-
order integro-differential equations is studied. The article [22] presents a parallel algorithm for
solving a two-dimensional fractional differential equation. For this algorithm, a distribution
model and a data layout with a virtual boundary are developed. In addition, in [23] application
to a nonlinear Fischer-type reaction-diffusion equation was investigated, in [24] application
to a stationary heat flow, in [25] application to a groundwater flow, and in [26] application to
the study of chaos on the Wallis model for El Nino, in [27] the fractional Nagumo equation
with nonlinear diffusion and convection was studied using the Caputo-Fabrizio fractional
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derivative.

3 Material and methods

3.1 Formulation of the problem

Let @ = (0,1) x (0,1) and Q7 = Q x (0,7T) for T > 0. We consider the following initial
boundary value problem: find u € ()7 such that

ogu=Ku+ Du+ f(x,t), (z,t) € Qr, (1)
u(z,0)=p(x), x€Q, (2)
u(x,t)=0, xe€ddx(0,T), (3)

where 0 < a < 1, 1'2(1'1,172); K:Kl‘l—Kz, D:D1+D2,

Kot =t 00) e D= 50 (00 25 ) = 1.2

T ox,, 0Ty,

The fractional derivative is defined in the sense of the Caputo-Fabrizio definition:

ou «

t
1
P (2,1) = m/exp(—'y (t=7) 5 (w,7)dr, 7=
0

(4)

1—a
Assume that the following conditions hold for the coefficients and the right-hand side of
(1):

ki (2,1) € CY(Qr) s g (2,1), f(2,1) € C(Qr), (5)

0<ci <km(z,t)<co |gm(z,t)] <c2, 2¢1 >0 (6)

Assume that there exists a solution to the problem (1)-(3) in a class of sufficiently smooth
functions.

3.2 Uniqueness of the solution and its continuous dependence on input data

Introduce the following scalar products and norms:

T
Hqu,QT:/O /Qquazdt, ||u||§,Q:/u2dx,

Q
ou 2
— , (u,v) :/uvda:,
01QT Q

ou
Vulie, = |5

e

| ‘
07QT

T
2 _ 2
a2 = / / Dy lull2 g da dt,
0 Q
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where u and v are functions defined in Q7 ; Dy;“u is the Caputo-Fabrizio fractional integration
operator [28]:

e 2(1-0) 2 [!
DOt u:ﬁu(t)—i—2_a/0 U(T)d'r, tZO

The following two lemmas are proved similarly to [29].

Lemma 1 For any absolutely continuous function on [0,T], y(t), the following inequality
holds:

1
yogy > 58323;2, 0<a<l.

Lemma 2 Lety (t) be a non-negative absolutely continuous function satisfying the inequality
Oy <my(t)+72(t), 0<a<l1

for almost every t € [0,T], where v, > 0, v (t) are nonnegative summable functions on [0, T].
Then

y(t) <y(0) Bo (mt”) + T (a) Eaq (111%) Dy v2 (1)

where E, (2), Eq, (2) are Mittag-Leffler functions:

ZF (an+1)’ 2 RZF (an+p)

n=0

Boundedness of the functions E, (t*) and E,, (t*) for 0 < t < T yields the following
inequality for a non-negative absolutely continuous function y (x,t) under the conditions
of Lemma 2:

2 2 2
1llo.q, < Milly (2,0)llo.q, + Mzl - (7)

Theorem 1 If u(z,t) € C**(Qr) N C*°(Qr), du(z,t) € C(Qr), then under the
conditions (5)-(6) the following inequality holds for the solution of the problem (1)-(3):
lu (2, O)llg g, < Millu(z,0)ll5 g, + M | f (. O]F, My, My >0,

which yields the uniqueness and continuous dependence of the solution on input data.

Proof. Using (1), we get

T T T T
/ /u@&udxdt:/ /Ku-udxdt+/ /Du-udxdt—l—/ /f(x,t)ud:pdt. (8)
0 0 0 0
Q Q Q Q

Estimate the integral on the left-hand side of (8) using Lemma 1:

T 1 T
/ /u@&udmdt > 5/ 6y Nulff ¢ dt. (9)
0 0
Q
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The integrals on the right-hand side of (8) are estimated as follows:

T
c
/ /Ku cudrdt < 2ceeq ”qu,QT + ﬁ HVUHSQT , (10)
0 2 1
r 2
—/ /Du cudzdt > o ||Vullg g, (11)
o9
" fudedt < Zf12 0, + 2l (12)
; =g Wloar ™5 1%logr
)

Choosing &1 = (2¢3) ", &3 = (2¢1 — cg)_l, it follows from (8) that

2 1 2
O,QT + 201 - C% HfHO,QT :

T 2 C% 2
[ etz adrs (e - 2)Ivulig, <o
Using Lemma 2 implies
T 2 r 2
| e nliade< [ lute o)l B0 des
0

(@)

2
2c1 — ¢

T
/0 o (t%) Dy |1 (2, )12 d. (13)

Using the inequality (7), we obtain the statement of the theorem from (13).

3.3 Construction of the numerical method

For the numerical solution of the problem (1)-(3) we apply the finite difference method. In
Q7 , we introduce a uniform finite difference grid w;,, = W, X w,, where

On = {2y = (ih, jh): i=0,1,..,N, j=0,1,...N, Nh=1},

w, ={t,=nr, n=0,1,...M; T=71M}.

First let us derive a discrete analog of the fractional derivative in the sense of Caputo-
Fabrizio. For this purpose we use the technique applied in [30] for the derivation of the
discrete analog of the fractional derivate in the sense of Caputo. In the following lemma we
assume u (t) = u (-, 1).

Lemma 3 Let u(t) € C?[0,T]. The discrete analog of the derivative (4) with the
approzimation order O (T37%) is given by

Z 9n—s (u (ts—H) —u (ts)) ) (14>
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where
Ag,a’ s=0, n=0,
oo ) AYT+ B, s=0, n>0,
9 = A‘”—i—BSJrl By 1<s<n-—1 n>0,
A% — B9 s=mn, n>0,
0o €T —=1 . T —1 wo ET(VT—=2)+~T+2
AT = A =G BT = Iyerio+s) 821 (15)

Proof.  Following [30], let 0 =1 — «/2. Using the definition (4), construct the following
approximation for the fractional derivative of the function u () € C®[0,T] of order a, 0 <
a < 1, in the sense of Caputo-Fabrizio at a fixed point t,,4,, n € {0,1,..., M — 1}:

I & [ 3
a&n-&-v ( ) Agtm—au = 1—a Z/ €xp (_7 (tn+0' - 77)) UIS (7’}) d77+
s=1 Yts—1
1 [lee y
o exp (=7 (tnto — 1)) U (1) dn, (16)
tn

where g () is the approximation of u (1) on [ts_i,ts], s € {1,2,...,n}. Various approaches
to approximate s (n) result in different computational schemes which differ by the
approximation error, the complexity of the calculations. Among them, approaches based
on applying the trapezoidal rule, interpolation and predictor-corrector methods are known.
In this paper, we utilize the quadratic interpolation polynomial of v using three nodes t,_1,
ts and tgyq:

as (t) _ (t B ts);:z_ ts-‘rl)u (ts—l)_ (t B ts—lz—gt - ts-‘rl)u (ts>+ (t — ts—2122<t —t ) ( $+1> (17)
for which
w) =)= (i e (- ) (13)

6
holds, where ¢ € [ts_1,ts11], & € (ts—1,ts11). Using (17) in (16), we obtain

1 n ts Uts—1 + uft,s (T’ - tsf 1) d77
Ag, /
>/

tn+o‘
dn + / ,
1 —a s—1 eXp (7 (tn+0' - 77)) 1 -« exp (’Y (tn+cr - 77))

s=1

where u; s = (0¥ — u®) 77wz = (uf — ws1) 771 Taking into account the equality

<n,

/ts n—ts_% iy = exp (v7) (Y7 — 2) + 7 + 2
to_y XD (7 (tnso — 1)) 2y?exp(yT(n+ o —s+1))

we arrive at

1 = exp (y7) — 1
A, = — .
Otn+a a <; eXp (’YT (n + o— 5 + 1)) U/t7 1+
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t,s ut,s—l) +

i eXp(W)(W—2)+W+2(

u
— 2yexp(1T (n+ o0 —s+1)) exp (Y7o

exp (yTo) — 1u
) )

Finally, using the notations (15), we arrive at the assertion of the lemma.
In @y, we introduce the following difference scheme with weights of the approximation
order O (h? + 72):

AG,. . Yis = Oyij + Yy + ol (19)
yzoj = Pij» (20)
v =0, n>0 (21)

where @ = (“)1 +@2, U = \111 +\112,

Gmyij = 05 (Um,ij |77m 7] |> gm nym,u + 0 5 (77;;1;; + ‘nr—;,lzT]n D g’rjzlzyjnya(:j,zg?

\I/myz] — (gmy:(ifn)>$ ij ) (,0:; = f (.TU; tn-i—o’) )

n o __ n _ dm (a:ij? tn+0')
S i = =k ( Z_,j,tn+a> ) 52,@ =k ([Ei7j_%;tn+a> » Mmyij = ma

Yy = oyt + (1-0)y", (22)
vy is the set of boundary nodes of wj. Here we use standard notations from the theory of
difference schemes.

3.4 Stability and convergence of the difference scheme
We introduce scalar products and norms:

N-1 N N

E : 2 § E /‘ 2
uijvl-jh y (U, U] = uijvijh s

j=1 i=1 j=1

-1

N
i=1

2 2 2
ol = 33 w91 = [+ s
=0 j=0
N N N N
Hu9731H2 - Zzufl,ith’ Husz2 = Zzu@,ljhg
i=1 j=0 i=0 j=1

We prove several auxiliary lemmas.

Lemma 4 For any function y (t) defined on the grid wy,, the following inequality holds:
A[‘)"tnwy > QAgthmy?.

This Lemma is proved similarly to Lemma 1 from [29]. Below, the letters u with indices
denote positive numbers that do not depend on h and 7.
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Lemma 5 Under the conditions (6), the following inequality holds for the solution of the
difference problem (19)-(21):

A 9P + e [ V5@ < [y + el
Proof. Multiply the equation (19) scalarly by 3():
(A v ¥ ) = (0y, ¥) + (Ty, ¥'7) + (¢, y). (23)

Estimate the scalar products on the left-hand side of (23) using Lemma 4:

(0% g 1 [0
(A8, v 97) = 586, vl (24)
Estimate the terms on the right-hand side of (23) as follows:

2

(09, 57) = > (Omy. y7) < —||V il +€CQ 1. (25)
m=1
2 ) ,
(W) 2a Y (1, (4) ] — o |V, (26)
m=1
1
(0.5 < 5 (el + lv) - (27)
2
Taking into account (24)-(27) and choosing ¢ = %, we obtain from (23):
1
1 2 —|— 1
L ol + ey < 2 ey L, (28)

Using the definition y(®), from (28) we arrive at the statement of the lemma.

Lemma 6 [30] Let the non-negative sequences y"™ and o™, n =0, 1, 2,... satisfy the inequality

AOC

0tn+a

y < My Ayt 40", n>1,

where Ay > 0, Ay > 0 are some constants. Then there exists to such that for ™ < to, the
inequality holds

tn)"

ntl (— )
<2 (4 g, ) B A ),
here A\ = \ 2

where 1+2_|_21704

Based on Lemma 5 and Lemma 6, the following theorem is proved.
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Theorem 2 Under the conditions (6), there exists to such that for 7 < ty, the following
inequality holds for the solution of the difference problem (19)-(21):

n41112 (t )a
||y * H < p2 (Hy H +ﬁ0< X x [j™| )
which implies the uniqueness of the solution and stability of the difference scheme (19)-(21)
with respect to the initial data and the right-hand side.

Theorem 3 Under the the conditions of Theorem 2, the solution of the difference problem
(19)-(21) converges to the solution of the differential problem (1)-(3) and the following
imequality holds:

7% = ot < s (2 7).

Proof. Consider the problem for the difference z =y — w:

A, 25 = Oz + Yz + Py, (x,t) € whr, (29)

2z = 0, (30)

20 =0, n>0, (31)
Yh

where ¢ = ¢l — AG, | u + @u%’) + \Ilul(j) The following inequality holds for the solution
of the difference problem (29)-(31):

n+1 M4ta m
[0 < ey o, I (32)
where |[¢™| = O (h? + 72). (32) yields the convergence of the solution of the difference

problem (19)-(21) to the solution of the differential problem (1)-(3).

3.5 Implementation of the difference scheme

To solve the problem (19)-(21), we use the alternating directions method, which consists of
two stages [31]:

n—1

% (yn+2 - y”) + % > g0 (Wit —vi;) =

=0 (01 +0y) Y, ? +(1_0>(®2+\112)yz]a (33)
9% n+i 1 —

Toa (yl‘j“ — ) +— > Ogn (it —s,) =

=0 (0 + )y T + (1—0) (O + Ta) gl (34)

On each time layer, the solution of the problem (19)-(21) is reduced to a sequential
solution of tridiagonal systems of equations, which are solved by the Thomas algorithm. By
checking directly, one can make sure that the stability condition of the Thomas algorithm
holds. To check the accuracy of the difference scheme (19)-(21), a number of computational
experiments were performed on the example of two test problems.
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4 Results and discussion

Problem 1. Consider the equation

ou ou 0*u O*u

+—F 5+ 5+ f(z1, 20,8
8951 8952 895% 8x§ f( 12 )

aOtU -
with the right-hand side

t
f (1, m9,t) = —% sin® () sin® (7a2) (2042 exp ( 1) — dacexp ( a 1)
a J—

+

t
+2a% exp (—&1) — t?0® — 2ta® — 20 + 2ta + 4o — 2) +

2

+4m*t* sin? () sin? (7ma9) — 27t? cos () sin (7x;) sin? (725) —

—2m%t3 cos? (mxy) sin? (mxy) — 27t sin? (7)) cos (729) sin (7)) —
—2m%t3 sin? (721 cos? (mxy)

and homogeneous initial and boundary conditions.
The exact solution to this problem is as follows:

u (w1, 19,t) = t*sin? (721 sin? (7a5) .

When analyzing the dependence of the error order on the spatial step, the value of the
time step is selected as 7 = 107°. The step value for the spatial variable h varied between

h=10"2and h = 107>,
The error value was determined by the formula

F = max max max ‘y u (ih, jh,t,)| .
0<n<M 0<i<N 0<j<N

When analyzing the dependence of the error order on the time step, the value of the
spatial step is selected as h = 10~%. The value of the time step varied between 7 = 107> and
7 =107% . The order of the fractional derivative is set to & = 0.3, & = 0.45 and o = 0.85.

Tables 1 and 2 show error values for various values of the parameters o, h and 7.

Table 1: Error analysis for Problem 1
o =0.85 o=0.775 o = 0.575

(a=0.3) (v = 0.45) (o =0.85)

h=1/100 | 1.582643-10~" | 1.535625-10~" | 5.953420-10~°
h=1/500 | 4.543282-107? | 6.625594 - 107° | 2.655208 - 10~
h =1/1000 | 1.683145-107Y | 1.659836 - 107 | 8.956221 - 10~1°
h =1/2000 | 5.325643-10710 | 4.859264 - 10710 | 6.958645 - 10~
h =1/5000 | 2.546234 -1071° | 2.654822 - 10710 | 5.659750 - 10~
h =1/10000 | 8.203144 - 10~ | 2.659820 - 10~1° | 3.659504 - 10~1°
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Table 2: Error analysis for Problem 1

o= 0.8 o=0.775 o= 0.575
(a=0.3) (a = 0.45) (v =0.85)
7=10""| 1.625822-1077 | 1.956430-10~Y | 8.659832-10~1Y
7=107%]1.659832 - 10~ | 8.956268 - 10~'? | 2.956354 - 10~ "2
7=10"" | 8.659825 - 10~ | 4.986372 - 10~'* | 4.356320 - 10~1°
7=10"% | 5.953167 - 10716 | 2.956363 - 10716 | 7.923544 - 10~'®
0.025
0.025 0.020
0.020
0.015
0.015
0.010 0.010
0.005
0.005

0.000
0.

Figure 1: Solution of Problem 1, @ = 0.85, n = 1000

Figure 1 shows a graph of the approximate solution of the problem on time layer n = 1000
at a = 0.85.
Problem 2. Consider the equation (35) with the right-hand side

f(x1,m0,t) = —Eﬂ' sin (27wzy ) sin (27xs) <exp (atf 1) — 1) +

(67

+1673t sin (2721 sin (272) — 47°t cos (2721 sin (27x,) — 47°t sin (2721) cos (2725)
and homogeneous initial and boundary conditions.
The exact solution to this problem is as follows:

u (21, x9,t) = 2wt sin (27xq) sin (2723) .

Tables 3 and 4 show error values for various values of the parameters o, h and 7. In Figure
2 the graph of the approximate solution of the problem on the layer n = 1000 at o = 0.85 is
given.
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0.75
030
0.25
0.00
-0.25
=050
-0.75

0.0

0.75

—0.75
Figure 2: Solution of Problem 2, o = 0.85, n = 1000
Table 3: Error analysis for Problem 2
o= 0.85 oc=0.775 o= 0.575
(a=0.3) (o = 0.45) (a = 0.85)
h =1/100 8.568827 - 10~ | 6.884689 - 1077 | 3.954957 - 10~
h =1/500 3.448455 - 1078 | 2.817526 - 10~® | 1.665078-10~®
h =1/1000 | 8.754912-107Y | 7.523579-107Y | 4.796715- 107
h =1/2000 | 2.324212-107° | 2.378951-10"% | 1.838244-107"
h = 1/5000 | 5.345784 -1071% | 9.680494 - 10~ | 1.015005 - 10~°
h = 1/10000 | 2.876746 - 10719 | 7.735310 - 10710 | 8.981407 - 10~1Y
Table 4: Error analysis for Problem 2
o =0.85 oc=0.775 o =0.975
(= 10.3) (v = 0.45) (v = 0.85)
7=10"°| 2.523844 - 107° | 1.635420- 10 | 6.623524 - 10~10
7=10"°| 3.520531 - 10~ | 7.435820 - 102 | 1.023465 - 10~ 2
7=10"" | 7.025432 - 10~ | 3.023564 - 10~ | 3.342564 - 10~ °
7=10"% | 3.623501 - 10716 | 3.623524 - 1010 | 6.526534 - 10~ '8

It follows from the results shown in Tables 1 and 3 that the error is a value of magnitude
O (h?). Similarly, the results in Tables 2 and 4 show that the error is of magnitude O (72).
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Thus, computational experiments have confirmed that the difference scheme converges with
the second order in both spatial and temporal variables.

5 Conclusion

Thus, an implicit finite difference scheme is constructed for a fractional differential equation
with variable coefficients containing a fractional time derivative in the sense of Caputo-
Fabrizio. The stability and error estimates of the difference scheme are established. The
empirical convergence agrees well with the theoretical estimates.

The results obtained in this work are the basis for the construction of finite element
methods for solving fluid flow problems in fractured porous media. In particular, the
constructed discrete analogue of the fractional derivative in the sense of Caputo-Fabrizio will
be used in subsequent works. Also, a comparison of solutions obtained using finite element and
finite difference methods will be carried out. Moreover, the results obtained can be applied
to the numerical solution of other equations containing a fractional time derivative.
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LINEAR STOCHASTIC DISTRIBUTED MODEL OF MONEY
ACCUMULATION IN THE FORM OF A STATE SPACE

The article deals with the problem of the passive parametric identification of systems for
modeling the evolution of money savings income and expenses of one household using a linear
stochastic distributed model in the form of a state space taking into account white noises model
of the investigated object dynamics’ and white noises of the linear model measuring system of a
distributed type. The use of the finite difference method allowed reducing the solution of partial
differential equations to the solution of linear finite difference system with private derivatives to be
reduced to the solution of a system of linear finite-difference and algebraic equations represented
by models in the form of state space. It was proposed the use of a Kalman filtering algorithm for
reliable evaluation of object behavior. The statement of the problem of estimating the coeflicients
of the equation of evolution of money savings income and expenses of one household is given. The
structure of household income and expenses is described, taking into account additional additive
white noise meters. An algorithm for numerical approbation of method for solving the problem
of estimating the coefficients of an equation in the form of the state space for the evolution of
money savings income and expenses of one household is considered. Calculations were carried
out using the Matlab mathematical system based on statistical data for five years, taken from
the site “Agency for Strategic planning and reforms of the Republic of Kazakhstan Bureau of
National statistics”. The proposed method for solving the problem of coefficients assessment’s
passive identification using the equations of money savings for one household in the form of a
state space is sufficiently universal.

Key words: linear finite-difference equation, model in the form of a state space, evolution of
one household money savings, passive identification, Kalman filter, prediction estimates, filtering
estimates.
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Aximmasiaii >KMHAKTAJIYbIHBIH Ky KEHICTIiri TypiHeri ChI3BIKTBIK, CTOXaCTUKAJIBIK, YJECTipiJrex
MoeJti

Maxkasiajia 3epTTesieTin 00beKTIHIH JUHAMAKA MOJICJIIHIH aK IMIyJIapblH YKOHE TapaTbLIFaH TUIITET]
OJIITIey KYHECIHIH CBhI3BIKTHIK MOJEJIHIH aK IIyJapblH eCeKepe OTBIPBIN, Kyil KeHIiCTiri Typinjeri
CBIBBIKTBIK, CTOXACTHKAJIBIK, YJIECTIDIITEH MOJE/B/IIH, KOMETIMEH, YKeKe Vil IMapyallbLIbIFbIHBIH,
KipicTepi MeH NIBIFBICTAPBIHBIH aKMaJdail *KHHAKTAJIYBIHBIH 3BOJIIONUASICHIH MOJIEJIBJEY YIIiH
JKyHesiepiH, IacCUBTI IapaMeTp/iK UIeHTH(UKAIUSICBIHBIH ecebi KapacThIpbLIaAbl. AKBIPFBI
afpIpbIMIIAD OJIICIH KOJIIaHy JepOec TYBIHIBLIBI TEHJEYJIep IIemiMiH Kyil KeHicTiri Typinmeri
MOJIETTBJICPMEH  YCHIHBIJIFAH CBI3BIKTBIK, AKbIPFBI-afbIPBIMJIBIK, KOHE aJredpasiblK TeHJIeyJIep
KyiteciHiy, mmerriMine KeaTipyre MyMKiHIIK Oepemi. OObekTiHiH opekeTiH mypbic Oarajay YIMiH
Kanman cy3sricinig ajropuTMin KOJIIaHy YCBIHBLUIABL. Dip yil ImapyarmbLIBIFBIHBIH, KipicTepi MeH
MIBIFBICTAPBIHBIH, AKIIAJAN YKUHAKTAIY 9BOJIONUACH TeHAeyiniH kodddduinuenTtTepin Oaranay
MOCeJIECIHIH TYKbIPphIMJIaMach! KeITipisaren. Ecenrerinmep/1in KOChIMITIA aK, IITYBIH €CKEPE OTHIPHIII,
Yy MapyaribLIbIFBIHBIH KipicTepi MEH MILIFBICTAP/IbIH, KYPbUILIMBI CHUIATTAIFaH. Bip yii mapya-
MIBLIBIFBIHBIH, KipicTepi MeH IMIBIFbICTAP/IbIH aKITaiail JKUHAKTaphl SBOJIIOIUAACH KYHIHIH KeHicTiri
TypiHgeri Terey KoadduimenTTepin baraaay MOCeJIeCiH eyl 9/IiCTeMECiH CAHIBIK arrpodau-
syray aaropuTmi Kapacteipbliran. Ecenreynep Matlab maTemaTukabik »Kyitecin KO maHa OTBIPBII,
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"Kasakcran Pecnybsimkacer Crparerusiiblk, »Koclapjay koHe pedopMajiap areHTTirl YiITTHIK,
craTUCTUKa OOpochl"caiiThiHAH ajblHFaH 0Oec KBLIJAarbl OaKbLIay JepeKTepi HeriziHie Kyp-
rizinai. Kyit kenicriri Typinme 6ip yil mapyambLIbFbl VIOIH aKIla KUHAKTAY TEHJEYIepPiHiH,
K03 UIMEHTTEpiH DarajayIbl MACCUBTI HIACHTU(MUKAIMAIAY MOCEJIECIH IIeTyIiH YCHIHBLIFAH
9JIici KeTKIMIKTI Typ/ae omMbebar OOJIBbIT TaObLIAIbI.

TyitiH ce3aep: ChIBLIKTHIK, aKbIPTbI-albIPBIMILIK TEHJIEY, Kyi KeHiCTiriHaeri Mojennb, 6ip yii mra-
PYAaIIbLIBIFBIHBIH aKIIa KIHAKTAPBIHBIH SBOJIIOIUSICHI, MACCUBTI naeHTHhuKanus, Kamvan cyarici,
OosKayIbl Darasiay, cy3y/l Oaraay.

K.M. Baszukopa®, I'A. A6nenosa, [.E. Carbiaasikosa
EBpaswuiickuit narmonanbubiii yauepcurer nmenn JI.H. T'ymmiesa, Kazaxcran, r. Hyp-Cynran
*e-mail: kmbazikova@mail.ru
Jluneiinasi croxacTuvueckasi pacrpeziesieHHasi MOJeJIb JeHe>KHbIX HaKOILJIeHuil B (popme
IIPOCTPAHCTBA COCTOSTHUM

B crarbe paccmarpuBaercst 3ajiada [MACCUBHON IapaMeTPUYECKON UIeHTU(UKAIMN CUCTEM JIJIs
MOJIEJINPOBAHIS IBOJIIOINY JEHEXKHBIX HAKOIJIEHH JOXO/0B U PACXO/I0B OJIHOTO JIOMOXO3AMCTBA, C
ITOMOIIBIO JIMHEITHON CTOXaCTUIECKOM pacipeie/IleHHON Moje/ i B (DOpMe IIPOCTPAHCTBA COCTOSTHUIA
¢ y4eToMm OeJIbIX IIyMOB MOJEJN JWHAMUKHU HCCIEIYEMOrO O0beKTa M OeJIbIX IIIyMOB JIMHENHOM
MOJIEJI U3MEPHUTEJNHbHON CHCTEMBI PACIPEIESEHHOr0 Tuma. lVcrmosb30BaHNEe MeTOJa KOHEYHBIX
pa3HOCTEl IT03BOJINJIO CBECTHU PEIIEHNE YPABHEHUN ¢ YaCTHBIMU IIPOU3BOIHBIMU K DEIIEHUIO CHCTe-
MBI JIMHEIHBIX KOHEYHO-PA3HOCTHBIX U ajredbpandecKux ypaBHEHWil, IIPEeICTABJIEHHBIX MOJIEJISIMU
B ¢opme mpocTpaHCTBa cOCTOsiHui. JIjisi JTOCTOBEPHOrO OIEHWBAHUS IOBEJIEHUS O00bEKTa OBbLIO
IIPEJJIOZKEHO MCIIOJIb30BAHNE aJrOPUTMa KaJMAHOBCKOW duiabrparuu. [lpuBemena mocTaHOBKA
3a/1a9n OIeHNBaHUSA KOI(DODUIMEHTOB YPaBHEHUS 3BOJIOINN JIEHEKHBIX HAKOILUIEHUN JOXO/I0B
U PacxoJOB OJHOrO J0MOX03siicTBa. OnmcaHa CTPYKTypa JOXOJ0B U PACXOJOB JOMOXO3SHCTBA
C yYeToM JIOIOJIHUTEIbHBIX & INTUBHBIX OEeJIbIX IIyMOB u3Mepureseil. PaccMoTpeH ajropurm
YUCJIEHHON arpofalin METOINKY 110 PEIIEeHUI0 3a/1a91 OIEHUBaHUs KOI(MMUINEHTOB YPABHEHUS B
dopMe IPOCTPAHCTBA COCTOSTHUI IBOJIIOIUY JEHEXKHBIX HAKOIJIEHUI JTOXOJI0OB U PACXOIOB OIHOTO
nomoxossiictBa. OcCylIecTBIeHbl pacdyerbl C IMOMOIILI0 MareMaThdecKoil cucrembl Matlab na
OCHOBE JTAaHHBIX HAOJIOMEHUN 3a MATh JIeT, B3AThIX ¢ caiita “Biopo HalmoHAJILHON CTATUCTUKH
AreHTCTBa 110 CTpaTErmvYecKoMy ILIaHUpOoBaHuio U pedopmam Pecrnybsimku Kazaxcran”. [Ipeio-
JKEHHAsl METOJIMKA PeIleHusl 3aJa9y [TaCCUBHON WIEHTU(MUKAIMN OIeHNBAaHUST KO3(DDUIMEHTOB
yPaBHEHUI [eHEeKHBIX HAKOILIEHUN JJIsi OJHOTO JIOMOXO03SCTBA B (DOpMe MPOCTPAHCTBA COCTOSTHUI
B JIOCTATOYHON CTENEHU YHUBEPCAIHHA.

KuroueBble ciioBa: jimHeiHOE KOHEYHO-PA3HOCTHOE ypaBHEHUE, MOJEb B MPOCTPAHCTBE COCTO-
STHUI, 9BOJIIOIMS JIEHEYKHBIX HAKOIJIEHWII OJIHOTO JIOMOXO3SICTBA, MACCUBHAS UICHTU(MDUKAIMS,
dunsTp Kanmana, OleHKY MpeIcKa3anns, ONEeHKN (PUILTPAIIAHN.

1 Introduction

The identification of dynamic objects is one of the main directions of modern control theory.
In this area, there are many works devoted mainly to the identification of linear dynamic
objects [1]- [8]. Moreover, the well-known works cover a variety of situations that arise during
identification: the presence of additive noise at the input and output of the object [9,10],
or the impossibility of submitting test signals to the input [6], discrete or continuous
form of signals [7], correlation or uncorrelatedness of signals and interference |11, 12], etc.
Naturally, these methods generally give good results when analyzing objects in the vicinity
of "standard"modes. In all other cases, objects are presented as essentially nonlinear, and
at present there are few or no general identification methods to describe them. But recently,
partial differential equations are often used to describe the dynamics of the object under study.
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Thus, in [13], a number of partial differential equations (PDFE) are studied. They are based
on models developed to study some of the most important economic issues. At the same time,
they are very interesting for mathematicians, because their structure is often quite complex.
This paper shows a number of examples of such PDEs, discusses what is known about their
properties, and lists some open questions for future research. The paper [14,15] introduces and
discusses a nonlinear market equation of the Boltzmann type, which describes the influence
of knowledge on the evolution of wealth in a system of agents who interact through binary
transactions. The article [16] presents a semigroup approach to the mathematical analysis of
problems with inverse parameters when identifying unknown parameters in a linear parabolic
equation with mixed boundary conditions. In [17], an estimate of the parameters of stochastic
differential equations of the return to mean type caused by Brownian motion is shown. At
the same time, when identifying dynamic objects and systems, models in the state space are
used with the use of a modified Kalman filter. For example [18], a new bilinear model is
introduced in the form of a state space. The development of this model is linear-bilinear with
respect to the state of the system. The classical Kalman filter is not applicable to this model,
and therefore a new Kalman filter is introduced. The identification of systems described by
partial differential equations is considered in papers [19]- [24].

In that research, for modeling of one household money savings dynamics we are going to
use a linear stochastic distributed model in the form of a state space (S5) that describes the
dynamics of money savings of income and expenses in the form of linear differential equations
with partial derivatives, but the model of measuring system in the form of linear distributed
algebraic equations with additive white noises in both the dynamics model and the model
of the measuring system. Then, we are going to present an economic interpretation of the
values included in the proposed model in the form of SS [25,26].

2 Materials and Methods

In reality, the household money savings have a discrete character: the household receives a
salary and household savings in a form that increases spasmodically and does not change
further until the nearest waste of money. With expenses (we will take into account the total
expenses by the end of the month), household savings are abruptly decreased, that is savings
are determined by a piecewise constant function of time.

As time passes, the point moves through the space of savings with rate % = 1. Suppose
that rate can be calculated in another way, using additional terms, for example, as additive
white noise dynamics of the savings income or expenses. The possibility of calculations in
another way arises in a detailed study in the process of earnings and costs in the household.
Let rate is expressed as a function like F'(z,t) - the function of two variables x,t and the
additive white noise of money savings dynamics w(t). As a result, we get the following relation:

dx(t)
dt

= F(a(t),t) + w(t). (1)

Equation (1) is a stochastic ordinary differential equation that describes the dynamics of
household income or expenses; () is an unknown function; F'(x,t) - given function. If at the
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initial moment of time ¢ = 0 savings of fixed household are known, then we have the initial
condition:

z(t) |1=0 = Zo , (2)

where x(t) |(=o is the white Gaussian value with mathematical expectation Z, and
unknown variance F.

Relations (1) and (2) allow us to formulate the Cauchy problem for a stochastic ordinary
differential equation. The type F' (x,t) of function in (1) depends on the particular household
and on its additive white noises of the economic activity. The more accurately we write its
analytical function F'(x,t) (based on statistical data), with the most reliable characteristics
of additive noise, the more accurate will be the mathematical model. The function F' can
be represented globally in the form like ' = D — R, (D > 0, R > 0), where D(x,t) is the
function that describes the household income and the function R(z,t) is the expenses of the
household. In [25,26], examples of defining the functions D and R are given.

1. The income structure of the household D(z(t),t) taking into account the dynamics of
the additive white noise of the investigated object: D(x(t),t) = Do(x(t),t) + Di(x(t),t) +
wy(x(t),t), where

a) Do(z(t),t) - household wages. Suppose that additive noise wy(x(t),t) is some white
distributed Gaussian noise with zero expectation and unknown variance Q).

b) D1(z(t),t) - solid income from investments in money savings in the bank.

Di(z(t),t) = a - z(t) - 0(x(t), zo). (3)
%

month’

Suppose a household invests all available money z(t) in a bank on p
Function 6(x(t), zo) - threshold function (#-function):

e ={ 3 oSl ()

at x > x

where g is the minimum amount of savings that allows you to make an investment in the
bank.
As a result, we get the household income function:

D(a(t),t) ~ Do(x(t),t) + - x(t) - 0 (x (t), 20) + wi(x(t), ?). (5)

2. The structure of the household expenses R(x(t),t), taking into account the additional
additive white noise meters wy(t), can be written in the form: R(z(t),t) ~ Ro(z(t),t) +
Ry(x(t),t) + Ro(z(t),t) + we(z(t),t), where

a) Ro(z(t),t) - average daily expenses to ensure the existence of the household. This
part of the costs includes utility bills, average food costs, expenses for necessary clothes,
transportation costs.

b) Ry(z(t),t) - daily expenses that ensure the well-being of the household. This category
of expenses is connected with the fact that if a household has surplus money, then it increases
the cost of improving the quality of life.

c) Ro(z(t),t) - expenses of elite goods. With sufficiently large savings, a household can
allow the purchase of goods which are not the essential goods.
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Thus, equation (1) has the form

dz o T N O N
G = Do), 1)+ -a(t) -6 (o) ~ Bola(t). 1) = Crgr

z(t) — 2 ~
@0 ) F (=) ) Fwlet).b), (6)

where w(z(t), t) = wi(x(t), t) + we(z(t), t) - the additive generalized white noise.

The given mathematical description, taking into account white Gaussian income and
expenses, based on statistical data, can be refined with a more detailed study of the economic
activity of the household.

We write equation (6) in the differentials:

—C,

dx(t) = F(x(t),t)dt + w(xz(t),t)dt. (7)

In reality, a household, in addition to guaranteed income and expenses, may have random
income and expenses. For a mathematical description of such a phenomenon, we introduce a
random variable X (¢) that means the total amount of money where the household will save
from random sources by that time ¢. The value X (¢ + dt) is the total random savings of the
household at the time ¢ + dt, where dt is an infinitely small time interval.

dX = X(t+dt) — X(t), (8)

which means random household income for an elementary period dt of time at dX > 0 and
random expenditure dX < 0. We are going to call this value the stochastic differential of the
random process X (t). If we add the quantity (7) to equation (8), we obtain

dx = F (x,t) dt + dX + wdt. (9)

Equation (9) is called a stochastic differential equation, where dX is not a differential in
the usual sense. In a more general case, taking into account the additive noise of household
money savings, relation (9) can be written as

de = F (x,t) dt + G (z,t) dX +wdt, G >0. (10)

Further, we suppose, that F'(x,t), G(x,t) - nonrandom functions, but X - Markov’s
stochastic process.

We divide the time interval into elementary time intervals At;. We denote it as t;,, =
ti + At“ to = 0, T, =X (tz); X (tz) = Zi, then

Tiy1 = F (2, t) At + G (24, 4;) 21 + w(zg, t5), (11)

where random variables z;,; are determined by probability density function and can be
implemented numerically.
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Households at each moment of time are distributed unevenly along the axis Oz. In [25],
based on the application of the principle of continuous media and the introduction of a
function, a linear equation with partial derivatives of a distributed type is obtained, which is
satisfied by the density of households in the space of savings u(z,t).

ou 0

EJF%(F'U):d'erPl'wy (12)

Equation (12) is called the linear equation of monetary accumulations of the ensemble of
households, consisting of m classes taking into account the white additive noise of the
dynamics of the object under study, the initial conditions (2) regarding the process of
monetary accumulation, as well as the equations of the measuring system taking into account
the white additive noise (12), in a complex is called a stochastic distributed equation in the
form of a SS for each i-class, where i = 1,2, ..., m.

Using the initial condition (2) and the difference scheme (11), we determine the
approximate values z (t) of the quantity at time instants ¢ = ¢;, then we determine one
of the possible trajectories of a random variable x (t).

To calculate a discrete analog of any equations in ordinary or partial derivatives is
constantly used. Therefore, the task is to estimate the coefficients of equation (12) from
observations of discrete input z(xy,ts) and a discrete output y(xy, ts) of a measuring system
of appropriately distributed types, which can be written as

Y(xp,ts) = h-a(xp,ts) + po-elwp ts), k=1Ln; s=0,m, (13)

where y(zy,ts) is the output of the measuring system in which the indices &k
and s mean that the spatio-temporal state function z(z,f) can be measured
only at discrete spatial points 1z, and at discrete time instants t,, i.e
{z(2,t) = x(xp, ts) =aps, k=1, n, s=1,m}, h - a given weight coefficient to
the measuring system; {y(zy,ts) = h-z(wp,ts) = yrs, k=1, n, s=1, m} - output of
the measuring system; {e(zy,ts) =ers, k=1, n, s=1, m} - white Gaussian noise of
a distributed type measuring system with zero mathematical expectation and unknown
variance ps = Qo(y, ts).

Under these conditions, the task is to estimate the parameters F', d, p;, p» based
on a distributed discrete input signal {u(:vk,ts) =urs, k=1, n, s=1, m}, initial
conditions (2), as well as a distributed discrete output of the measuring system
{y(zp,ts), k=1, n, s=1, m}.

3 Results and Discussion

In order to make the most reliable calculations for researching one household money savings
based on the coefficients of the equations of one household money income and expenses, and
subsequently, to get the most reliable estimates of the prediction and filtering behavior to the
researched object, the scheme of the Kalman filter algorithm is used. We are going to look
at the statistical data accumulated over the five years of 2014-2018 [27|. We give the brief
calculation data for this example, which were carried out using the Matlab mathematical
system based on the following algorithm:
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1. The total number of research dates in months for five years - n = 60. At the first step
of the algorithm, we conduct a linear regression for calculating the scatter based on research
data and linear regression [28,29]. The regression equation is constantly supplemented by a
close coupling index, which allows making the most reliable variance calculations for dynamic
models and measuring system. For n = 60, the coefficients of the regression model will be
a = —0.0089; b = 2474000. The regression line on the graph is chosen so that the sum
of the squares of the vertical distances between the points of the regression line and the
observational data is minimal. Data on regular household solid income Djy: ¥, - observational
data accumulated over five years and calculated data on household income z (based on
n = 60 points) with calculated coefficients of the regression model made it possible to solve
the problem of constructing a linear regression with minimal variance of residuals (see Fig.
1).

y1=[56330 56419 59929 60913 61887 63025 64126 62873 61956 63107
63329 73362 61913 61824 61770 66499 66384 66320 68193 68106 68053
72985 72913 72895 71652 71638 71549 76263 76162 76084 76291 76200
76097 82343 82285 82339 79187 79111 79013 82485 82393 82307 83346
83286 83161 90188 90049 89992 86508 86425 86299 91191 91025 90960
94894 94789 94706 100374 100262 100184|;

z—[56857 57526 58196 58865 59534 60204 60873 61542 62212 62881
63550 64220 64889 65558 66228 66897 67566 68236 68905 69574 70244
70913 71582 72252 72921 73590 74260 74929 75598 76268 76937 77606
78276 78945 79615 80284 80953 81623 82292 82961 83631 84300 84969
85639 86308 86977 87647 88316 88985 89655 90324 90993 91663 92332
93001 93671 94340 95009 95679 96348].

4
10.5 — 10

Figure 1: Regression line with the minimal residue variance

2. Then, we are going to reflect on a series of data, where each member of the series
makes up the difference between the calculated values of the regression equation on the
abscissa axis and the research data about y = 0 axes. The maximum line deviation of the
regression equation from the research data is 2(12); max = 9142.3 (see Fig. 2).

3. Further, the observational data is divided into two data sets n; = 48 and ny = 12. 48
observations were used to calculate the coefficients of the differential equation (a = 24687;
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Figure 2: Calculation graph x(12); max = 9142.3

b = 0.652;), as well as to calculate the variances of the model in the form of SS (p; = @1
= 25171 - variance for the dynamics model; variance for the model of the measuring system
P2 = Qo= 50999; variance for the initial moment of time Fy, = @, in the Kalman filter
algorithm) [30,31]. The remaining 12 observations are used to calculate prediction estimates
and adjusted filtering estimates based on equations from the Kalman filter algorithm under
initial conditions with respect to the state xo = ¥y and variance at the initial time Py = Q)
[31,32].

The calculation data of prediction and filtering assessment according to the Kalman
scheme (see Fig. 3):

=
25 5 10

=5 | P
3.4 | -

=3 | o
-

22 | = ot ) -

o = = L= = 10 1=

Figure 3: Graphs of prediction (z,), filtration (x;) and observational estimates (y;)

ys—[79187 86425 86299 91191 91025 90960 94894 94789 94706 100374

100262 100184]: observational data,;
x;=[79187 80491 80828 82895 83635 83899 85571 86184 86392 88733

89606 89917|: estimates of filtration;
x,=|79187 76317 77167 77387 78735 79217 79389 80479 80879 81015

82541 83110]: prediction estimates.
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4 Conclusion

The proposed techniques for solving the problem of coefficient assessment’s passive
identification using the equations of money savings for one household in the form of SS
is sufficiently simple and universal. By analogy with the research techniques that was used
for the data from the section «Regular solid household income Dy», other researches can
be carried out in other sections: «Total solid expenses R», «Household living expenses Ry»,
«Household well-being expenses R;», «Expenses of elite goods Ry». Regarding the last section,
we note that in section Ry, it is constantly important to conduct a regular calculation to the
total amount of savings at the time of purchase of the elite item and if this total amount
exceeds the cost of the elite item R,, then we must make the purchase of this item.

To clarify the values of the coefficients included in the regression equation, as well as in
linear differential equations, there are many other possibilities that refine these coefficients. In
particular, to such leverages, which can increase the accuracy coefficient assessment, according
to the Kalman scheme, the following items can be attributed:

1. Increase in sample size relative to research data due to the increase in sample size by
the growth of the data amount in months;

2. For interior points, more accurate approximation formulas can be used

Ou\ | Ups1 — Up
or /, 2-h

3. The accumulated information about the estimates of the desired parameters, which
ultimately would allow using the ideas of Bayesian parameter estimation [32,33].
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FUNCTIONS IN ONE SPACE OF FOUR-DIMENSIONAL NUMBERS

For the first time, the theory of functions of four-dimensional numbers with commutative product
was described in works of Abenov M.M., in which the mathematical apparatus was defined,
algebraic operations and their properties were determined, functions of four-dimensional numbers,
their limits, continuity and differentiability were found. The continuation was the joint work
of Abenov M.M. and Gabbasov M.B., where similar anisotropic four-dimensional spaces (with
the notation M2-M7) were defined, which are also commutative with zero divisors. This work is
devoted to the study of functions of a four-dimensional variable, definitions and analysis of four-
dimensional functions, their properties, as well as the regularity of functions. The purpose of this
work is to analyze the definition of functions of four-dimensional variables of the space M5, as well
as theorems on the continuity and existence of differentiability of functions of four-dimensional
variables. This work is descriptive for comparing the spaces of four-dimensional numbers M5 and
Ma3. In the article, theorems on the continuity and differentiability of functions of four-dimensional
variables and their properties are proved, and the Cauchy-Riemann conditions are found. The form
of trigonometric, exponential, logarithmic, exponential and power functions of four-dimensional
variables is determined and the regularity of functions of M5 space is proved.
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TOPT OJINNEM/II CAHIJAP KEHICTITTHAETT ®YHKIIUAJIAP

Tepr emmemai canaapiabiH, yHKIUsIap Teopusichl ajrain per M.M.AGeHOBTBIH eHOeKTEpiHIe CU-
MATTAJIFAH, OHJA MATEMATUKAJBIK allapaT AHBIKTAJIFaH, aJredpasblK, aMajgap >KOHE OJIapIbIH,
ayBICTBIPBIMIBLIBIK, KOOSHTIH TICI, KACHeTTepi aHBIKTAJIFAH, COHBIMEH KATap TOPT OJIIMIEM/II CaHIap-
JBIH, QYHKIIUATAPDBI, OJIaP/IbIH IeKTepi, y3imiccizmiri xoue auddepeHmaaanybl 3epTremi. by
KYMBICTBIH KaJirackl M.M. O6enos nern M.B. Fa66acopTbiy GipJjieckeH 3eTppey MaKaJachl 0OJI-
JIBI, OJI JKepJie YKCac HOJIIK OeJrimrepi 6ap KOMMYTATUBTI OOJIATBHIH aHU30TPOIITHI TOPTOJIIIEM I
kenicrikrep (M2-M7 GenriciMen GeJrijieHreH) aHbIKTaJFaH. ByJl KYMbBIC TOPTOJIIEMJIl afiHbIMA-
JIBUTBIL PYHKITUSITIAPBIH, COJI (DYHKINAIAP/IBIH aHBIKTAMAJIAPHl MEH TAJIAYIAPbIH, OJIAP/IbIH KACH-
eTTePiH, COHBIMEH KaTap OJIAPIbIH, PETYIIAPJIBIFBIH 3ePTTEyre apHaraH. ByJr 2KyMBICTBIH MaKCATBI
M5 keHicTirinig TOPT eJIIeM I aAHBIMAIBIIAPBIHBIH (DYHKITUIIAPBIHBIH aHBIKTAMACHIH, COHIAM-aK,
TOPT OJIIEM/II allHBIMAJIBLIAD (DYHKIMIAPBIHBIH, JuddepeHnuaIIaHnybl MeH Y3IIKCI3Iir Ty paJibl
TeopemMaJiapabl Tasay 60kl Tabbuiaabl. Byur xymbeic M5 xkone M3 Tepr esmieM i caHIapbIHbIH,
KEHICTIKTEPIH CAJIBICTHIPY aPKBLIBI 2Ky3ere achipbuiran. Makamaga TepT esmemM i affHbIMAJIbLIAD
PYHKIUASTAPBIHBIHE, Y3IKCI3MrT MeH quddepeHnnaiiblIbFbl, 0Jap/IblH KAaCUeTTepl TypaJibl T€o-
pemasiap fpiennenrer, Komu-Puman maprrapsr anbikTaiarasn. Tept esmemal aliHbIMaJIbLIaPIbIH,
TPUTOHOMETPUSLIBIK, SKCIIOHEHITUAJIJIBIK,, JIOTaPUMM/IIK, KOPCETKIIITIK KoHe KyaTThIK (OYHKIIASIChHI-
HBIH TYpJIepi aHbIKTaFaH, M5 KeHICTIriHIH TOPTOJIIEM/ T aifHbIMAJIBLIAPBIHBIH (DYHKIMIaPBIHBIH,
3aHBLIBIFBI JTJICJIIEHTEH.
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OYHKIIN B OJHOM ITPOCTPAHCTBE YETBIPEXMEPHBIX UYVCEJI

Buepsbie Teopust QyHKIUN YeTBIPEXMEPHBIX YHUCEJT C KOMMYTATHBHBIM IPOU3BEJIEHHEM ObLIN
onucanbl B paborax Abenosa M.M., B KOTOPBIX ObLI OIIPeieJIeH MATEMATUIECKHIT aIlllapaT, Olpeie-
JIEHBI aJIreOpanvecKre Olepallui U UX CBOUCTBA, ObLIN HANIeHBI (DYHKITUH YeThIPEXMEPHBIX YUCeI,
WX TIPEJIEJIbl, HEIIPEPBIBHOCTD U auddepernupyeMocth. [Ipogokenuem Oblia coBMecTHas paboTa
Abenosa M.M. u T'a66acosa M.B., rie 66111 onpeesieHsbl Mo I00HbIe aHU30TPOITHBIE YeTHIPEXMED-
Hble npocrpancTBa (¢ oboznadenusamu M2-MT), KoTopble TakKe sBJIAIOTCS KOMMYTATUBHBIME C
nenutensyMu Hysasd. Jlannas paboTa HOCBANIEHA U3YyYeHUIO DYHKIMI YeThIPEXMEPHOTO IIepeMeH-
HOI'O, OIPEJIEJIEHUI U aHaJ/IM3a YeTbIPEXMEPHBIX (PYHKIUN, UX CBOWCTB, & TaKXKe PeryJsipHOCTH
dyuknumit. enbo manHHONR PabOTHI SBIISIIOTCS AHAJIM3 OIpeIeeHus (DYHKIMIA YeThIPEXMEPHBIX
mepeMeHHbIX TpocTpaHcTBa M5, a Takyke TeOpeMbl O HEIIPEPBIBHOCTH U CyInecTBOBaHUs nudde-
pennupyemMoct (bYHKIWIA 9eThIPEXMEPHBIX mepeMeHubix. Jlannas paboTa nMeeT OMUCATEHHBIH
XapakTep JJId CPaBHEHHs IMIPOCTPAHCTB 4YeThipexMepHbIX umces M5 um M3. B crarpe mokazambr
TEOpEMBbI O HeIpPepPbIBHOCTH U JAudPepeHnupyeMocTr (PYHKIHMA YeThIPEXMEPHBIX [T€PEMEHHBIX,
WX CBOICTBa, a TakxKe Haiifennl yciaopus Komm-Pumana. OnpenesieH Buji TPUTOHOMETPUYIECKUX,
IKCIIOHEHITHAJIBHON, JIOrapuMIIECKOl, MOKA3aTeIbHON 1 CTENEeHHON (DYHKIUI IeThIPEXMEPHBIX
IMEPEMEHHBIX U JIOKA3aHA PEryIsPHOCTb (PYHKIUN YeTBIPEXMEPHBIX ME€PEMEHHBIX MPOCTPAHCTBA

MS5.

KuroueBble cjioBa: ueThipexMepHas (PYHKIUs, HEPEPbIBHOCTD, AUMIEPEeHITNPYEeMOCTb, Pery-
JisipHast yHKIwus, ycaosue Komu-Pumana.

1 Introduction

The existence of the theory of functions of four-dimensional numbers originates from
the investigations of M.M. Abenov, where four-dimensional numbers, functions of four-
dimensional numbers, their limit, continuity and differentiability were found [1]. In work
[2], Abenov M.M. and Gabbasov M.B. identified all the existing six (M2, M3, M4, M5, M6,
MT7) anisotropic four-dimensional spaces, which are also associative and commutative with
zero divisors. In paper [3|, the space of four-dimensional numbers M5 was investigated, where
algebraic operations on four-dimensional numbers were described, the eigenvalues for finding
the norm were found, and the metric is defined. In this paper we study the concept of the
four-dimensional function in the space M5, their continuity and differentiability, as well as
analysis of their properties.

2 Material and methods

It is known from the researches of many authors [4-9] that complex analysis is an extension
of real analysis, i.e. all mathematical operations, definitions, functions, their properties,
differentiability and continuity are performed by analogy with real analysis. In papers [2-
3], complex analysis is generalized by the analysis of functions of four-dimensional variables.
Let us define functions, their properties, continuity and differentiability of functions in the
four-dimensional space M5.
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2.1 Functions given in the space of four-dimensional numbers

Definition 1 A function of a four-dimensional variable of the space M5 is a mapping F of
some four-dimensional number from the set D into a four-dimensional number of the set G.

If only one value X € D corresponds to each value of Y € G, then the function is called
single-valued, if more than one value of Y corresponds to some X, then the function is called
multivalued.

To describe the function, we use the notation Y = F'(X) and define functions that map
four-dimensional numbers to four-dimensional numbers, that is F': R* — R*.

Definition 2 Let a function f : C' — C has the following property: if f (x + yi) = c(x,y) +
d(z,y)i, then f(x —yi) = c(z,y) — d(x,y) i, that is, it maps complex conjugate numbers to
complex conjugate numbers. Let us call such functions self-adjoint functions.

Theorem 1 Let the function f (x4 yi)= c(x,y) + d(z,y)i : C — C be differentiable,
c(z,y) = c(x,—y) forV(z,y) € C and there is a point (x¢,0) € C' such that d(z(,0) = 0.
Then it is self-adjoint.

Proof. Since the function f is differentiable, then it satisfies the Cauchy-Riemann
conditions

dc(x,y) 0d(x,y)

or Oy
dc(z,y)  0d(z,y)
dy ox

and the function f (z — yi) = ¢ (x, —y) + d (z, —y) i satisfies the following conditions
dc(z,—y) Gd(x —v)

ox 8y
80 (CL’, _y) o ad (IE, _y)
dy N ox

considering that ¢ (z,y) = ¢ (z, —y) and equating the right sides, we get

oy dy
_0d(z,y) _ 9d(z,—y)
ox - ox

that is

8(d (x,y) + 8d ($a _y))

=0
dy
or

Therefore, d (z,y) = —d (x, —y) + const.
Substituting x = xp, y = 0 we get const = 0 which corresponds to the equality

[z, —y) =c(z,y) —d(z,y)

The theorem is proved.
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Remark 1 There is a differentiable mapping f : C — a + ib = const, which has a
generalization to the four-dimensional space M5 F : R* — (a,b,0,0) = const.

Consequence 1 Any complex polynomial with zero intercept is a self-adjoint function.

Proof. As a point (z0,0) € C' it is sufficient to take the point (0,0).

Further, we extend the definition of a self-adjoint function to the four-dimensional space.

Let S : R* — C* be a bijection assigning to each four-dimensional number (zy, x5, 23, 74)
its spectrum (py, po, f13, ftq), defined in [4]

p =1 — a4+ (T2 +23) 0, plo =21 — 24 — (T2 + 23) 1,

ps = Ty + T4 + (X2 — x3) 1, fla = T1 + T4 — (T2 — X3) 0. (1)

For each component of the spectrum p;, we can apply the function f(u) and denote the

resulting numbers by f (u1) = fi1+ fai, f(u2) = f1 — foi, f(us) = fs+ fai, [ (pua) = f3— fai.
It is easy to understand that this number is the spectrum of some four-dimensional number
Y = (y1,Y2, Y3, Ys), the elements of which are found as follows:

_fitfs
===

:f2+f4

_ =/
2 ) - )

- :—f1+f3. (2)

2

Y1 Y2 Ys Y4

Thus, we have defined a function F'(X) that assigns to each X = (1, 2, 3, 24) € R* the
number Y = (y1,vs,y3,y4) € R*. The function defined in this way can be briefly written as

F(X)=85"1(f(S(X)), (3)

where f (jir, o, 12) means (f (), £ (12) £ (1) £ (1a)), and S~V is the inverse function
to S.

Theorem 2 The function defined by equality (3) in the space M5 is a generalization of the
functions of real and complex analysis.

Proof.
1. Consider the real analysis case. Let X = (21,0,0,0) € R, then by (1)

M1 = M2 = {3 = g = T1.

Applying the mapping f (u) : C' — C we obtain
If f (.Tl —+ O’l) = f1 + f2Z and f (.1’1 — OZ) = f1 — fg’i, then f (l’1> = f1 + fgl = f1 — fg’l = f1
and fo =0

f(uy) = [ (pe) = [ us) = f(pa) = f(21) = fr.

By formula (2), we obtain
i =fi, p=ys=ya=0o0rY = (f1,0,0,0).
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2. Consider the complex analysis case. Let X = (x1,22,0,0) € C, then by (1)

p1 = p3 = T1 + Tol, g = iy = T1 — Tal.

Applying the mapping f (1) : C — C and, due to the complex conjugacy of the function,
we obtain

Fy) = fus) = fi + foi, f (p2) = f (pa) = f1 — for.

By formula (3), we obtain

yi=fi, 2="/fo, ys3=ya=0o0rY = (f1, f2,0,0).

The theorem is proved.

This theorem states that if we take (x1,0,0,0) as the argument of the function f, then
their image will be numbers of the form (f;,0,0,0) and this function coincides with the
corresponding one-dimensional function. And if we take (x1,x2,0,0) as the argument of the
function f, then it coincides with the corresponding complex-valued function from which it

generated.
Let us define the form of elementary functions in the space Mb5. Consider a
complex exponential function that is a self-adjoint function. Let X = (zq,x9,23,14)

be a four-dimensional number. Then the spectrum of this number S(X) =
((ZL‘l — [E4) + (I’Q + ZE3) i, (171 — IL‘4) — (ZEQ + 1'3) i, (IL‘l —I— 174) + (IL‘Q — 1'3) i, (171 + IL‘4) —
— (x9 — x3) ). Let us apply an exponent to each component.

exp ((x1 — z4) + (votx3) i) = exp(x1 — x4) cO8 (3 + 23) + exp (v — x4) sin (2 + 3) 0

exp ((xr1 — x4) — (xa+x3) i) = exp(x1 — x4) cos (xg + x3) — exp (x1 — xy) sin (xg + x3) i
exp ((x1 + x4) + (vo—w3) i) = exp (x1 + x4) cos (xa — x3) + exp (v1 + T4) sin (a3 — x3) 10
exp ((x1 + x4) — (wo—x3)i) = exp(x1 + x4) cos (x9 — x3) — exp (r1 + T4) Sin (ry — x3) 10

consequently

fi = exp(x1 — x4) cos
fo =exp(x1 — x4) sin
fs = exp (z1 + x4) cos
fa=exp(x1+ 24) sin

To + 233)
i) + 56'3)
T2 — 133)
Ty — T3)

o~~~ —~

Then, by formula (1), we obtain

exp (x1 — x4) cos (xo + x3) + exp (x1 + x4) cos (xo — x3)
1 exp (x1 — x4) sin (T + x3) + exp (z1 + x4) sin (T2 — 3)
2 exp (1 — x4) sin (x2 + x3) — exp (xy + x4) sin (v3 — x3)

—exp (x1 — x4) cos (xy + x3) + exp (x1 + 24) cos (2 — x3)
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Define the logarithmic function U (X') = Ln (X)) through the transformation X = exp (U).
Let us write this formula componentwise

x1 = 3 (exp (u1 — ug) cos (us + uz) + exp (ug + ua) cos (us — u3))

y )

Ty = 3 (exp (ur — ug) sin (uz + uz) + exp (u1 + wg) sinus — us)
x5 = 3 (exp (uy — ug) sin (ug + usg) — exp (uy + ug) sin (ug — ug))
x4 = 5 (—exp (ug — uy) cos (us + uz) + exp (ug + uq) cos (uy — ug))

Hence, by simple calculations, we obtain
1
T+ T4 = 5 (exp (uq — uyq) cos (us + ug) + exp (uy + uy) cos (us — ug)

—exp (u1 — uy) cos (ug + uz) + exp (uy + uq) cos (ug — ug))
1
z2+ 23 =5 (exp (u1 — uy) sin (ug + us) + exp (u1 + uy) sin (u — ug)

+exp (up — uy) sin (ug + us) — exp (ug + uy) sin (ug — ug))

1
T -2y =g (exp (ur — uy) cos (ug + usz) + exp (ug + uq) cos (uz — us)

+exp (u1 — uy) cos (ug + uz) — exp (uy + uy) cos (ug — u3))

1
T2 — T3 =5 (exp (ur — uy) sin (ug + u3) + exp (uy + uy) sin (ug — us)

—exp (U — uy) sin (ug + us) + exp (ur + uyq) sin (ug — ug))
1+ x4 = exp (uy + uy) cos (ug — uz) , xa + x3 = exp (ug — uy) sin (ug + u3)
1 — x4 = exp (U — ug) cos (us + uz) , xo — x3 = exp (ug + uy) sin (ug — ug)
(21 — 24)° + (22 + 23)° = exp (2(uy — uyg)) cos? (ug + us) + exp (2(uy — uy)) sin? (ug + usg)
= exp (2 (g — uy)) (cos® (u + ug) + sin® (ug + uz)) = exp (2 (ug — us))
(21 4 24)° + (22 — 3)° = exp (2(us + ug)) cos? (uy — ug) + exp (2(uy + uy)) sin® (uy — ug)
(2 (w1 + wa)) (cos® (uz — uz) + sin® (us — uz)) = exp (2 (u + us))

Further, simplifying the above formulas, we calculate the components of the function
U = (uy, uz, u3 uyg). From the relations

= exp

exp (ug — uy) = \/(xl — 24)° + (2 + x3)%, exp (ug + ug) = \/(:):1 +24) 4 (25 — x3)°

we obtain

u = ln{‘/[(ml +a4)? + (12 — 23)°] [(21 — 24)” + (22 + 23)°)

. 1 (SL’l + 3134)2 + (.TQ — $3)2
us = —In 5 5
4 (11— x4)" + (22 + 13)

From the relations

Ty — x3 = exp (ug + uy) sin (ug — uz)
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x1 + x4 = exp (u + uy) cos (ug — u3)

obtain
sin (ug — ug) o ) Ty — T3
———— =tg(us —uz) = )
cos (uy — ug) gtz 3 T+ 24

And from
To + x3 = exp (U1 — uy) sin (us + us)

1 — x4 = exp (ug — uy) cos (ug + u3)

obtain
sin (ug + us3) ot (g + ) = To + T3
cos (ug + usz) T, — Ty

Simplifying the expressions and due to the periodicity of the trigonometric functions, we
obtain

1
Uy = —(arctggv?jL —I—arctg 3) + 27k, k =0,+1,£2,...
2 1 — T4 T1+ Ty
1 _
Uz = —(arctng o _ arctg$2 $3) + 27k, k=0,+1,£2,...
2 T1 — X4 Tr|+ Xy
Thus [12]
4 2 2 2 2
ln\/[(ml +x4)” + (22 — 23)7| [(21 — 24)" + (@2 + 33)7]
1 To+T To—T
s (arctg®2 + arctg®™=3 ) + 2nk
Ln (X) — i w1+a:4 T1+T4
7 \arctg P2 —arctgP 722 ) + 21k
1 (w1+34) 2 +(zo—x3)?
47 (21 —24)? +(z2+a3)?
where k£ = 0,+£1,+£2,... It is a multivalued function, as in the complex analysis.

In a similar way, the following elementary functions can be defined

sin (1 — x4) ch (vo+x3) + sin (x1 + x4) ch (xa—x3)
: 1 cos (x1 — x4) Sh (xa+x3) + cos (x1 + x4) sh (xo—x3)
sin(X) = 2 cos (x1 — x4) sh (.ZL'Q—I—CC?,) — cos (x1 + x4) sh (xa—x3) '
—sin (v — z4) ch (xotx3) + sin (x1 + x4) ch (ra—x3)
cos (x1 — xy) ch (xo+x3) + cos (x1 + x4) ch (xo—x3)
1 —sin (ry — x4) sh (xe+x3) — sin (x1 + x4) sh (ra—2x3)
cos (X) = 2 —sin (x1 — x4) sh (vo+w3) + sin (x1 + x4) sh (va—1x3) ’
—cos (x1 — x4) ch (xo+x3) + cos (x1 + x4) ch (xa—x3)
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sh (x1 — x4) cos (xatx3) + sh (x1 + x4) cos (ra—1x3)
1 ch (x1 — x4) sin (xa+x3) + ch (z1 + x4) sin (v2—x3)
2 ch (z1 — xy) sin (xotx3) — ch (x1 + x4) sin (rg—1x3)

—sh (z1 — x4) cos (xa+x3) + sh (x1 + x4) cos (va—x3)

ch (x1 — xy) cos (xa+w3) + ch (x1 + x4) cos (xo—x3)

o (X) = 1 sh (x1 — xy4) sin (xe+x3) + sh (x1 + x4) sin (ry—x3)
2 sh (xq — x4) sin (za+x3) — sh (x1 + x4) sin (ro—x3)
—ch (x1 — x4) cos (xo+x3) + ch (x1 + x4) cos (xa—x3)

a®"cos ((xo + x3) Ina) + a™*cos (2 — x3) Ina)

1 a” " *sin ((x9 + x3) Ina) + a4 sin ((xe — x3) Ina)

2 a® " sin (2 + x3) Ina) — a™ T™sin ((z2 — x3) Ina
a® *cos ((z2 + x3) Ina) + a™*4cos ((xy — x3) Ina)

2.2 Continuity of four-dimensional functions in the space of four-dimensional numbers

Let F(X) = (f1, f2, f3, f1), G (X) = (g1, 92, g3, ga) be four-dimensional functions of the space
M5. Xo = (219, T20, T30, T49) - specified four-dimensional point.

Definition 3 A four-dimensional function F(X) is called continuous at the point Xq if for
any € > 0 there exists a number § > 0 such that, under the condition 0 < ||X — Xyl < 6,
the following inequality holds

[F(X) = F(Xo)lle <,

where

IX = Xollo = 5v/ (21— 220) = (21 = 2)? + (22 = 220) + (23 — 20+

1
o (1 = 210) + (21— 220) + (22— 220) — (25— 2))°
is a spectral norm of the four-dimensional space M5 [3].

Definition 4 The value F(Xy) is called the limit of the function F(X) at the point Xq if,
for any sequence of points {X(”)} — Xy, the corresponding sequence of numbers will be
F(X™) = F(Xy).

Or we can write it as follows

lim F(X) = F(X,).

X—Xo
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Theorem 3 The four-dimensional function F' (X) = (f1, fa, f3, f1) is continuous at the point
Xo = (%10, 20, T30, T40) if and only if each component of the function F(X) is continuous at
the point Xj.

Otherwise limx_x, F(X) = F(Xo) = (f2, /9, 12, f2) if and only if

: _ 40 g _ 40
Jim fuo = Jim fr =,
- _ 40 g _ 40
Jim fs = fs, lim fa =y
Proof There is a limit limx_, x, F'(X) = F(Xo) if and only if if for any e> 0 there exists

6 > 0, which under the condition || X — Xo||o < 6, the inequality ||F(X) — F(Xo)||o < €
holds. This estimate is reduced to the following form

H(f17f2,f3>f4) - (f?afzoafgo,ff)uc <e

VU= fi— F 0+ (ot fo— 13— 13"+

b\t fam = SO 4 (o= fs— 3+ 3 <

\/(fl_f4_f?+f£)2+(f2+f3—f20—f§))2 < 2¢e

\/(fl + fa—fD _f£>2+(f2 — f3 —f§+f3?)2 < 2e.

o= Y= fat [ <26 |fo— f2+ f3— f3] < 2,

|fi— D+ fa— f2] <2e,|fo— f3— 2+ f5] < 2
After summation and subtraction, we get
\fi = fY| <de | fao— f3| <de,|fs — f3| <de,|fa— [i] < 4e =

i fe= Il fe = 1

A fs = S i fo = S

The theorem is proved.

Definition 5 A four-dimensional function F'(X) is called continuous in some domain
E C R*if it is continuous at every point of this domain.

Theorem 4 Let the four-dimensional functions F'(X) = (f1, fo, f3, f1) and G (X) =
(91, 92, g3, g4) are continuous in the domain F C R*. Then the functions

1) ¢F(X), ¢ = (c1, ¢, c3,c4) — four-dimensional constant,

2)F(X)+ G(X),
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3F(X) - G(X),
1) God for G(Xo) #0

are also continuous in the domain £ C R* [4, 8, 9].

Proof Let us prove, for example, 3)

According to Definition 3, for each X, € Q C R?, functions F (Xy) and G(X,) are

continuous at a given point in some domain F C R*.
The components of the function W (X) = F (X)) -

(wq, we, w3, wy) in the M5 space have the form

wi = fig1 — f292 — f393 + fa94,

wy = fagi + f192 — fags — f394,
w3 = f3g1 — fa92 + fi193 — f294,
wy = fagi + f392 + fags + fi19a.

G(X) =

(fh f27 f37f4) (g1a927g3ug4) =

According to Theorem 2, limx_,x, ' (X) G (X) consider limit componentwise

litm wy = lim fi1 lim g1 — lim fo lim go— lim f3 lim g3+ lim fy4 lim g4 =
f X—>Xog X—>X0f X—>Xog X—>X0f X—)Xog X—)Xof X—>ng

X—Xo X—Xo

= f19) — 299 — f998 + fig3 = u?,

li = 1li l l li — 1 l — Ui l =
AR A o R T e R P 7
= f390 + flg5 — 199 — f999 = w9,

li = l li — i li l li — Ul l =
Jim ws = lim, f3 Jim gy = lim fa Jim gz+sz fi Jim gs = lim ngLm g4 =

= 391 f492+f193 f294*w37

lim wy = lzm f4 lm)z( g1 + lzm fg lzm gg—l— lzm f2 lzm gg—I— lzm f1 lzm g4—

X—=Xo
= f19) + f395 + f3g
Then

f1g4 =w4

lim F(X)-G(X)

X—>X0

The theorem is proved.

= (0, 19, 15, 19) (9, 95, 95, 98

= F(Xo) ) G(Xo)

2.3 Differentiable functions defined in the space of four-dimensional numbers

After we have determined the continuity of four-dimensional functions in the space of four-

dimensional numbers M5, we next study the differentiability.

Definition 5 The derivative of the function F (x1,xs,x3,24) =

(f1, f2, f3, fa) at the point

X = (x1,29,23,24) is called the limit limAXHOW, if it ewists as AX =
(Azy, Axy, Axz, Axy) — 0 tends to zero along any path consisting of non-degenerate points.
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Theorem 4 Let all components of the four-dimensional function F (xy,xq,%3,14) =
(f1, fo, f3, f1) € R* have continuous derivatives in a neighborhood of the point X. Then the
necessary and sufficient conditions for the differentiability of the function F (1, xq,x3,14) =
(f1, f2, [3, f4) at point X are the following generalized Cauchy-Riemann conditions:

Oh _ 0fs _ Ofs _ Ofa
o} 0] 0 19}
1 6?? 73 xéf;a

Ofe _ _0f1 _ Ofs __ _Ofs

0 - 0 ) - a0

ofs _ ot L 0K _ _ 0k (4)
O0xry ~ Oxy  Oxrz  Oz4

of _ bfs _ Tdp _ on

ox1 Oxa Oxs3 Oxy

Proof. Necessity. Let the derivative exists. Then it does not depend on the way AX — 0
tends to zero, and consider the following ways of tending the increment to zero.
Let AX = (Ax,0,0,0) = 0= (0,0,0,0). Then

aF lim (Afi (1,2, 23, m4) , Afo (21, 2, 3, 30) , Af3 (01, 2,23, T4) s Afa (1, T2, T3, T4))
dX = (A21,0,0,0)—(0,0,0,0) (Az1,0,0,0) ’

where Afz (1‘1, T2, T3, 1'4) = fl ($1 + Al‘l,l’z,I‘g, .’L’4) — fz ($1, T, ZL‘3,$4) s 7= 1, 2, 3, 4.

By virtue of Theorem 2 from |3| m = (ﬁxl, 0,0, 0).

Consequently £ = lima,, (Afl Oy Dfs &) _ (i of 0fs %)

VAN TIRAVAN: SIRAVAY SIRAVAN: 31 Ox1? Ox1’ Ox1 Ox1
Now let us choose another way of AX tending to zero, namely, AX = (0, Ax,,0,0) —
0=(0,0,0,0). Then

ar _ im (Afi(z1, 22,73, 24) , A fo (01, T2, 23, 4) , Af3 (21,02, 23, 24) , Afa (21,72, 73, 74))
dX  (0,A22,0,0)—(0,0,0,0) (0, Az5,0,0) ’

where Afz (1‘1, T2, T3, 1'4) = fl ($1,$2 + Al’z,I‘g, .’L’4) — fz ($1, T, ZL’3,$4) s 1= 1, 2, 3, 4.

By virtue of Theorem 2 from |3| m = (O, —A%CQ, 0, 0).

Therefore, by the rule of multiplication of four-dimensional numbers

A _ oy (2L LK Afs Az (02 0K Ofs  OJs
dX Azo—0 Al‘g’ AZL‘Q,A.’EQ’ Axg a.IQ’ 8:52’8:52’ (9302 '

Choose the third way of AX tending to zero, AX = (0,0, Ax3,0) — 0 = (0,0,0,0). Then

di _ im (Afl ($1,$2,x3,$4),Af2 (I1,$2,$3,$4),Af3 ($1,Z2,I3,$4),Af4 (5171,1’2,%3,%4))
dX  (0,0,Az3,0)—(0,0,0,0) (0,0, Azs,0) ’

where Afl (Il, T2, T3, LL’4) = fz (]31, To, T3 —+ AI‘3, ZL’4) — fz (I‘l, Lo, T3, .T4) y 1= 1, 2, 3, 4.
By virtue of Theorem 2 from |3| m = (0, 0, A%:g’ 0).
Therefore, by the rule of multiplication of four-dimensional numbers

ar <Af3 Afs  Af _Afz) :<8fs ofs _Oh _@f2>.

dX Ao Azxs’ Axs’ Axzg’  Axs Ox3 Ox3’ Oxg’ Oxs
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Finally, choose the fourth way of AX tending to zero, AX = (0,0,0,Axy) — 0 =
(0,0,0,0). Then

diz lim (A.fl ($1,$2,$3,$4),Af2 ($1,$2,$3,1‘4),Af3 (331,.132,.%‘3,3)4),Af4 ($1,$2,$3,l‘4))
dX  (0,0,0,A24)—(0,0,0,0) (0,0,0, Azy) ’

where Af; (21,22, 23, 24) = fi (1, T, T3, 24 + Axy) — fi (21, 22, 03, 24) , i =1,2,3,4.
By virtue of Theorem 2 from |[3] (0001—Ax4) =(0,0,0,—=-).

Therefore, by the rule of multiplication of four-dimensional numbers

AF . (Dfi Ofs  Of DAY _(0fs Ofs  0f 0f
dX  Az—0\Azy Azy’ Azy’ Axy Oxy’ Oxy4’ Oxs Oxy)’

Thus, we got that

_(9f2 Oh Ofs Ofs\ _
8562, 8372, 8132’ 8372

dF_ (0fy 0f» 0fs Ofs
el )

- 81’1’ 8%1’ 81’1, 8131

_(Ofs Ofs Ofr Ofr\ _ (Ofs _Ofs Ofs O
al’g’ 6.773’ 8I3’ 81’3 81’47 8.7}47 81’4’ 8x4 )
Equating the components according to the rule of equality of four-dimensional numbers,
we obtain (4).
Sufficiency. Let conditions (4) hold. By definition F (X +AX) — F(X) =

(f1 (z1 + Axy, 20 + Axg, 23 + Aws, x4 + Axy) — f1 (21, 29,23, 24) ... ). Since the
components f; are continuously differentiable functions of four variables, for each of
them we can write f;(x1+ Az, xe + Axo, 23 + Axs, x4 + Axy) — fi(T1,20,73,24) =

g—ﬁﬁml + g:f; Azxy + gfg Azxs + gzﬁ Azy + o(\/Ax? + Axi 4+ Azl + Ax}), i=1,2,3,4. This
easily implies the existence of a limit from the definition of the derivative.
The theorem is proved.

Consequence 2 To calculate the derivative of a four-dimensional function can be used one
of the following formulas:

dr (3f1 Of2 0fs 3f4><3fz _Of Ofs 3f?,>

diX: 871‘1’87.’171,87{171,873?1 8.1'27 83?2’81)2’ 8372

8583 ’ (9:63 ’ 81’3 ’ 81‘3

_(O0fs Ofs Ofr Ofa\ _ (O0fs Ofs Ofs Ofp
- 81‘4, (9:647 81‘4’ 81‘4 '
Example 1 Find the derivative of the function X3. By definition
X3 = (:1:1 (:17% — 375 — 323 + 3xi) + 6xow374, T2 (x% — x5 — 373 + 3xi)

—6x123T4, T3 (3m% — ng — :L‘% + Sxi) — 06212224, T4 (337% — 3x§ — 3m§ + xi) + 6m1w2x3) .
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Applying formula (5), we obtain Cfi—))(; = (3 (23 — 23 — 23+ 23), 3 (w120 — 374) ,

3 (131.7}3 - I2$4) ,3(1’1$4 -+ $2I3)) =3- X2.
Find the derivative of the function sin(X). By definition
sin(X) = (3 (sin (z1 — z4) ch (vatx3) + sin (x1 + x4) ch (v2—x3)) , 1 (cos (v1 — x4)
sh (zo+x3) + cos (z1 + 4) sh (xa—1x3)) , 3 (cos (x1 — x4) sh (za+x3) — cos (x1 + x4)
sh(za—13)), 2 (=sin (z1 — z4) ch (zatx3) + sin (v1 + 1) ch (z2—13))) .

Applying any one of (5) we obtain the formula

dSZdn—)((X) = (3 (cos (z1 — m4) ch (zatx3) + cos (x1 + x4) ch (xa—23)) , 5 (—sin (z1 — 24)
sh (xo+x3) — sin (1 + x4) sh (va—1x3)), % (—sin (xy — x4) sh (xe+xs) + sin (x1 + x4)
sh(za—13)), 3 (—cos (x1 — x4) ch (wa+13) + cos (w1 + 14) ch (z2—13))) = cos (X) .
Above, we have defined an explicit formula for the four-dimensional exponent. Applying

the obtained formulas for determining the derivative, it is easy to make sure that deap(X)

X
exp(X).

Definition 6 7 A four-dimensional function that has a derivative at all points of a certain
domain is called reqular in this domain.

Let us now investigate the differential properties of regular functions.

Theorem 5 Let F(X) = (f1, f2, f3, f1), G(X) = (91,92, g3, 94) be regular functions from the
space M5, A = (ay,aq,a3,a4) and B = (by, by, b3, by) are four-dimensional constants. Then
the following equalities hold:

d(AF(X)+ BG(X)) dF(X) dG(X)
1. =A B
X ax P Tax
d(F(X)-G(X)) dF(X) dG(X)
2. = -G(X)+F(X)-
X xR FEX) =
F(X) dF(X) _ (dG(X)
3. d<§;{’) = —dX G()él(;(x) X where G(X) non-degenerate function.
Proof.
1. From the definition of the derivative obviously follows, that d(F(XU)l;G(X)) = dig) +

%. Applying the first equality from (4) from the definition of multiplication in the space
M5, we can write

dAFX)) _ Oh _ 4 00 _ .08 Ofa of ofe _ o Ofs _ , Ofs
dX = & ox1 az Ox1 as Ox1 + a4 Oz’ az o1 + ax ox1 (4 ox1 as ox1’
oh _ , 0f Ofs _ 4 08 o Of1 ofs ofs Ofa\ — A4FX)

U355, — Qagy, T 01gy, — Q25 Gagy + A3gy, T G2gy, T 01 am) =A%

These two equalities imply the validation of the theorem.
2. The components of the function W (X) = F(X) - G(X) in the space M5 have the
following form

wy = f191 — f292 — f393 + faga,

wy = fagr + f192 — fa93 — f394,
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w3 = f3g1 — f192 + fi193 — f294,
wy = fag1 + f392 + fags + fi19a.

Then 5t = 5191 + figh — 500 — 52 — §it0s — fst + 5o + fugiht, and

G = G+ L+ 5he + A5 — Glhos — fugh — Sl — fugl.

Taking into account that the functions F(X) and G(X) satlsfy the Cauchy-Riemann
conditions (4), we make sure that g—i’ll = ‘?;”2 In a similar way it is proved that the function
W (X )satisfies all other equalities of (4), that is, it is a regular function. Proofs of 2 and 3
are carried out by direct verification.

The theorem is proved.

Theorem 6 Let F (X) = F(x1, 29, x3,24) = (f1, fo, f3, f1) be a regular function in certain
domain. Then, at all points of this domain, the following equalities hold:

Phoy Ph g PL 4 Oh g 2L 2L

0z3 03 0x3 ox3 L 023
Pf azfz 82fi agfz 0? fz 0? fz _
8:52 &z - 0 z + 0’ az + - 0’
3 fz 62f1 02 fz 32fz 3 0% fi 82f1 82f1 2%fi _
+ 23 + 0z3 + 023 0’ Oz + 023 + O3 + 8z7 O’
62fi 8%fi  9*fi  0%fi
0z3 03 Ox2 oz%

where ©=1,2,3,4.

The proof follows directly from the Cauchy-Riemann conditions.

Definition 7 The integral of a four-dimensional reqular function is the antiderivative of this
function of the following form

/F(X)dX—W(X)+C

where W (X)) is any of the antiderivatives, C = (Cy,Cy,C5,Cy) is a four-dimensional
arbitrary constant.

Define the basic properties of the integral [1,2]:
1. / (AF (X) £ BG (X))dX = A/F(X)dX + B/G(X)dX +C,

d([F(X)dXx

dX) ):/F(X)dX,

F(X)
3./ e dX=F (X) +C.

Based on the definitions and properties of the derivative and antiderivative, below is
presented the table of four-dimensional functions
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1. Derivative

dc xXm X' InX o
0; — n ——1'a—:axlna;

dX  dX n—-1 dX X'dX

sinX cosX e
X cosX ; X sin d e =e";

tanX Ji  arcsinX Ji _arctanX Ji
dX — cos?X' dX @ ] —-X2 dX = J+X?

2. Antiderivative

Xn+1 ax X
/QdX:C; /X"dX: +C, n# —1;/ = InX+C; | a*dX = —+C
n+1 X Ina
/sinX dX = —cos X +C’;/COSX dX =sin X —|—C’;/6XdX—eX+C';

dX IX
/coszX =tan X +C /W—arcsinX —i—C;/m:arc’canX +C.

where 0 = (0,0,0,0) is four-dimensional zero, J; = (1,0,0,0) is four-dimensional unit.

3 Conclusion

In this article, functions of a four-dimensional variable in the space M5 and their properties,
as well as continuity and differentiability have been investigated. The types of elementary
functions, such as sine, cosine, hyperbolic sine and cosine, exponential, logarithmic,
exponential and power functions are defined using spectral values. Theorems on the continuity
and differentiability of functions of a four-dimensional variable in the space M5 are proved.
The regularity of functions of four-dimensional variables is proved, and the Cauchy-Riemann
conditions for the differentiability are defined. This work is of an overview type and is a
continuation of research paper [3|. The results of the study show that the analysis of functions
of a four-dimensional variable, their properties, continuity and differentiability of functions
have an analogy with the studies in work [1]. Furthermore, the obtained results show that
the theory of functions of a four-dimensional variable of space Mb is a generalization of the
theories of real and complex analyzes.
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