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In this work, the correlations between the parameters of a DC glow discharge and dust particles in a low-
temperature plasma have been studied. The formation of voids inside the dust cloud was studied, 
depending on the characteristics of the discharge (the discharge pressure, type of gas and discharge 
current) and dust particles (their quantity and size). We have demonstrated that the ion drag force could
lead to the formation of voids in the center of the cloud of dust grains, which levitate in the field of a 
stratified positive column. It has also been demonstrated that the accumulation of dust particles affects the 
discharge plasma in a non-local way, i.e., the density distribution of dust grains and the charge of each 
individual particle depend on the plasma parameters outside the dust cloud. The presented qualitative 
estimates are important for understanding the processes occurring in complex plasma of a glow discharge.

Key words: dusty plasma, stratified glow discharge, voids in dusty plasma, Boltzmann equation for 
electron distribution function, Havnes parameter.
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1 Introduction

Dusty plasma is a complex medium that 
includes ionized gas and micron-sized solid 
particles that acquire a significant charge in this 
gas [1-3]. Such an environment can most often be 
found in outer space, but it is also common in 
industry (for example, in chemical deposition and 
coating processes). In laboratory conditions, dusty 
plasma is studied in the RF [4, 5] and in DC glow 
discharges [6-8]. There are also studies of dust 
particles in combined discharges of RF + DC [9-
10]. As a result of extensive research, many 
interesting phenomena were discovered and 
studied in a dusty plasma, such as the ordering of 
dust particles into structures, phase transitions 
between different types of ordered structures, the 
formation of vortices in a dusty plasma, the 
propagation of sound waves, etc. [1-3].

The phenomenon of the appearance of large 
voids in a dust cloud under microgravity conditions 
in RF discharges is a well-known [11-12]. Various 
analytical models have been developed for its 
description [13-15]. Because of experimental, 
theoretical and numerical studies, it was found that 
the ion drag force, which arises due to the outflow 
of ions from the ionization source, is responsible for 
the formation of voids in the dust cloud [13].

In a dusty plasma obtained in laboratory 
conditions (both in direct current discharges and 
radio frequency discharges), the density of ions and 
electrons is ni ≈ ne ~ 107-109 cm-3, the density of 
dust particles is Nd ~ 102-108 cm-3, the charge of 
each dust particle can vary in the range 
eZd = (103-105) e. In the case when the Havnes 
parameter PH = Zd Nd/ne<<1, the charge of dust 
grains is determined from the conditions in the 
plasma. At large PH, local plasma distributions near 
dust particles (electron density, electric potential 
distribution, electron energy distribution function 
(EEDF)) change, which causes the average charge 
of charge of dust grains. The non-local effect of dust 
particles on the properties of a RF discharge, which 
is widely used in the semiconductor industry, was 
studied using particles in a cell method by J. P. 
Boeuf [16]. As a result of research, it was found that 
each dust particle is a sink for ions and electrons, 
which means that a cloud of high-density dust 
particles will have a significant effect on the 
properties of the plasma and the conditions of 
confinement of the dust grains themselves. 
However, this important phenomenon is often 
omitted in studies of dusty plasma in discharges. 
Moreover, so far in many works it is often assumed 
that the electron energy distribution function is 
Maxwellian.
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At present day, a significant number of works 
have been published that are devoted to how dust 
grains affect plasma characteristics [16–28]. As a 
result of these studies, it was concluded that the loss 
of electrons and ions due to dust particles is 
compensated by ionizing collisions, therefore in the 
region containing dust particles, the averaged 
electric field increases. In [17–18], a self-consistent 
kinetic model was used, which showed that an 
increase in the concentration of dust grains leads to 
an increase in the ion density and an averaged 
electric field, as well as to a decrease in the electron 
density and the average charge of the dust particles 
of the cloud. However, it is worth noting that the 
number of dust particles in this model was set, and 
the effect of dust particles on the plasma was taken 
into account in the local approach.

In the case when the density of dust particles in 
the cloud is very high, its effect on the distribution 
in the discharge plasma becomes non-local [21-23]. 
One of the important consequences of this non-
locality is that the average charge of particle grains 
depends on the fluxes of ions and electrons into the 
cloud from the plasma outside the cloud. In many 
articles, the characteristics of dust particles are 
studied without taking into account their influence 
on the parameters of a gas-discharge plasma. For 
example, the electric field that holds dust particles is 
usually considered constant and is specified as a 
parameter. The influence of a dust cloud on radial 
distributions in plasma was studied by a nonlocal 
kinetic model in [24–28]. The purpose of this work 
is to emphasize the non-local effect of dust particle 
accumulation on DC discharge plasma.

2 Kinetic approach for description of dusty 
plasma parameters

Based on the Boltzmann equation for EEDF, a 
self-consistent kinetic study of the influence of the 
density of dust particles Nd on the PC parameters of 

a low-pressure direct current glow discharge for a 
noble gas plasma was carried out. It should be noted 
that even without dust grains, a glow discharge in 
cylindrical tubes is a very complex non-equilibrium 
system of ions, electrons, and neutral atoms. At 
some initial parameters, the glow discharge self-
organizes (stratification of the positive column), and 
nonlocal processes play an important role in this. 
The addition of dust particles to this complex 
system substantially complicates its description. A 
simplified model is considered here, which is able to 
isolate the main problems of the interaction of dust 
grain clusters and plasma parameters.

The charge of each specific dust particle is 
found from the OML approximation, that is, in the 
case in which the average mean free path of ions li
in the plasma significantly exceeds both the dust 
grain size r0 and the screening length λi. This work 
does not take into account the capture of ions by 
dust grain and, as a consequence of this, the 
occurrence of an additional collisional ion flux. In 
[29, 30], it was found that the capture of ions by a 
dust particle leads to screening of the charge of the 
dust particle and to a decrease in its charge. 
Nevertheless, this does not change the qualitative 
conclusions about the effect of the density of dust 
particles on the discharge parameters. It is also 
worth considering the non-Maxwellian character of 
EEDF in a non-equilibrium low-temperature dusty 
plasma.

In order to describe the formation of voids in 
dust clouds in a direct current discharge, a 
previously developed self-consistent kinetic 
model was used to calculate the radial 
distributions of dust plasma parameters [22-23]. 
In this model, it was assumed that a cloud of 
dusty spherical grains of radius r0 ~ 1 μm has a 
certain distribution of radial density Nd(r). The 
Boltzmann equation for the electron energy 
distribution function was used in the “two-term” 
approximation for the isotropic f0:
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and anisotropic (axial fz and radial fr) components 
related, respectively, to the similar components of 
the electric field, Er(r) and Ez(r). Coefficients C, G, 
and S determine the energy lost in elastic and 
inelastic collisions. The value of Ez was calculated 
from the balance of the formation of ions and 
electrons as a result of ionization Sion(f0) and their 
recombination on the surface of dust particles and 
on the walls of the discharge tube. Obviously, these 

processes are non-local. The radial jer and axial jez
current densities, electron density ne(r), ionization 
rate constants, and electron and ion absorption rates 
on the surface of dust particles were calculated from 
the Boltzmann equation. To calculate the ion density 
ni(r), the drift-diffusion equation is used with the 
conditions for their loss upon absorption on the 
surface of dust particles and the formation of ions in 
electron-atom collisions:

( ) ( ) ( ) ( ) ( ) ( ), ,1 , , , ,i i
i i r i io rec

n r t n r t
r n r t E r t D r t r t

t r r r
µ ν ν

∂ ∂ ∂
− − = − ∂ ∂ ∂ 

, (2)

In the absence of dust particles, in noble gases, 
the diffusion coefficients Di and ion drift µi are 
determined only by charge exchange collisions and 
are related to each other by the Einstein relation. In 
the discharge where dust grains are located, the drift 

and diffusion coefficients depend both on the 
density of dust particles Nd(r) and on the gas density 
Ng.

The density of dust particles Nd(r) was 
calculated by the drift diffusion equation:

( ) ( ) ( ) ( ), ,1 , , 0d d
d d d d

n r t n r t
r n r t F r t D

t r r r
µ

∂ ∂ ∂
− − = ∂ ∂ ∂ 

. (3)

It was assumed that the diffusion coefficients 
Dd and mobility µd of dust particles obey the 
Einstein relation. In this work, temperature Td =
10 eV is used, due to the fact that the temperature 
of dust particles was not so significant for the 
results obtained. Dust grains are confined in the 
center of the tube and form a dust cloud. Due to 
the lack of sources of dust particles losses, we do 
not need to take the actual values of the mobility 
and diffusion coefficients only taking into account 
the Einstein relation between them. In the process 
of numerical calculation, the radial profile of the 
dust density is estimated, and in the final state, the 
radial flux of dust particles jdr(r) = 0. The total 
force Ftot, which affects the dust grain in the 

radial direction, is determined by the 
superposition of forces:

tot E id th ddF F F F F= + + + ,           (4)

where FE = -eZd(r)Er(r) is electric force, Fid ~ jir(r) is 
the ion drag force, Fdd is the repulsion forces of dust 
particles (calculated similarly to [22]), and Fth ~ ∆T
is the thermophoretic force. The forces Fid and Fth
are opposite in direction to FE, which leads to the 
formation of voids in the central part of the dust 
cloud in the middle of the discharge tube under 
certain conditions. There are many works that are 
devoted to assessing the strength of ion drag force.
In this work, Fid was taken as in [22]:

( )28 2
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.                                         (5)

Here Ʌ(βT) is the modified Coulumb logarithm
and κ(x) – a collisional function, the exact 
expressions are given in [22].

The equations for ions, electrons, and dust 
particles were supplemented by the Poisson 
equation, which calculated the self-consistent 
electric field Er(r):

( )( ) [ ]),(),(4,1
0 trntrne

r
trrE

r ei
r −=
∂

∂ π . (6)

Thus, a complete system of equations is 
obtained for the self-consistent determination of 
ne(r), ni(r), Nd(r) и Er(r). In this paper, we solved the 
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non-stationary case for ions, electrons, and dust 
particles based on the balance equations obtained 
using the Boltzmann equation for EEDF and the 
electric field obtained from the Poisson equation. At 
each time step, the charge number Zd was 
determined from the condition of the balance of 
fluxes of ions and electrons on the surface of the
dust grain (Ie + Ii = 0), taking into account the 
distribution functions of ions and electrons [22]. The 
axial electric field voltage was recounted at each 
time step using the feedback between the discharge 
current Ez and Id. The procedure was repeated until 
the parameters of dust particles and plasma 
distributions completely converged. It is worth 
noting that the evolution of plasma parameters in 
time has not been considered here, since only the 
final convergent solution for the given parameters of 
the gas discharge is of interest.

3 Results and discussion

In the present work, we study a stratified 
positive column of a glow discharge in a quasi-2D 
arrangement. In the absence of dust grains in the 
tube, the axial electric field is Ez, and the electron 
current density on the tube axis is jz. In the 
stationary state, the creation of new ions and 
electrons is completely compensated by their 
recombination on the tube wall, which is determined 
by the process of ambipolar diffusion. It is known 
that EEDF depends only on parameter Ez/Ng. If, 
however, micron-sized dust particles with a density 
of Nd are placed in the discharge, then ions and 
electrons will participate in the recombination on 
surfaces of both walls and dust particles, which for 
electrons can be considered in the Boltzmann 
equation for EEDF as volume recombination. 
Another of the main parameters affecting the 
distribution of dusty plasma is the total number of 
dust grains Ntot. In experiments, this parameter is 
difficult to control. The number of dust particles and 
the radial profile of their distribution in space are 
formed self-consistently. In the calculations, it is 
possible to establish various values of the total 
number of dust particles per unit length (per 1 cm) 

of the positive column, which is equal to the integral 
of the particle density over the cross section of the 
discharge tube.

Using calculations by this model, it was found 
that for values of the discharge current Id < 8 mA, 
clouds of dust particles have the usual compact 
structures. In this case, voids in the cloud do not
appear, and the Nd distribution has a uniform 
decaying radial profile with a maximum in the 
center of the discharge tube. With the increase of 
current Id, the density of dust particles Nd in the 
center of the cloud decreases. At Id > 10 mA, the 
particles in the cloud move away from the center of 
the discharge tube to the periphery. With a further 
increase in Id, the radius of voids increases, and the 
cloud of dust particles has a “cup-shaped” structure 
without particles in the upper and central parts of 
the cloud. In Figure 1, dust particle density radial 
distributions for discharge currents 8 mA and 13.4 
mA are presented.

An analysis of papers (see, for example, [22]) 
devoted to studies of the formation of voids in dusty 
plasmas shows that a void is formed in RF 
discharges when the electrostatic force becomes less 
than the ion drag force (assuming that other forces 
are negligible). If the ion drift ui = µiE is 
proportional to the electric field strength E, the ratio 
of Fid and FE can be represented as [22]: 
|Fid/FE|~µiniZd, i.e. the ratio is proportional to the 
charge of dust particles Zd, ion density ni and ion 
mobility µi,. An estimate in [22] showed that the 
condition |Fid/FE|> 1 can be achieved at low gas 
pressures µi~1/p, high discharge currents ni ~ Id, and 
for large dust particles Zd ~ rd. In the case of a direct 
current discharge with cylindrical symmetry, voids 
are formed on the axis of the discharge tube. The 
radial component Fid(r), as well as the radial 
component Fth(r), expels dust grains from the center 
of the dust cloud to the periphery, despite the 
electrostatic force FE(r), which traps particles on the 
axis of the discharge tube. In voids, the condition 
|Fid/FE|>1is satisfied. At Figure 2 radial distributions 
of the product of dust particle density and the forces 
acting on dust particles for discharge currents 8 mA 
and 13.4 mA are presented.
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Figure 1 - Dust particle density radial distributions for discharge currents of 8 mA 
and 13,4 mA, gas pressure 0,38 Torr, dust particle diameter 2 μm.

Solid line for Id = 8 mA, dashed line for Id = 13,4 mA.

Figure 2 - Radial distributions of the product of dust particle density 
and the forces acting on dust particles: solid line for the ion drag force FidNd ,

dashed line for the electrostatic force FENd , dashed dotted line 
for the interparticle repulsive force FddNd. (a) Id = 8 mA, (b) Id = 13.4 mA. 
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4 Conclusions

It should be noted that the obtained conditions 
for the formation of voids are nontrivial. A simple 
increase in the discharge current (as well as a 
decrease in gas pressure or an increase in the 
particle radii or) by a factor of two will not lead 
directly to twice pronounced void. These parameters 
are highly dependent on each other self-consistently. 

If you increase the discharge current, then the 
electric field, axial and radial strengths, particle 
charge and other parameters will vary depending on 
each other. 

Acknowledgments.

This work was carried out under state contract 
with IT SB RAS.

References

1. Fortov V. E. et al. Dusty plasmas // Phys. Usp. – 2004. – Vol. 47. – P. 447 
2. Shukla P. K. Intense solitary laser pulse propagation in a plasma // Physics of Plasmas. – 2001. – Vol. 8. –

P. 1791.
3. Ishihara O. Complex plasma: dusts in plasma: Plasma-aided fabrication of nanostructures and nanoassemblies // 

J. Phys. D. – 2007 – 40, R121-R147.
4. Thomas H., Morfill G.E., Demmel V. et al. Plasma crystal: Coulomb crystallization in a dusty plasma // Phys. 

Rev. Lett. – 1994. – Vol. 73. – No. 5. – P. 652-655.
5. Ramazanov T.S., Dzhumagulova K.N., Jumabekov A.N., Dosbolayev M.K. Structural properties of dusty plasma 

in direct current and radio frequency gas discharges // Phys. Plasmas. – 2008. – Vol. 15. – No. 5. – P. 053704.
6. Fortov V.E., Nefedov A.P., Torchinskii V.M. et al. Crystallization of a dusty plasma in the positive column of a 

glow discharge // J. Exp. Theor. Phys. Lett. – 1996. – Vol. 64. – No. 2. – P. 92-98.
7. Sukhinin G.I., Fedoseev A.V., Ramazanov T.S. et al. Non-local effects in a stratified glow discharge with dust 

particles // J. Phys. D. – 2008 – 41, 24, 245207.
8. Thomas E. Dust clouds in Dc‐generated dusty plasmas: Transport, waves, and three‐dimensional effects // 

Contrib. Plasma Phys. – 2009. – Vol. 49. – No. 4-5. – P. 316-345.
9. Fortov V., Morfill G., Petrov O. et al. The project 'Plasmakristall-4' (PK-4)–a new stage in investigations of 

dusty plasmas under microgravity conditions: first results and future plans // Plasma Phys. Control. Fusion. – 2005. –
Vol.47. –No. 12b. – P. B537.

10. Mitic S., Klumov B.A., Khrapak S.A., Morfill G.E. Three dimensional complex plasma structures in a 
combined radio frequency and direct current discharge // Phys. Plasmas. – 2013. – Vol.20. – No. 4. – P. 043701.

11. Morfill G.E., Thomas H.M., Konopka U. et al. Condensed plasmas under microgravity // Phys. Rev. Lett. –
1999. – Vol. 83. – No. 8. – P. 1598-1601.

12. Bockwoldt T., Arp O., Menzel K.O., Piel A. On the origin of dust vortices in complex plasmas under 
microgravity conditions // Phys. Plasmas. – 2014. – Vol.21. –No. 10. – P. 103703.

13. Goree J., Morfill G.E., Tsytovich V.N., Vladimirov S.V. Theory of dust voids in plasmas // Phys. Rev. E. –
1999. – Vol. 59. – No. 6. – P. 7055-7067.

14. Tsytovich V.N., Vladimirov S.V., Morfill G.E., Goree J. Theory of collision-dominated dust voids in plasmas // 
Phys. Rev. E. – 2001. – Vol.63. –No.5. – P. 056609.

15. Akdim M.R., Goedheer W.J. Modeling of voids in colloidal plasmas // Phys. Rev. E. – 2001. – Vol. 65. –No. 1. 
–P. 015401.

16. Boeuf J.P. Characteristics of a dusty nonthermal plasma from a particle-in-cell Monte Carlo simulation // Phys. 
Rev. A – 1992. – Vol.46. –P. 7910.

17. Sukhinin G. I., Fedoseev A. V., Antipov S. N., Petrov O. F., Fortov V. E. Influence of dust particles 
concentration on plasma parameters in DC discharge // Contributions to Plasma Physics. – 2009. – Vol. 49. – No.10. –
P. 781–785.

18. Sukhinin G. I., Fedoseev A. V. Influence of dust-particle concentration on gas-discharge plasma // Physical 
Review E. – 2010. – Vol.81. – No.1. – P. 016402.

19. Fedoseev A.V., Sukhinin G.I., Ramazanov T.S., Kodanova S.K., Bastykova N.H. Interaction between glow 
discharge plasma and dust particles // Thermophysics and Aeromechanics. – 2011. – Vol.18. – No. 4. – P.615–627.

20. Sukhinin G.I., Fedoseev A.V. Radial distributions of dusty plasma parameters in a DC glow discharge // 
Contributions to Plasma Physics. – 2012. – Vol. 52. – No.9. – P. 756–760.

21. Sukhinin G.I., Fedoseev A.V., Antipov S.N., Petrov O.F., Fortov V.E. Dust particle radial confinement in a dc 
glow discharge // Physical Review E. – 2013. – Vol. 87. – No.1. – P. 013101.

22. Fedoseev A.V., Sukhinin G.I., Dosbolayev M.K., Ramazanov T.S. Dust-void formation in a dc glow discharge 
// Physical Review E. – 2015. – Vol. 92. – No. 2. – P. 023106.



10

Dust particles influence on a stratified glow discharge                             Phys. Sci. Technol., Vol. 7 (No. 3-4), 2020: 4-10

23. Fedoseev A. V., Sukhinin G. I., Abdirakhmanov A. R., Dosbolayev M. K., Ramazanov T. S. Voids in dusty 
plasma of a stratified DC glow discharge in noble gases // Contributions to Plasma Physics. – 2016. – Vol.56. – No. 3-4. 
– P. 234–239.

24. Totsuji H. Simple model for fine particle (dust) clouds in plasmas // Physics Letters A. – 2016. – Vol. 380. –
No.16. – P. 1442–1445.

25. Shumova V.V., Polyakov D.N., Vasilyak L.M. Neon dc glow discharge at cryogenic cooling: experiment and 
simulation // Journal of Physics D: Applied Physics. – 2017. – Vol. 50. – No. 40. – P. 405202.

26. Polyakov D.N., Shumova V.V., Vasilyak L.M. Positive column of a glow discharge in neon with charged dust 
grains (a review) // Plasma Physics Reports. – 2017. – Vol. 43. – No. 3. – P. 397–404.

27. Shumova V. V., Polyakov D. N., Vasilyak L. M. Influence of dust void on neon DC discharge // Plasma
Sources Science and Technology. – 2017. – Vol. 26. – No.3. – P. 035011.

28. Tian R., Yuan Ch., Li H., Liang Y., Wu J., Kudryavtsev A. A., Kirsanov G. V., Zhou Zh., Jiang Yo. Influence 
of dust particles on positive column of DC glow discharge // Journal of Applied Physics. – 2018. – Vol.123, – No.10. –
P. 103301.

29. Sukhinin G.I., Fedoseev A.V., Antipov S.N., Petrov O.F., Fortov V.E. Effect of trapped ions and 
nonequilibrium electron-energy distribution function on dust-particle charging in gas discharges // Physical Review E. –
2009. – Vol. 79. – No.3. – P. 036404.

30. Sukhinin G., Fedoseev A., Antipov S., Petrov O., Fortov V. Trapped ions and the shielding of dust particles in 
low-density non-equilibrium plasma of glow discharge // Journal of Physics A: Mathematical and Theoretical. – 2009. –
Vol. 42. – No.21. – P. 214027.



11

Physical Sciences and Technology. Vol. 7 (No. 3-4), 2020: 11-20

IRSTI 41.27.29, 89.51.17 https://doi.org/10.26577/phst.2020.v7.i2.02

Physical properties of dark matter in galaxy U11454

K. Boshkayev1, T.K. Konysbayev2, E.B. Kurmanov2,
M. Muccino3,* and G. Zhumakhanova1

1International Center for Relativistic Astrophysics, 10, Republic square, I–65122 Pescara, Italy
2School of Science and Technology, University of Camerino,  

16, Via Andrea D'Accorso, 62032, Camerino, Italy
3National Institute of Nuclear Physics (INFN), National Laboratory of Frascati, 

54, Via Enrico Fermi, 00044 Frascati, Italy
*e-mail: marco.muccino@lnf.infn.it

In this paper physical characteristics of dark matter distribution in the spiral galaxy U11454 is explored 
using only well-known cored density profiles in the literature such as the pseudo-isothermal, Burkert, 
Einasto, exponential sphere, Beta and Brownstein profiles. It is presumed that the distribution of dark 
matter in the considered galaxy is spherically symmetric without taking into account its complex 
structural components. It is assumed that dark matter possesses non-vanishing pressure which allows 
theoretically analyzing the state parameter. The model free parameters of each profile are inferred from 
the rotation curve data of the galaxy by means of non-linear model fit procedure. Using the Bayesian 
Information Criterion the best fit profile among the considered ones is selected. Furthermore, the 
hydrostatic equilibrium equation is solved and the pressure profiles for each above mentioned density 
profile are constructed in the weak gravitational field regime. Combining the pressure and corresponding 
density profiles one gains equations of state for the dark matter in the galaxy U11454. The mass and 
gravitational potential are evaluated and constructed as a function of the radial distance for each profile. 
The total dark matter mass is assessed and our results are confronted and contrasted with the previous 
outcomes. In addition, the speed of sound is estimated in the dark matter distribution and it is shown that 
its behavior is quite unusual especially for the Brownstein profile. Finally, the refracting index is 
calculated in order to assess gravitational lensing effects produced by the presence of dark matter and 
astrophysical implications of the obtained results are discussed.

Key words: dark matter, rotational curves, equation of state, speed of sound and refractive index.
PACS number: 95.35.+d, 98.35.−a

1 Introduction

Dark matter (DM) interacts with ordinary matter 
via gravity. For this reason it is inaccessible to direct 
observations and measurements. Recent cosmolo-
gical surveys have demonstrated that DM represents 
the 26.8 % of the total energy budget of the 
Universe [1]. So far, from a theoretical viewpoint it 
was assumed that DM consists of some experiment-
tally undiscovered particles derived from the 
extension of the standard model of particle physics
[2, 3].

Astronomers and astrophysicists indirectly 
receive all information about DM from rotation 
curves (RCs) of galaxies and gravitational lensing 
effects. RCs represent profiles of linear velocity v(r)
of stars and gas in circular orbits as functions of 
radial distance r from the galactic center to the outer 

parts. The RCs of galaxies have an amplitude that 
remains almost constant with increasing distance, 
even outside the stellar disk, which is not normally 
expected in Newtonian gravity (NG) [4, 5]. 
According to some studies it is presumed that the 
DM consists of nonrelativistic and collisionless 
particles, whose cross sections lie around ~ 10–26

cm2 [6]. 
In this work to study the distribution of DM in 

the chosen galaxy we mainly consider widely used 
density profiles such as: the pseudo-isothermal 
(ISO), Burkert, Beta, Brownstein, Einasto and 
exponential sphere in the framework of NG. By 
analyzing the RCs data points we derive the 
unknown model parameters of the DM halo for all 
profiles. In analogy to our previous work [7] we 
suppose that the DM equation of state (EoS) in a 
particular galaxy, by default, do not depend upon 
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the density profiles. Hence, we intend to check 
whether this assumption is valid or not for the
galaxy U11454 as well. Moreover, to avoid the 
cuspy halo problem we mainly focus on the cored 
density profiles. This treatment is consistent with 
the fact that the DM density and pressure at the 
galactic center must be finite. 

Following Ref. [7] we solve the hydrostatic 
equilibrium equation within NG to find the pressure 
profiles. The DM EoS for galaxy U11454 can be 
obtained by expressing pressure in terms of density 
for each individual model. For some profiles EoS is 
obtained analytically, but for others this can be done 
numerically only. Thus, the main objective of this 
work is to test whether the DM EoS depends on the 
adopted density profile or not. Using the DM EoS, 
we calculate the speed of sound and also the 
refractive index, which play a pivotal role in the 
formation of structures and in the gravitational 
lensing effect.

The paper is organized as follows. The DM 
phenomenological profiles and their characteristics 
are presented in section 2. The basic equation and 
their analytic solutions are displayed in section 3. 
The fitting methods of the observational data of 
U11454 RC and the major numerical results on the 
EoS, speed of sound and refractive index are 
rendered in section 4. Conclusions and perspectives 
of our work are summarized in section 5.

2 Phenomenological dark matter profiles

The distribution of DM in galaxies is not 
uniform, concentrating at their centers and dropping 
off at the periphery. Using the methods of numerical 
simulation of the dynamics of stars in galaxies, one 
can find the corresponding DM distribution function
or its profile. In this paper, we have chosen
traditionally used cored DM density profiles, such 
as the pseudo-isothermal, Beta, Burkert, Brown-
stein, Einasto and exponential sphere. All profiles 
that we used in this work are characterized by two 
parameters: the DM density at the centers of 
galaxies or the characteristic density ρ0 and the scale 
radius r0, except for the Einasto profile, which has 
one more free parameter.

Thus, we employ the following models:
1. The ISO profile [8]:

0
2( )

1Iso r
x

ρ
ρ =

+
,                       (1)

where x = x(r) = r/r0, r is the radial coordina-
te/distance. The model depends upon the two 
constants r0 and ρ0, so do the following profiles.

2. Exponential sphere [9]:

0( ) x
Exp r eρ ρ −= .                  (2)

3. Burkert profile [10]:

( )( )
0

2
( )

1 1
Bur r

x x
ρ

ρ =
+ +

.            (3)

4. The Beta profile with 1β = [11, 12]:

( )
0

3 22
( )

1
Beta r

x

ρ
ρ =

+
.              (4)

5. Brownstein profile [12, 13]:

0
3( )

1Bro r
x

ρρ =
+

.               (5)

6. Einasto profile [14]:

( )1
0( ) exp 2 1Ein r x αρ ρ α = −  , (6)

where α is the Einasto free parameter, which 
determines the slope of the profile [15].

In Figure 1 we illustrate the dependence of ρ/ρ0
on r/r0 for various phenomenological DM halo 
profiles. In this dimensionless representation the 
profiles depict diverse behavior especially at large 
distances. Note that ρ0 and r0 are different for each 
profile. The central density for the Einasto profile is 
determined as ( ) 2

00
lim Einr

r e αρ ρ
→

= .
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Figure 1 – Color online. Different phenomenological DM density profiles. 
For the Einasto profile we use 1.8α = inferred from the RC data points

3 Equations of hydrostatic equilibrium and 
analytic results

The main goal of this work is to obtain the 
equation of state of DM in the NG regime. To do so 
we start with the standard Newtonian hydrostatic 
equilibrium equations, given by [16, 17]

( ) ( )24
dM r

r r
dr

π ρ= ,                 (7)

( ) ( ) ( )
2

dP r GM r
r

dr r
ρ= − ,                (8)

( ) ( )
2

d r GM r
dr r
Φ

= ,                    (9)

where ( )M r is the mass profile enclosed inside the 
sphere of radius r , ( )P r is the DM pressure, G is 
the Newtonian gravitational constant and ( )rΦ is 
the gravitational potential. To obtain expressions for 
the pressure the density profiles Eqs. (1) – (6) are 
separately plugged in Eqs. (7) – (8). We integrate 
the expression for the pressure, using boundary 
conditions, imposing that P vanishes as r
approaches infinity and P becomes finite as r
tends to zero.

For the ISO, Beta and exponential sphere 
profiles all calculations were performed analytically,
whereas for the Einasto, Brownstein and Burkert
profiles all analyzes were carried out numerically. 
The pressure and EoS formulas for the ISO and 
exponential sphere profiles in Eqs. (1) and (2) are 
given in Ref. [7], for the Beta profile we obtain the 
following equation

3
0 0 2

( ) 4 arsinh( )
1

Beta
xM r r x

x
π ρ

  = − 
 + 

,                                       (10)

( ) ( )2
2 2 2

0 0 2 2

1 1 2( ) 4 arsinh( ) 2 ln 2 1
2 1 1

Beta
xP r Gr x x

x x x
π ρ

 
+ = + − + 

+ +  

,                  (11)

2
0 0

2

4( ) arsinh( )
1

Beta
Gr xr x

x X

π ρ   Φ = − − 
 + 

,                               (12)
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where x = r/r0 as before, Х = R/r0 and R is the 
radius of the DM halo, evaluated by matching 
interior and exterior potentials. Since R is not 
well-defined quantity, usually, for practical 
purposes one sets it equal to the virial radius of 
the DM halo.

3.1 Dark matter equation of state
The EoS of a given fluid characterizes the 

physical features of the fluid itself and shows how it 
develops when it is not in equilibrium. Combining 
Eq. (11) together with Eq. (4), we obtain the EoS for
the Beta profile

2 2
0 0

2 1 2( ) 4 arsinh 2ln
2 1BetaP Gr ξ ξ ξρ π ρ

ξξ ξ

   − − = + −       −     
,                         (13)

where 2 3
0( ) ( )ξ ξ ρ ρ ρ= = . Eq. (13) for the Beta 

profile has been obtained here for the first time.
Furthermore, the thermodynamic properties of 

the fluid are hidden inside the state parameter 
defined by [18]

2
P

c
ω

ρ
= ,                        (14)

which is also known as a baratropic parameter. In 
our case, the pressure does not vanish inside the DM 
distribution and the corresponding formulas for the 
EoS are complicated for some profiles. 

3.2 Speed of sound and refractive index
Using the speed of sound сs, we can account for 

perturbations caused by the DM fluid. Its definition 
in case of adiabatic perturbations is [19]

2
s

S

Pc
ρ

 ∂
=  ∂ 

.                      (15)

The speed of sound for the ISO and exponential 
sphere profiles are given in Ref. [7] and for the Beta 
profile we find it from Eq. (13)

2
2 0 0
( )

4
3 1

1 1arsinh 1
1

s Beta
Grc ξπ ρ

ξ

ξ
ξξ

= ×
−

  − × −   −   

. (16)

Additionally, we calculate and show that DM 
gives a refractive index which is slightly larger than 
pure vacuum. This can be seen when studying the 

optical properties of the galaxy under consideration. 
Thus, we here examine the refractive index of DM 
halo of the galaxy U11454 for all adopted profiles. 
The refractive index in the field of DM in the weak 
field regime is given by [20]

( ) ( ) ( )
2 2 21
r GM r

n r dr
c c r

Φ
= − − ∫ , (17)

where ( )rΦ is the internal gravitational potential for 
a given DM density profile, obtained by solving Eq. 
(9) and c is the speed of light in vacuum. The 
integration is carried out within the range of the 
radial coordinate taken from the RC data 
points.

4 Methods, analyses and numerical results

We aim to show that as a result of our analysis, 
by testing different profiles for such a galaxy, DM 
halo density law can be accounted for the 
kinematics of the whole family of disk (spiral)
galaxies like U11454. For completeness, it is 
important to stress that the contributions of gas in 
the bulge and disk of the galaxy are crucial to 
characterize the RCs. In turn, the RC allows one to 
determine the distribution of the galaxy's mass along 
the radial distance. In the standard approach, all the 
constituents of the galaxy must be accounted for in 
analogy with Ref. [9]. However their contributions 
with respect to the DM halo are small. Moreover the 
inner parts of U11454 is not fully reported in the 
literature. Therefore, one can neglect the 
contribution of all the constituents of the galaxy,
apart from the halo, for simplicity and adopt

2
totυ ≃ 2

profileυ ,                   (18)
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where profileυ is the contributions of the DM halo 

profile velocity. So, profileυ is defined by

( ) ( )
profile

GM r
r

r
υ υ= = and

( ) ( )2

0

4 ,
r

M r r r drπ ρ= ∫              (19)

where the DM mass M(r) has been obtained by 
integrating Eq. (7), exploiting Eqs. (1) – (6).

Further, we apply the Levenberg-Marquardt 
nonlinear least squares method [21, 22] to find the 
minimum of the χ2 function. The Levenberg-
Marquardt algorithm is an iterative technique that 
locates the minimum of a function which is 
expressed as the sum of squares of nonlinear 
functions. It consists in a combination of the Gauss–
Newton algorithm and the method of the steepest 
descent gradient. So, the χ2 function is defined by

( )
2

0 02

1 ,

, ,obsN
i

obs
i i

r r

υ

υ υ ρ
χ

σ=

 −
=  

  
∑ , (20)

where obs
iυ and ,

obs
iυσ are the N data points of 

U11454 RC and their corresponding errors, 
respectively (see Fig. 2, Top panel), while 
( )0 0, ,r rυ ρ is given by Eq. (19) and describes 

the RCs for each DM profile. The best fit 
parameters, minimizing the χ2 for each DM 
profile are listed in Table 1 and shown in Figure
2 (Top panel). The ρ0 and r0 parameters listed in 
Table 1 are in agreement with the results of Ref. 
[23]. The amount of DM mass in the galaxy, 
computed by using different profiles, is also 
shown in Table 1 and it is shown to be consistent 
with the results of Ref. [23] for the ISO and 
Burkert profiles. The χ2 values are also shown in 
the last column of Table 1.

Table 1 – Model parameters for galaxy U11454. We report for each profile ρ0, r0 and the masses expressed in units of solar mass 𝑀𝑀𝑀𝑀⨀
with their error bars, respectively. The last two columns present the BIC statistical outputs and corresponding chi squares used for 
computing the BIC values. rvir denotes the virial radius determined as the radius at which the density is equal to the critical density of 
the Universe multiplied by 200 and Mvir is the corresponding virial mass. a DM mass is calculated using the last data point in the halo 
for r. bDM mass is calculated using the scale radius r0. cThe values { }BIC 84,91,79,76,85,67≡ are for the Beta, Brownstein, Burkert, 
Einasto, exponential sphere and ISO, respectively; we define 0ΔBIC BIC BIC≡ − , with 0BIC 67= the Isothermal reference value. 
For the Einasto profile 1.8 0.3α = ± .

Profiles 00 ,ρρ σ±

(10−3 𝑀𝑀𝑀𝑀⨀/𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝3)
00 rr σ±

(kpc)
virr ,

(kpc)
virM ,

(1010 𝑀𝑀𝑀𝑀⨀)

a
MM σ± ,

(1010 𝑀𝑀𝑀𝑀⨀)

b
MM σ± ,

(1010 𝑀𝑀𝑀𝑀⨀)
cBIC∆ 2χ

Beta 104.0 ± 10.8 3.7 ± 0.2 56.8 15.6 6.0 ± 1.0 1.1 ± 0.3 17 1.5
Brownstein 81.0 ± 10.0 3.6 ± 0.3 51.7 12.7 5.7 ± 1.2 1.1 ± 0.4 24 2.8

Burkert 139.0 ± 12.9 3.7 ± 0.2 62.3 18.6 6.1 ± 0.9 1.1 ± 0.3 12 1.0
Einasto 10.5 ± 2.6 7.2 ± 0.9 42.5 14.0 6.4 ± 2.2 3.4 ± 2.0 9 0

Exp. Sphere 130.9 ± 12.9 2.8 ± 0.2 24.1 7.5 5.9 ± 1.0 0.6. ± 0.2 18 1.7
ISO 151.0 ± 11.7 1.9 ± 0.1 142.8 98.6 6.5 ± 0.8 0.3 ± 0.1 0 0.4

To compare the selected 6 profiles, which have 
different number of parameters and are not nested 
into each other, we employ the Bayesian 
Information Criterion (BIC) [24]. BIC is a selection 
criterion among a finite set of models, conceived to 
solve the overfitting issue when increasing the 
number of parameters in the fitting function. For 
completeness, notice that other selection criteria 
could also be used, e.g. the Akaike information 
and/or DIC criteria [25, 26]. Starting from the χ2

definition, the BIC is defined as

2BIC ln Nkχ= + ,               (21)

where k is the number of model parameters. For 
the Einasto profile 3k = , while for all the other 
profiles 2k = . A profile with a minimum BIC 
value is favored, according to Ref. [27]. As one can 
see from Table 1 for galaxy U11454 the BIC value 
is minimum for the ISO profile and is maximum for 
the Brownstein profile, though the difference 
between the values is not large.
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Figure 2 – Color online. Top panel: RC of galaxy U11454 and fitted profiles. 
Bottom panel: Logarithmic density profiles of DM in the halo.

In Figure 2 (Top panel) we construct RC of 
galaxy U11454 and theoretical curves for 
different profiles adopted in this work. Here the 
gray thick points show the observational data 
with their error bars, solid curves show fitted 

ISO (black), exponential sphere (red), Einasto 
(green), Burkert (blue), Beta (orange) and 
Brownstein (purple) profiles. In the Bottom
panel we present the density profiles with 
inferred model parameters from the fit.

Figure 3 – Color online. Top panel: Logarithmic mass profiles of DM in the halo. 
Bottom panel: Logarithmic gravitational potential of DM in the halo. 

Note that ( )rΦ is multiplied by 10–23

In Figure 3 the mass in units of solar mass is 
plotted as a function of the radial coordinate (Top
panel). At large distances all profiles produce 
similar mass. Correspondingly, the internal 

gravitational potential is illustrated as a function of 
the radial coordinate in the considered range 
(Bottom panel). The behavior of the potential for 
various profiles is almost identical.
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Figure 4 – Color online. Top panel: Logarithmic pressure profiles of DM in the halo. 
Bottom panel: The equation of state of DM halo. 
Note that P in both panels is multiplied by 10–25

In Figure 4 we plotted the pressure profiles P(r)
(Top panel) and equation of state P(ρ) (Bottom
panel) for galaxy U11454, using all the DM halo 
models i.e. Eqs. (1) – (6), by solving Eqs. (7) – (8). 
Here one can choose different units by using the 
following conversion factors for the density and 
pressure: 

1M⨀/pc3=

( )
23 3

2 3

6.77 10 g cm

38.05 GeV cmc

−= × =

=

and
1M⨀/(pc s2) =

( )
( ) ( )

14 2

38 2 2

6.44 10 g cm s

3.62 10 GeV cm sc

= × =

= ×
,

respectively.
It is fascinating to study the general behavior of 

the EoS involving the state parameter ω.
Consequently, (14) can be written either in terms of 
the radial coordinate r or density ρ, as shown in 
Figure 5. It follows that ω tends to zero for large 
distances or low densities, except for the ISO 
profile, where it becomes constant. At small 
distances or high densities, ω decreases or tends to a
constant value, except for the Brownstein profile 
which grows in an unusual manner, at least in the 
considered range of distances provided by the RC 
data points.

In our calculations, we can also take into 
account the corrections provided by general theory 
of relativity. At large distances when ρ << ρ0 the 
corrections can be neglected. However, near the 
central part of the galaxy, its deviations from NG 
would be significantly noticeable, since the 
corrections of general relativity in pressure are 
clearly much larger than in NG [28]. This is simply 
a consequence of the Tolman-Oppenheimer-Volkov 
system of equations.

Besides, in Figure 6 (Top panel) we plotted the 
speed of sound according to Eq. (15) for all the 
profiles. An unusual feature of DM is the fact that 
with increasing density, the speed of sound 
decreases for all profiles apart from the Brownstein 
profile where the opposite is true. It is known from 
cosmology that if the speed of sound in the central 
part of the DM distribution is less than in its outer 
parts, then it allows the formation of large-scale 
structures [29]. Thus, we can say and state that the 
Brownstein profile is not appropriate to form 
galaxies. Hence, one can rule it out.

It should be recalled that for the ISO, 
exponential sphere, Burkert, Beta and Brownstein 
profiles ρ0 is the central density. However for the 
Einasto profile ρ0 is the characteristic density and its 
central density is equal to 2

0e αρ as indicated 
above. As can be seen from Fig. 6 (Top panel), the 
behaviors of the curves for the speed of sound are 
very different, some of them change drastically as a 
function of the density. Our results are similar to the 
ones of Ref. [30], but for another galaxy.
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Figure 5 – Color online. Top panel: Dimensionless state parameter ω as a function of radial coordinate r .
Bottom panel: Dimensionless state parameter ω as a function of density ρ .

Note that ω in both panels is multiplied by 10–7

Figure 6 – Color online. Top panel: The speed of sound in the DM distribution for different profiles. 
Bottom panel: The refractive index for DM in galaxy U11454.

For the above considered profiles we have 
shown the dependence of the refractive index n on
the radial coordinate in the DM distribution in Fig. 
(6) (Bottom panel). The value of the refractive index 
is small in the halo, as we expected. In the disk 
region the refractive index grows up slowly to the 
direction of the galactic center. In the core region 
the refractive index becomes almost constant. The 
overall change in the refractive index is extremely 
small, less than 1 part of 106. The refractive index in 
vacuum is slightly less than in DM for all the 
profiles that we used at a distance within

(0.4 – 11.9) kpc which corresponds to the RCs 
data points. In general, the refractive index can also 

be used to study the light propagation process in the 
epoch of DM dominance [31].

5 Conclusion

By analyzing the RC data points of the fuzzy 
spiral galaxy U11454, we inferred the free 
parameters of the models with the help of the least 
squares method. We used the well-known cored DM 
density profiles from the literature and, in addition, 
we considered the exponential sphere, Beta and 
Brownstein profiles for comparison. The exponent-
tial sphere profile is usually applied to study the 
inner parts of galaxies [9] and, in fact, for galaxy 
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U11454 it showed a good result. This can be seen 
from Table 1.

Out of all the considered profiles, the 
Brownstein profile has the highest BIC value, and 
the ISO profile has the lowest value. The same is 
true also for the χ2. The difference in the BIC
between ISO profile (with the smallest value) and 
Brownstein profile (with the highest value) is 

BIC 24∆ = and exhibits very strong evidence 
against the Brownstein profile. Among other 
profiles, the only one with the least evidence against 
it, though still strong, is the Einasto profile with 

BIC 9∆ = . So, for our purposes the ISO and 
Einasto profiles are the most convenient profiles to 
study the DM EoS of the galaxy U11454.

Inspecting the curves for ( )rρ , ( )P r and 
( )P ρ , we have seen that the behavior of the 

profiles is similar to each other, but the degeneracy 
among the profiles is completely broken by looking 
at the diagram of the speed of sound. Here all 
profiles are distinct. As can be seen in Fig. 6 (Top
panel), the speed of sound for the Brownstein 
profile behaves completely differently and does not 
allow to form structures.

Moreover we calculated the virial radius and 
corresponding mass. For that we used the condition 
when the density is equal to the critical density 

30 39.31 10 g cmcritρ −= × [32] of the Universe 
multiplied by 200. The virial radius and 
corresponding mass turned out to be larger than the 

size of the galaxy inferred from the RC. Among the 
considered models the Isothermal profile produced 
the largest and the exponential sphere profile 
produced the smallest virial radius and 
corresponding mass.

In conclusion our analyzes demonstrate that for 
the considered galaxy the Isothermal, Einasto and 
Burkert profiles are the best models as they have the 
smaller BICs than the exponential sphere, Beta and 
Brownstein profiles. In accordance to our recent 
findings [7, 33, 34] the assumption that the EoS of 
DM do not depend on the model turned out to be 
partially valid only in a limited range of densities.

The features of DM such as the equation of state 
(the state parameter), refractive index and sound 
speed depend on the adopted models. If for the 
equation of state and refractive index the differences 
are extremely small, however for the sound speed 
the differences are quite noticeable. Therefore to 
explore the nature of DM one should attentively 
analyze DM profiles, accurately assess the value of 
BIC and rigorously examine the behavior of the 
sound speed. It would be also interesting to continue 
studies in this direction including contributions from 
the gas and disk, taking into account a composite 
structure of the galaxy. This issue will be addressed 
in our future works.
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Solar flares are strong radiation bursts, whereas large clouds of solar material and magnetic fields that 
erupt at high speeds from the Sun are coronal mass ejections. Harmful radiation from a flare does not 
pass through the atmosphere of the Earth to physically impact humans on the ground, but can disrupt the 
atmosphere in the layer where GPS and communication signals travel. Flares generate results across the 
entire electromagnetic spectrum. They emit x-rays and ultraviolet radiation, which means extremely high 
temperatures during a flash. Radio waves mean that tiny fractions of particles are accelerated to high levels 
of energy. Most of the radiation is synchrotron radiation produced along magnetic field lines by electrons 
traveling along spiral paths. In this paper was monitored solar flare registered on February 25, 2015. This 
flare, which peaked at 00:49 am EDT from a sunspot called Active Region 1990 (AR1990), is classified 
as an X4.9-class flare. We have performed solar data analysis using the Python/SunPy tool. SunPy was 
chosen as the principle data analysis environment since it provides easy to use interfaces to the Virtual Solar 
Observatory (VSO).

Key words: solar flares, emission measure, reconnection rate, SunPy.
PACS number(s): 96.60.−j; 96.60.Iv; 96.60.qe

Introduction

Solar-based flares are one of the most impressive 
energetic events in the solar atmosphere. Given 
their part of job in the solar corona’s energy balance 
and their function playing important role in the 
space weather, numerous observations researched 
the release of energy and induction of solar 
flares, focusing on the solar active. National solar 
observatories are providing the overall network with 
a wealth of data, covering extensive time ranges 
(e.g. Solar and Heliospheric Observatory, SOHO), 
numerous perspectives (Solar Terrestrial Relations 
Observatory, STEREO), and returning a lot of 
information (Solar Dynamics Observatory, SDO) [1].

Solar and stellar flares have been studied using 
both ground and space-based investigation [2-
3]. Currently, using GOES and soft X-ray data of 
Yohkoh Bragg crystal spectrometer, by [4] proposed 
between’s the peak temperature of solar flares 

and their volume emission measure a exceptional 
correlation, where n is the electron number density 
and V is the volume. Shimizu [5] found a comparative 
connection in microflares observed by the Yohkoh 
soft X-ray telescope. Feldman, Laming, & Doschek 
[4] show that this relationship can also be effectively 
extrapolated to the instanse of stellar X-ray flares.

X-ray flare databases are used in our analysis. A 
dataset provided by the Geostationary Operational 
Environmental Satellite (GOES) [6] was used to 
collect the solar activity processes. According to 
their peak flux (W m−2) observed in the 0.1 to 0.8 nm 
wavelength range, GOES flares are classified as A, B, 
C, M, and X-class, corresponding to their peak flux. 
We selected the X-class flares corresponding to a flux 
in excess of 10−4 W m−2 at Earth, respectively. The 
GOES flare lists are available at NGDC/NOAA [7].

SunPy, an open-source and free community-
developed solar data analysis package written in 
Python [8], was used in this research. Python/SunPy 
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was chosen as the key data analysis framework 
because it provides the Virtual Solar Observatory 
with easy to use interfaces (VSO). SunPy is a toolkit 
for data analysis that provides the requisite tools for 
Python’s analysis of solar and heliospheric datasets. 
SunPy aims to provide the current standard, an IDL 
based solar data analysis environment known as 
SolarSoft (SSW) [9-13], with a free and open-source 
alternative.

In this work, we have observed solar flare 
occurred on Feb. 25, 2014. This flare, which peaked 

at 00:49 am EDT on Feb. 25, 2014from a sunspot 
called Active Region 1990 (AR1990), is classified as 
an X4.9-class flare.

2. Solar data visualization 

To find and overplot the location of the brightest 
pixel, we first created the Map using the FITS data 
and imported the coordinate functionality. In the 
Figure 1 shown the brightest pixel location in 
different wavelengths obtained by Python/SunPy.

Figure 1 – The brightest pixel location (AR 1990 in AIA 171 Å, AIA 1600 Å and AIA 1700 Å)

To obtain the GOES flare intensity, we first grab 
GOES XRS data for a particular time of interest 
that is Feb. 25, 2014. Then the data loaded into a 
TimeSeries. Next we grab the HEK data for this 
time from the NOAA Space Weather Prediction 
Center (SWPC). The Figure 2 shows the Daily 

Synoptic Maps produced by the HMI on Feb. 25, 
2014. 

To enhance emission above the limb, we first 
created the Map using the FITS data. Next, we build 
two arrays, which include the entire x and y pixel 
indices. Then we converted this to helioprojective 
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coordinates and created a new array, which contains 
the normalized radial position for each pixel. Next, 
we plot it along with a fit to the data. We fit the 

logarithm of the intensity since the intensity drops 
of very quickly as a function of distance from the 
limb [14-15]. 

Figure 2 – Daily Synoptic Maps produced by the HMI

Figure 3 – Observed off limb mean DN and best fit
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The National Oceanic and Atmospheric 
Administration (NOAA) is launching and 
maintaining a collection of satellites called 
Geostationary Operational Environmental Satellites 
with weather forecasting services (GOES). 
Each GOES satellite also includes a solar X-ray 
package (the «X-ray sensor» or XRS) consisting 
of a collimator that feeds a pair of ion chambers. 
Those ion chambers measure the Sun’s spatially 
incorporated soft X-ray flux in two wavelength 
bands, 0.5-4 and 1-8Å, with a 3-s cadence. For 30 
years, the GOES soft X-ray detectors have provided 
an essentially uninterrupted track of the activity of 
the Sun and are a valuable resource for the study of 
previous solar activity and space weather prediction 
[16-19]. 

The X-ray fluxes themselves are of little use for 
quantitative physical understanding of processes in 
the Sun’s atmosphere. However, the temperature and 
emission measurements of the plasma produced by 
soft X-rays are mirrored, and these physical quantities 
are of great importance: the energy of solar flares and 
other energy releases can be deduced from them.

Corresponding volume emission measure of the 
solar soft X-ray emitting plasma observed by the 
GOES/XRS. The volume emission measure were 
obtained in SunPY using the methods of White et al. 
[20] who used the CHIANTI atomic physics database 
to model the response of the ratio of the short (0.5-
4 angstrom) to long (1-8 angstrom) channels of the 
XRSs onboard various GOES satellites. Obtained 
histogram of the data of a map is shown in Figure 4.

Figure 4 – Obtained histogram of the data of a map.

3. Conclusions

In other disciplines, the scientific python culture is 
much more developed than in solar physics. SunPy is 
making use of existing scientific python projects, with 
potential future deeper integration with projects such as 
Astropy and sci-kit image. Using SunPy package we 
have obtained the values of temperature and emission 
measure from a GOES Light Curve. This function 

calculates the isothermal temperature and corresponding 
volume emission measure of the solar soft X-ray 
emitting plasma observed by the GOES/XRS.
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In the work on specific examples involving real copper-based alloys containing 14 weight.%Al and 3 
weight.%Mn, describes the results of a study of the process of restoring the shape of a material that was 
defomated according to the three-point bending scheme. The studies were carried out by measuring 
changes in the temperature dependence of the electrical resistance and deflection of the sample, as well 
as by obtaining microelectronograms using an electron microscope. Since SME alloys operate under 
conditions of mandatory thermal cycling, the elucidation of the thermal stability of these materials is of 
practical interest. It is established that martensitic crystals that occur in hardened samples have a high 
density of packing defects and thin twins formed on the (121) γ´ plane. One of the important features 
of the martensitic mechanism is the obligatory formation of martensite with defects, which is a fine 
structure. By comparing the curves of the electrical resistivity and the deflection, it was found that the 
temperature range of the increase in the deflection upon cooling coincides with the temperature range 
of the direct martensitic transformation. In addition to stacking faults, thin twins with a thickness of 
0.01-0.04 microns are also observed in martensite crystals. It was found in the analysis that twinning in 
martensite occurs along the {121} γ´ plane. It is shown that the streakiness arising during martensitic 
transformations is caused by stacking faults, which lie in the {121} plane at a high density of stacking 
faults.  

Keywords: metals, alloys, martensite, electrical resistance, electron microscopy, structure, alloying.
PACS numbers: 61.66.Dk, 81.30.Bx.

1 Introduction

The phenomenon of thermoelastic martensitic 
transformation predicted at the time by G. V. 
Kurdyumov and later discovered on CuAlNi alloys 
these results have led to the appearance of many 
works devoted to the study of various aspects of this 
unique phenomenon. The most interesting and of 
great scientific and applied significance are the shape 
memory effect (SME), superelasticity, and two-way 
(reversible) shape memory [1,2]. The essence of the 
shape memory effect is as follows. Loading a material 
sample in the temperature range of martensitic 
transformation leads to its deformation in the form 
of stretching, bending, etc. This deformation can 
be «removed» by heating above the temperature 
of the end of the reverse transformation. In this 
case, the sample is deformed due to the directed 
growth of martensitic crystals under the action of 

applied stresses [5]. A similar process is observed 
in all materials that undergo reversible martensitic 
transformation. The difference can only be in the 
degree of restoration of the original form that existed 
before the transformation. It should be noted that in 
alloys with thermoelastic martensitic transformation, 
the original shape is completely restored. In materials 
with a large hysteresis of the forward-reverse 
transformation process, a partial restoration of the 
original shape is observed, as a result of which part of 
the deformation obtained during cooling under load 
is preserved [3,4]. 

Since then, a significant number of works have been 
performed on the study of the phenomenon associated 
with martensitic transformation. However, there are 
a number of problems that have not yet been solved, 
including the lack of consensus on the conditions for the 
existence of a complete restoration of the original shape 
when the material is heated after deformation[10]. 

https://orcid.org/0000-0002-3568-7143
https://orcid.org/0000-0001-8441-9412


27

V.A. Lobodyuk et al.                                                                               Phys. Sci. Technol., Vol. 7 (No. 3-4), 2020: 26-31

Determining these conditions is extremely important 
when choosing materials with SME used in devices 
designed to solve various structural and multifunctional 
tasks. Let us briefly explain the essence of martensitic 
transformation [7, 9].

Martensitic transformation is a subspecies of 
polymorphic transformation in which the relative 
positions of the atoms that make up the crystal are 
changed by their ordered movement. In this case, 
the relative displacements of neighboring atoms are 
small compared to the interatomic distance [6, 11]. 
The rearrangement of the crystal lattice in microblasts 
is usually reduced to the deformation of its cell, and 
the final phase of the martensitic transformation 
can be considered as a uniformly deformed initial 
phase [8, 12]. The strain value is small (about 
1-10%) and correspondingly small compared to the 
binding energy in the crystal. The microstructure 
of martensite has a needle-like (plate-like) or rack-
and-pinion (batch) appearance. It can be observed in 
hardened metal alloys and in some pure metals that 
are characterized by polymorphism. Martensite is 
the main structural component of hardened steel. For 
steel, it is an ordered supersaturated solid solution 
of carbon in α-iron of the same concentration as the 
original austenite [17]. The memory effect of metals 
and alloys is associated with the transformation of 
martensite during heating and cooling. It received 
its name in honor of the German metal scientist 
Adolf Martens, whose name is associated with the 
discovery of this phenomenon [14, 15, 20 ].

 One of the important features of the martensitic 
mechanism is the mandatory formation of martensite 
with defects, which is a thin structure [16, 19]. The 
latter has a certain effect on a number of properties of 
materials, including hardening and SME parameters. 
By changing the concentration of one of the elements 
in the alloy, you can get martensite with different 
substructures with the same mechanical properties 
of the entire system. In addition, since SME alloys 
operate under conditions of mandatory thermal 
Cycling, the determination of the thermal stability of 
these materials is of important practical interest. In 
this regard, this article will review some experimental 
results of the study of SME in cases where the 
martensite transformation proceeds with different 
hysteresis, and the martensite itself has a different 
fine structure [13, 18, 21].

2 Fine structure of martensite and memory ef-
fect in a copper-based alloy

To study the shape recovery during the reverse 
transformation, the alloy samples were prepared 

in the following composition: Cu+14 weight.% 
Al+3weight.%Mn with Mn = 10oC. The samples 
were deformed according to the three-point bend-
ing scheme. Loading was performed above the Aк 
point [6]. the Load was selected in such a way that 
the maximum stresses arising in the sample were 
significantly lower than the yield strength of the 
high-temperature β1 phase. When cooling in a cer-
tain temperature range, the deflection of the sample 
increases sharply (Figure1b). A comparison of the 
electrical resistance curves (Figure 1a) and the de-
flection curve (Figure 1b) shows that the tempera-
ture range of increasing deflection during cooling 
coincides with the temperature range of direct mar-
tensitic transformation. 

After the load is removed at the temperature of 
liquid nitrogen, the shape is restored during heating 
in the interval of reverse martensitic transformation 
(Figure 1 a, b). If the maximum stresses applied 
before loading do not exceed the yield strength, then 
complete straightening during heating is observed 
even if the sample is not unloaded before heating 
and it, unbending, performs work against an external 
force. In this case, the interval of the mold recovery 
temperature is slightly shifted towards higher 
temperatures compared to the case when the load 
does not prevent the mold recovery. It should be 
noted that the curves of the temperature dependence 
of the electrical resistance when heated under load 
remain almost unchanged. This is probably because 
the amount of martensitic phase that causes the shape 
change is at the level of the sensitivity threshold of 
the resistometric technique. Complete restoration of 
the original shape during heating was also observed 
after plastic deformation at -196oC. However, in this 
case, to obtain the same residual deflection as when 
cooling under load, loads 10-15 times greater are 
required.

During the quenching process in the studied 
alloy, the initial β – phase is ordered and a β1-phase 
is formed with a parameter 2 times greater than the 
parameter of the β – phase. Microelectronograms 
from the ordered β1 phase show superstructural 
reflexes, while micrographs show curved antiphase 
boundaries (Figure 2). A certain amount of 
martensitic crystals is preserved in the samples at 
room temperature. the γ-phase is also ordered, but 
the antiphase domains in martensite are smaller than 
in the initial phase.

Martensitic crystals that occur in hardened 
samples most often consist of two halves separated 
by a median plane. In each half of the crystal, banding 
is observed, which leads to the appearance of strands 
on microelectronograms obtained from such sites.
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 Figure 2 – Antiphase boundaries  
in the β1 phase of CuAlMn alloy

 a) b)

c)

 Figure 3 –  Section of a Martensitic cualmn alloy crystal with packaging defects:  
a) light field image; b) reflection in the reflex (100)γ´; c) image in the reflex (200)γ´.

                                                 а)                                                                                        b)  

Figure 1 – Temperature dependences of electrical resistivity (∆R/R)  
and deflection (δ) of CuAlMn alloy
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The strands are always perpendicular to the 
banding in micrographs. Banding is caused by 
packaging defects that lie in the {121} plane. The 
density of packaging defects is quite high. Figure 
3 shows micrographs of a section of a martensitic 
crystal with banding in a light and dark field.

 In addition to packing defects, thin twins with 
a thickness of 0.01-0.04 microns are also observed 
in martensitic crystals. During the analysis, it was 
found that twinning in martensite occurs along 
the {121}γ´ plane. A micrograph of a section of a 
martensitic crystal with thin twins is shown in Fig.4. 
Within the broader twin plots was also observed in 
the banding caused by defective packaging. In the 
initial β1 phase after quenching, the dislocation 
density is low, and only single dislocations are 
observed. After β1 → γ´ transformation, areas 
with high dislocation density were also found in 
martensitic crystals.

 In addition to thin twins, relatively wide (up to 
1 mm) twin sections were found in the γ´ – phase. 
The borders of such doubles are usually straight. 

These twins could be formed due to the stresses 
that occur during the martensitic transformation 
(observed after the end of β1 → γ´ upreversion at a 
given temperature) or as a result of the appearance of 
local thermal stresses in thin films when viewed in an 
electron microscope (the twins were formed during 
observation).

The direction of banding changes in the 
foreground areas (Figure 5). It was found that in 
this case, too, the twinning occurs along the {121}
γ´ plane.

When cooled, martensitic crystals or plates are 
formed with both smooth and jagged borders (Figure 
6). Compression deformation (2%) leads to the 
appearance of martensite plates with banding and 
reoriented sections with a width of approximately 
(0.2-0.4) microns. The boundaries of these sections 
are located in the {121}γ´ and {101}γ´ planes. In 
some areas, the density of dislocations in martensite 
increases. It should be noted that after deformation, 
martensitic crystals with jagged interfacial boundaries 
appear more often.

 Figure 4 – Thin twins in the γ-phase  
of the CuAlMn alloy at the orientation [111]

 Figure 5 – Twin sections of the CuAlMn alloy  
in the γ-phase with the orientation [010]

3 Conclusions 

Studies of the influence of al and Mn impurities on 
the processes of structural transformations in copper 
alloys subjected to plastic deformation according to 
the three-point bending scheme by measuring the 
temperature dependence of electrical resistance have 
shown that this dependence is practically unchanged. 
The main reason for this process is probably that the 
concentration of the martensitic phase formed in the 
alloy as a result of plastic deformation does not exceed 

the sensitivity threshold of the method based on the 
measurement of electrical resistance. However, if the 
load acting on the sample is increased by more than 
10 times at a temperature of – 196oC, it is possible to 
achieve complete restoration of the original shape of 
the material. According to electron microscopic studies, 
the main structural disorders that occur in this case are 
defects in high-density packaging and thin twins, the 
dimensions of which do not exceed 0.01-0.04 microns 
in thickness. It is established that the predominant 
formation of the latter occurs on the plane (121) γ´.
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This paper presents the results of a study of changes in structural characteristics, such as the degree of 
crystallinity, dislocation density, and deformation of the crystal lattice in ZrO2 ceramics as a result of 
irradiation with heavy Kr15+ ions with an energy of 147 MeV. The choice of the type of irradiation ions 
is due to the possibility of simulating the processes of defect formation comparable to the irradiation of 
radiation-resistant materials by fragments of uranium fission. The radiation doses ranged from 5х1013 to 
1х1016 ion/cm2. The dependences of the change in the crystallographic parameters on the radiation dose 
were established. At the same time, the maximum decrease for an irradiation dose of 1x1016 ion/cm2 was no 
more than 10 %, which in turn indicates a high radiation resistance to the accumulation of defects during 
large-dose irradiation. It was determined that the greatest change in the degree of crystallinity is observed 
above a dose of 1х1015 ion/cm2. The data obtained indicate a high degree of resistance of these ceramics to 
radiation damage. 
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1 Introduction

To date, the most promising materials for nuclear 
power as structural materials are oxide or nitride 
ceramics, which are highly resistant to degradation, 
refractory and wear resistance, and good insulating 
properties [1-5]. Among the variety of oxide types 
of ceramics, one can distinguish ceramics based 
on zirconium dioxide (ZrO2), which are among the 
most refractory oxides (Tmelt=2715°C). In nature, 
zirconium dioxide exists in three crystalline forms: 
in the form of a monoclinic structure characteristic 
of the mineral baddeleyite, a metastable tetragonal 
phase, and an unstable high-temperature cubic phase 
[5-15]. Resistance to most types of acids and alkalis, 
as well as high wear resistance and refractoriness 
make ceramics based on ZrO2 the basis for the 
manufacture of refractory, abrasive materials, 
superhard glasses and fuel cells [16,17]. All of the 
above properties make ZrO2-based ceramics one of 
the candidate materials as the basis for the materials 
of the first wall of high-temperature reactors. 
However, in the case of potential application of 
ZrO2 ceramics in this direction, it is necessary to 
know the degree of resistance of these ceramics to 
the action of ionizing radiation, as well as the effect 

of the accumulation of structural defects in the 
material [18-20].

The aim of this work is to study the structural 
changes in ZrO2 ceramics as a result of irradiation 
with heavy Kr15+ ions with an energy of 147 MeV.

2 Experimental technique

Commercial samples of ceramics based on zirco-
nium dioxide with a tetragonal type of crystal lattice 
were selected as objects of research. The choice of 
these ceramics as an object of research is due to their 
high resistance to chemical and temperature degrada-
tion, as well as their increased resistance to radiation 
damage [21-25].

The irradiation of ceramics was carried out on a 
DC-60 heavy ion accelerator. The ions for irradia-
tion were Kr15+ ions with an energy of 147 MeV. 
The radiation doses ranged from 5x1013 to 1x1016 
ion/cm2. The choice of the type of irradiation ions is 
due to the possibility of simulating defect formation 
processes in the range of particle energies compa-
rable to irradiation with uranium fission fragments 
in a reactor. The choice of the range of irradiation 
doses is due to the possibility of simulating defect 
formation processes both in the case of the begin-
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ning of the overlapping of ion trajectories in the ma-
terial, and in the case when the probability of over-
lap exceeds 1000.

The study of the effect of irradiation on structural 
distortions and amorphization as a result of the ac-
cumulation of defects in the irradiated material was 
carried out using the standard method of X-ray dif-
fraction, which belongs to the methods of non-de-
structive testing of defects. The studies were carried 
out using X-ray diffraction of the samples in the an-
gular range 2θ=20-100°, with a step of 0.03°. X-ray 
diffraction patterns were recorded on a D8 Advance 
ECO powder X-ray diffractometer, Bruker, Germa-
ny. The assessment of changes in structural charac-
teristics was carried out by determining changes in 
the shape and intensity of diffraction lines, as well as 
their distortion. 

 
3 Discussion

Figure 1 shows the dynamics of changes in the X-
ray diffraction patterns of the studied ceramics before 
and after irradiation. The general view of the diffrac-
tion patterns indicates a polycrystalline structure of 
ceramics with a high degree of structural ordering, 
which is evidenced by the symmetric shape of the 
diffraction lines in the diffraction pattern of the initial 
sample. The general view and angular position of the 
diffraction peaks are characteristic of the tetragonal 

phase of zirconium oxide with the spatial symmetry 
P42/nmc (137), which is most common for this type 
of ceramics. 

For irradiated samples, according to the given 
X-ray diffraction data, the appearance of new reflec-
tions was not detected, which indicates the absence 
of phase transformation processes or the formation of 
new phase inclusions as a result of the accumulation 
of defects in the structure. 

The main changes in the diffraction patterns are 
reflected in the form of changes in the shape of the 
diffraction peaks, as well as their intensity. These 
changes indicate that the main structural changes 
in this case are associated with deformation and 
disordering of the crystal structure, changes in 
dislocation density, and the formation of highly 
disordered regions or amorphous-like inclusions 
in the structure. These changes are caused by the 
processes of defect formation, which arise as a result 
of elastic and inelastic collisions of incident ions with 
atoms of the crystal lattice, as well as the formation 
of displacement atoms and knocked out electrons. In 
this case, in the case of irradiation with high-energy 
ions with an energy of more than 100 MeV, the main 
contribution to the energy losses of incident ions 
is made by elastic collisions of ions with electron 
shells, as a result of which cascades of knocked-out 
electrons arise and, therefore, the electron density in 
the irradiated material changes. 

Figure 1 – X-ray diffraction patterns of ceramics before and after irradiation

Analyzing the obtained data of X-ray diffraction 
patterns, it was found that the greatest changes in the 
shape of diffraction peaks are observed at irradiation 
doses above 1x1015 ions/cm2, which are characterized 

by an increase in the overlapping areas of defects 
by more than 100 times. As is known, in the case 
of single ion trajectories isolated from each other in 
the material, most of the formed point defects are 
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capable of annihilating with each other, thereby not 
making a significant contribution to the change in 
the concentration of defects in the ceramic material. 
However, in the case when the trajectories of incident 
ions begin to overlap, which is observed with an 
increase in the radiation dose, the concentration of 
defects becomes much higher and can lead to the 
formation of regions of disorder and deformation 

of the crystal lattice in the structure. In the case of 
high-temperature refractory ceramics, the formation 
of defect regions can lead to a decrease in the degree 
of perfection of the crystal structure due to partial 
disordering and deformation. Figure 2 shows the 
dynamics of the dependence of the change in the 
degree of crystallinity of the studied ceramics as a 
result of irradiation.
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Figure 2 – Dynamics of changes in the degree of crystallinity of the 
studied ceramics as a result of irradiation

According to the data obtained, it can be seen that 
the greatest decrease in the degree of crystallinity is 
observed for samples irradiated with a dose of 1x1015 
ion/cm2 and above. At the same time, the maximum 
decrease for an irradiation dose of 1x1016 ion/cm2 was 
no more than 10 %, which in turn indicates a high 
radiation resistance to the accumulation of defects 
during large-dose irradiation.

Based on the change in the shape and intensity 
of the diffraction peaks, the contributions from 
amorphous-like inclusions and highly disordered 
regions in the structure of ceramics, which 
appeared as a result of an increase in the radiation 
dose, were calculated. The calculation method was 
based on the approximation of diffraction peaks by 
the required number of pseudo-Voigt functions, 
which make it possible to separate the contribution 
from amorphous-like inclusions and an ordered 

structure. Figure 3 shows the results of these 
calculations.

As can be seen from the data presented, the 
change in the concentration of amorphous-like 
inclusions in the structure of ceramics as a result of 
an increase in the irradiation dose is nonlinear and 
has a pronounced increase in the samples irradiated 
with a dose above 1x1015 ion/cm2. This nonlinearity 
of changes in the concentration of amorphous-like 
inclusions is due to an increase in the regions of 
overlapping ion trajectories in ceramics, as a result of 
which the defects do not have time to annihilate, but 
form cluster two-dimensional and three-dimensional 
defects. In this case, the formation of strongly 
disordered regions can lead to a strong deformation 
of the crystal lattice, which is also clearly seen from 
the asymmetric shape of the diffraction maxima for 
samples irradiated with high doses. 
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4 Conclusions 

In conclusion, the studied ZrO2 ceramics have a 
high degree of resistance to radiation damage under 
high dose irradiation, and the maximum degree of 
disordering and amorphization of the structure 
at high irradiation doses of 1x1015 – 1x1016 ion/

cm2 is no more than 7-12 %. At the same time, 
no new phase inclusions or impurity formations 
were observed for all irradiated samples, which 
also indicates the high resistance of these ceramics 
not only to radiation damage, but also to phase 
transformations that can occur during large-dose 
irradiation. 
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At present, the study of complex electro-physical characteristics of semiconductor nanofilaments and 
nanofilms is of interest: the presence of non-monotonic oscillating characteristics with memory, areas of 
negative differential resistance. The aim of this work is to experimentally study both the volt-ampere and 
volt-farad characteristics of semiconductor nanoporous structures. The studied samples of porous silicon 
with the p-n structure were obtained by electrochemical etching. Single-crystal silicon with a p – n+ 
junction was used as the initial substrate. The NI EL VIS II+ educational platform and the Agilent E4980A 
instrument were used to study the electrophysical characteristics. To measure the dependence of current on 
voltage, as well as capacitance on voltage, Inga contacts with a thickness of 370 nm each were applied to 
nanoporous films. Thus, in this work, the phenomena of current switching, hysteresis behavior of current, 
and capacitance of porous silicon nanofilms are experimentally studied. It was found that these effects are 
amplified by a factor of 3-4 when the films are irradiated with an infrared laser. The results of this work 
can be used in the field of nanotechnology to improve memory and sensory elements. The established 
experimental facts can serve as a basis for constructing physical theories.

Key words: Por-Si, Current-voltage characteristic, Volt-farad characteristic, Hysteresis
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1 Introduction

Porous silicon (por-Si) obtained by electrochemi-
cal anodizing has a wide range of unique properties 
and is a promising material for creating various new-
generation devices [1-7]. It is known that por-Si can 
have a wide range of porosity (from 2 to 90%) de-
pending on the conditions of electrochemical treat-
ment, the level of doping with donor or acceptor im-
purities, the composition of the electrolyte, etc. It is 
obvious that por-Si with a specific pore volume of 
several percent and por-Si with the highest porosity 
inevitably differ from each other not only in structural 
but also in optical, luminescent, and electrical prop-
erties. The use of por-Si layers as active elements in 
these devices requires careful study of the electrical 
properties of this material.

In [8], current-controlled switching was observed 
in the p-type crystalline silicon (p-c-Si) / porous Si 
(PS) / hydrogenated amorphous n-type silicon (n-a-
Si: H) heterostructure. The most noticeable charac-
teristic of a sharp increase in current at a voltage of ~ 
0.95 V with a direct measurement from 0 to 1.8 V and 

a sharp decrease at 0.78 V with a reverse measure-
ment was obtained, forming a loop. It is noteworthy 
that both forward and reverse switching occurs at the 
same current value of 10.8 mA. A switching mecha-
nism is proposed that takes into account the presence 
of trapped carriers at the silicon-nanocrystal-SiOx in-
terface. This is because parts of the captured charges 
were bound near the n-a-Si: H / PS and PS / p-c-Si 
interfaces, forming an additional Coulomb barrier for 
the main carriers. It was assumed that when a volt-
age is applied to the PS layer, the captured carriers 
destroy the barrier at a certain threshold value and 
promote switching.

In memory devices, generators, and fast switch-
ing devices, one of the important electrical charac-
teristics is the negative differential resistance (NDR) 
– a local increase in the current [9]. NDR is observed 
in devices made of amorphous silicon/silicon carbide 
[10], Si/SiO2 nanowires, and devices based on quan-
tum dots [11], as well as in porous silicon [12,13]. In 
[14], the NDR was investigated for a Schottky diode 
made of porous silicon. It is shown that thin filaments 
in porous silicon have much lower electron mobil-

mailto:Dana.Turlykozhayeva@kaznu.kz
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ity than thick filaments due to electron scattering on 
the surface. Some carriers can overcome the gap in 
the conduction band and flow into thin filaments. The 
negative differential resistance was due to the differ-
ence in the mobility of thick and thin wires in porous 
silicon.

In [15], we studied the performance characteris-
tics of memristive devices depending on the anneal-
ing temperature of thin films of zinc oxide (ZnO) 
over porous silicon (PSi) in a two-layer configura-
tion. Electrical characteristics demonstrated that the 
psi nanostructured substrate and the configuration 
of ZnO layers effectively contribute to an 8-fold 
increase in the memristive ratio. The effect of a 
single-layer ZnO-PS configuration with single and 
different annealing resulted in continuous and sud-
den switching. The tests revealed a decrease in the 
switching coefficient with an increase in the voltage 
step size.

The volt-Farad characteristic (CV) of porous sili-
con at room temperature is given in [16]. Very clear 
quasi-periodic oscillatory features were found at 
voltage values in the range from -50 V to 50 V. This 
is because the low-dimensional quantum restriction 
in the PC is a possible reason for the observed CV 
fluctuations at room temperature.

CV characteristics of carbon nanotubes depos-
ited on layers of porous silicon were studied in [17]. 
CV curves taken using a frequency of 1 MHz and an 
RMS value of 20 mV showed that the capacitance 
decreases with increasing voltage. This decrease was 
non-exponential and the capacitance became con-
stant at high voltages. This behavior has been ob-
served and attributed to an increase in the depletion 
region, that is, an increase in the built-in voltage. The 
sample etched for 4 minutes had a negative capac-
ity of about 5 V. Negative capacitance is related to 
the non-monotonic or positive behavior of the tran-
sient current derivative in response to a small voltage 
jump.

Memristive devices are made of nanostructured 
composites of porous silicon-metal oxide (ZnO and 
VO2) [18, 19]. Electrical characteristics indicate that 
both devices have symmetrical zero-crossing hyster-
esis curves typical of memristive systems. Although 
both devices showed significant durability and stable 
switching coefficient, the ZnO-based device showed 
relatively better stability and a higher resistive 
switching coefficient of 86% compared to the VO2-
based device.

From a brief review, it should be concluded that 
the volt-ampere and volt-farad characteristics of 
semiconductor nanofilaments and nanofilms, as a 

rule, have non-monotonic oscillating curves with the 
presence of hysteresis loops and sections of negative 
differential resistance. However, universal approach-
es to describing processes on this issue have not 
yet been established. Currently, there is no general 
theory explaining the features of nonlinear electrical 
conductivity of nanocluster semiconductor films de-
pending on their nanoscale structure.

The purpose of this work is to experimentally 
study the volt-ampere and volt-farad characteristics 
of semiconductor nanoporous structures and search 
for characteristic general patterns.

2 Materials and methods of work

Measurements of the current-voltage charac-
teristics of porous silicon films were carried out 
on the Ni EL VIS II+ educational platform (figure 
1), with and without exposure to 630 nm infrared 
laser films in the voltage range from 0 V to 2 V. 
This platform is competitive measuring equipment 
in the field of circuitry, control systems, and tele-
communications.

Samples of porous silicon with a p-n structure 
and dimensions of 8 x 2 mm2 were obtained by 
electrochemical etching. The etching time of the 
films was 3 min, and the current density was 50 
mA / cm2. As the initial substrate, the prepared 
monocrystalline silicon with the p-n+ junction was 
used, where n+ – layer diffusion is a gradient of the 
impurity of phosphorus with a concentration of main 
charge carriers 1019 cm-3 with a gradual decrease of 
the impurity to the boundary of the p-n junction. The 
thickness of the p-silicon was 350 microns with a 
resistivity of 10 Ohm×cm, and the thickness of the 
n-layer was about 500 nm. To remove phosphor 
silicate glass, the silicon surface was etched in a 10% 
solution of hydrofluoric acid and washed in isopropyl 
alcohol using an ultrasonic device, and then dried.

To study the dependence of electric current on 
voltage, as well as capacitance on voltage, Inga 
contacts with a thickness of 370 nm each were 
applied to nanoporous films.

The volt-farad characteristics of nanostructured 
and porous silicon samples were measured using 
an Agilent E4980A LCR meter (figure 2) under 
natural light and laser exposure in the voltage range 
from 0 V to 2 V and from 2 V to 0 V. The Agilent 
E4980A Precision LCR-Meter (figure 2) operates in 
the frequency range from 20 Hz to 2 MHz. The basic 
accuracy of the equipment is 0.05 %. The device has 
excellent reproducibility of measurements at low and 
high impedance values.
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Figure 1 − Experimental setup: 1 – Ni EL VIS II + Platform, 
2 − infrared laser, 3 – a porous silicon film, 4 − contact points on the film

Figure 2 − Experimental setup: 1 − LCR meter the Agilent E4980A,
2 − infrared laser, 3 − a porous silicon film, 4 − metal contact
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3 Experimental results and discussion

Figures 3 show the dependences of the electric 
current on the voltage of the VAC of porous silicon 
films with and without exposure to infrared laser 

radiation. In the range from -3 V to 3 V (figure 3(a)) – 
in natural light, from -2 V to 2 V (figure 3(b)) – when 
exposed to a laser, the VAC curves are characterized 
by the presence of oscillation, negative differential 
resistance, and hysteresis.

Figure 3 (a) − The volt-ampere characteristics  
of porous silicon in natural light.  

Δ – for direct measurement, 
○ − for reverse measurement

The nonlinear behavior of the VAC is typical, 
which can be explained by the dependence on 
the voltage of potential barriers in the structure 
of nanocrystal silicon. The experimental graph is 
characterized by the asymmetry of the hysteresis 
loops at forward and reverse (U<0) currents. The 
reverse current is significantly (~3 times) less than 
the forward current (U>0) under laser illumination. 
In this case, the current switching peaks are 
observed. Without laser action, current surges are 
not observed.

The difference in the shape of the curves during 
repeated transmission of current through the film 
indicates a change in its structure and the presence of 
memristive properties of the film.

Figure 4 shows the volt-farad characteristics 
of a porous silicon sample obtained at different 
frequencies (f) of the external voltage U (f) under the 
influence of a laser and in natural light.

The volt-farad characteristics in the form of 
hysteresis are obtained when the voltage increases 
from 0 V to 2 V, and then when it decreases. In 
natural light, the capacitance value decreases and 
stabilizes as the voltage increases. In natural light, 
a sample of porous silicon has properties similar to 

Figure 3 (b) − The volt-ampere characteristics  
of porous silicon when exposed to a laser.  

Δ – for direct measurement,  
○ – for reverse measurement

the metal-dielectric-semiconductor structure [22]. 
When a laser beam is applied to a porous silicon 
sample, the electrical capacity at a constant charge 
is inversely proportional to the voltage. The energy 
of the laser beam increases the energy of additional 
charge carriers in the valence band to the level of the 
conduction band, which increases the capacitance 
value. In figure 4 (a), when illuminated by a laser 
beam, a negative capacitance value is observed, 
with a low voltage value. As noted in [20], negative 
capacitance occurs due to a monotonous transient 
process with a small change in voltage, i.e., due to a 
decrease in charge. 

Figure 5 shows the volt-farad characteristics of 
a porous silicon sample in natural light, under laser 
and incandescent illumination at a voltage frequency 
of 100 kHz.

Table 1 shows the areas of the hysteresis curves of 
the volt-farad characteristics obtained under different 
lighting conditions in conventional units. The area 
of the hysteresis curves obtained by laser and lamp 
illumination of the film increases by 2.54 and 1.87 
times. When simultaneously illuminated with a laser 
and a lamp, an increase in the area of 4.5 times is 
observed.
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Figure 4 − The volt-farad characteristics of a porous silicon sample, frequency f (kHz):
(a) − 1, (b) −10, (c) − 102; (d) −103 

∆ − in natural light conditions; ○ − when illuminated by a laser beam

Figure 5 − The volt-farad characteristics  
of porous silicon samples: Δ – in natural light,  

○ − under laser illumination, □ – under illumination
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Table 1 – Changes in the hysteresis characteristics under 
different illumination of the nanofilm. S0 is a value of S in 
natural light

Type of lighting Conditional hysteresis area (S) Sx/ S0

Natural 5.23 -

Laser 13.33 2.54

Lamp 9.78 1.87

Laser+lamp 23.55 4.5

Figure 6 shows the change in the volt-farad char-
acteristic when a voltage is applied from 0 V to 2 V, 
at a voltage frequency that coincides with the charac-
teristic size of the nanofilm (~10–3m) and the propa-
gation speed of the electromagnetic wave (~108m/s). 
The resonant decrease in the capacitance (~105Hz) is 
observed.

Figure 6 − The volt-farad characteristic  
of a porous silicon sample at 100 kHz

There is an abrupt decrease in the capacitance 
in the voltage range 1.2-1.4 V, comparable to the 
value of the width of the energy-forbidden zone of 
silicon. A sharp decrease in the capacitance value is 
associated with a decrease in the charge when the 
voltage is resonant.

Figure 7 shows the dependence of capacitance on 
the frequency at a constant voltage value.

As the frequency increases, the capacitance value 
decreases. This means that porous silicon structures 
have depletion and charge accumulation zones, as in 
metal-dielectric-semiconductor devices.

At low frequencies, the capacitance value is 
higher, since the conditions of the boundary loop are 
in equilibrium. At high frequencies, the capacitance 

is related to the spatial distribution of charges, and 
the boundary conditions of the loops are not affected 
by the voltage [22]. A similar result was obtained in 
[19, 21, 22].

Figure 7 – The frequency dependence  
of the capacitance at a constant voltage U = 1 V,  

∆ − in natural light; ○ − in laser light

4. Conclusion

The various qualitative and quantitative 
changes in the electrical conductivity and electrical 
capacity of nanoporous semiconductor films are 
shown experimentally. Some general regularities 
are established: non-linear, hysteresis dependence 
of electric current, electric capacity on voltage 
both in natural light and under laser radiation. In 
the latter case, the characteristics increase up to 
3-4 times. The appearance of chaotic bursts jumps 
in changes in electric current and capacitance is 
observed at external voltage values close to the 
value of the energy band gap of the semiconductor. 
As the process repeats, the structure of the 
nanofilm changes: the conductivity increases, and 
the resistance decreases. These phenomena of 
current switching and memristor behavior of the 
capacitance can also be realized on spatial scales 
of the order of a micron, as resonant effects of the 
characteristic frequencies of the film and external 
perturbation.

The established experimental facts can serve as a 
basis for improving the nanotechnology of memory 
elements, sensors, photo converters, and for building 
the necessary physical theories.
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This paper deals with the neural network methods of the implementation of systems of identification of 
individuals based on videos and photographs. Over the last few decades, it has been considered to be one 
of the most powerful tools and has become very popular in the literature as it is able to handle a huge 
amount of data. The neural network architectures used in modern biometric identification systems have 
been reviewed. Based on the research conducted in this field, an approach was developed that can improve 
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parameters that affect CNN efficiency.
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1 Introduction

Since the 1990s, systems based on machine 
learning methods and annotated database information 
have been widely used for automatic information 
recognition [1, 2, 3, 4]. By today, the field of 
“character and pattern recognition” has become very 
popular among researchers due to the possibility of 
increasingly frequent application of the technology in 
daily human activities. The most prominent examples 
of the use of information recognition technology are 
the recognition of faces, speech, images, handwritten 
documents, number plates, barcodes. The recognition 
of faces, speech and handwritten input is of particular 
interest among these examples as these parameters 
can solve one of the most topical problems of the 
modern digital society: identification and 
authentication of individuals [2, 3, 5]. Through the 
application of automatic recognition, it is possible to 
achieve digital “computer-based” identification of a 
person, which, in turn, would contribute to the 
replacement of the current, already obsolete methods.

The development of high-speed computing 
machinery, the increased performance of modern 
computers and improvements in audio and video 
capture systems indicate that further advancements in 
machine learning and autonomous object recognition 
technology are appropriate and that such technology 
should be introduced even more widely into everyday 
life.

Researchers have written a large number of 
publications on the problem of object recognition and 
the identification of individuals, but despite this, this 
topic is still relevant. This is primarily due to the large 
volume of information and the uncertainty that are 
inherent to the recognition technology and the 
objects, respectively, as well as to the improvement 
of computing technology capabilities. 

Most modern biometric recognition systems 
based on the unique biological characteristics of an 
individual have two major drawbacks, which make 
the use of neural networks and video even more 
sensible [6, 7]:

– the use of special and/or expensive equipment;
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– physical contact with the devices used for 
identification (fingerprinting, iris scanning).

Thus, the use of face recognition methods based 
on the neural networks for identity verification helps 
to create a fairly efficient, yet inexpensive and easy 
to implement solution to this problem [8].

A priority direction in the field of image detection 
and recognition in photo and video today is the use of 
Convolutional Neural Networks (CNN) [9, 10, 11, 
12]. The main advantage of this method of neural 
network implementation is that the algorithm itself 
extracts information attributes, relative to which the 
weights are calculated [12].

The aim of this research is to investigate 
modern identification methods and to improve the 
quality of image recognition. The scientific value lies
in the creation of a more efficient image analyser 
based on the already existing neural network 
organisation approaches, without using “heavy” 
methods. Such methods involve software tools that 
spend too many resources in the process of 
recognition (neural networks with pixel-by-pixel 
comparison) [13]. The practical value lies in the 
possibility of applying this method of neural network 
organisation as a working system for the 
identification of individuals (e.g., in the banking, 
government, law enforcement sectors).

2 Neural Network Model Architecture and Its 
Training. 

Convolutional neural networks are a class of 
neural network models that originated from the 
studies of the feline visual apparatus conducted by 
Hubel and Wiesel in the 1960s [14]. The result of 
these studies was the discovery of two types of 

neurons responsible for the visual perception of 
animals: the first type has the properties of local 
sensitivity and is responsible for detecting the 
simplest characteristics of objects (approximate
silhouette, extreme points and angles of an object); 
the second type facilitates the recognition of higher-
level features of objects, using combinations of 
neurons of the first type.

The first real-world model that implemented the 
detected behaviour of feline visual neurons was the 
neocognitron of Fukushima [15]. It was created using 
supervised training of a linear classifier and 
unsupervised adjustment of the filter bank. 
Subsequent research in this area made the complete 
transition to the supervised form of training possible 
and also greatly simplified the architecture of the 
neural network. Eventually, a new convolutional 
structure was developed, which is currently gaining 
more and more forms of practical application: 
navigation systems, image recognition, identification 
of individuals, recovery of noisy signals and much 
more [16].

There are several architectures of convolutional 
neural networks developed so far, which differ from 
each other in the topology of layers, the way the 
learning process is organised, activation function, 
etc. One of the classic architectures of convolutional 
neural networks is the LeNet-5 neural network model 
developed by Yan LeCun in the late 1990s [17].

Fig. 1 shows a schematic diagram of a 
classical, multilayer, fully connected neural network 
and how it works. Classic multilayer neural networks 
have two significant disadvantages that arise directly 
from the network architecture because the inter-
neuronal connections between layers are organized 
by means of “each to each” connection.

Figure 1 – Fully-connected layer
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Because of this kind of connection, the image 
has the appearance of an n-dimensional vector, 
which does not take into account the local two-
dimensional organisation of the pixels and the 
possibility of image deformation. At the same time, 
the convolutional neural network architecture (Fig. 

2) provides an opportunity to correct the 
shortcomings of the classical multilayer neural 
network. It implements the principles of the 
neocognitron architecture, which is simplified and 
augmented with an error backpropagation algorithm 
used for training [18, 19].

Figure 2 – LeNet introduced by Yan LeCun [17]

The use of local receptor fields, weights and 
hierarchical organisation with spatial subsamples in 
convolutional neural networks enables local two-
dimensional connectivity of the neurons and 
detection of individual facial features that can be 
located anywhere in an image [20].

A convolutional neural network is able to provide 
partial robustness to changes in image scale, 
displacements, rotations, changes in viewing angle 
and other types of distortions. As already mentioned, 
a convolutional neural network architecture is multi-
layered, but it can be divided into two main types: 
Convolutional and Subsampling, which alternate 
with each other in architectures. Each individual 
layer contains multiple planes. Neurons from any of 
the planes have identical weights that come to all the 
local fragments of the previous layer (identical to the 
human visual cortex). The incoming information is 
“scanned” by a window of a certain, often small, size; 
information is then “weighed” by a set of weights, 
and the result of these operations is transmitted to the 
corresponding neuron of the subsequent layer. Such 
planes are called feature maps. Each of the feature 
maps selects certain parts of the input image, sending 
the result to the next subsampling layer. The 
subsampling layer reduces the scale of the planes 
through the local averaging of the weights, thereby 
organising the hierarchical structure of the 
convolutional neural network. This algorithm 
corresponds to the first type of neurons in the feline 

visual apparatus mentioned above. Subsequent layers 
corresponding to the second type of neuron extract 
more general characteristics from images, which are 
less dependent on distortion [18].

A comparison of multilayer neural networks with 
convolutional neural networks has shown a 
significant advantage of the latter both in terms of 
learning speed and quality of object recognition. At 
present, the parameters of learning speed, 
performance and percentage of accurate recognition 
play a key role in the development of the image 
recognition systems (including human identification 
systems).

3 Algorithm for Selecting a Convolutional 
Neural Network Architecture.

Before starting to implement the algorithm, it is 
necessary to introduce the concept of partial 
partitioning, which means the set of convolutional 
neural network layers 𝑁𝑁𝑁𝑁 = {𝑁𝑁𝑁𝑁1,𝑁𝑁𝑁𝑁2, … ,𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖}, where 𝑖𝑖𝑖𝑖 is 
the number of neural network layers determined 
experimentally. The idea of introducing the following 
algorithm is to enumerate a combinatorial set of 
different configurations that are constrained by certain 
parameters and layout rules. In order to reduce the 
enumeration space and cut off the futile alternatives, 
we will rely on the following conclusion:

If from the architecture of the convolutional 
neural network 𝑁𝑁𝑁𝑁1 = 𝑁𝑁𝑁𝑁11,𝑁𝑁𝑁𝑁21, … ,𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖1 the recognition 
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accuracy 𝑃𝑃𝑃𝑃1 was obtained after its training, then 
architecture 𝑁𝑁𝑁𝑁2 = 𝑁𝑁𝑁𝑁12,𝑁𝑁𝑁𝑁22, … ,𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖2 can be obtained by 
changing parameter 𝑎𝑎𝑎𝑎𝑗𝑗𝑗𝑗 in one of the layers 𝑁𝑁𝑁𝑁𝑥𝑥𝑥𝑥1 =
𝑘𝑘𝑘𝑘𝑥𝑥𝑥𝑥1𝑎𝑎𝑎𝑎𝑗𝑗𝑗𝑗 to parameter 𝑎𝑎𝑎𝑎𝑗𝑗𝑗𝑗+1 𝑁𝑁𝑁𝑁𝑥𝑥𝑥𝑥2 = 𝑘𝑘𝑘𝑘𝑥𝑥𝑥𝑥2𝑎𝑎𝑎𝑎𝑗𝑗𝑗𝑗+1, where 𝑥𝑥𝑥𝑥 ∈
[1, … , 𝑖𝑖𝑖𝑖], 𝑘𝑘𝑘𝑘𝑥𝑥𝑥𝑥 is the number of elements in the word 
with recognition accuracy 𝑃𝑃𝑃𝑃2 <  𝑃𝑃𝑃𝑃1, then for neural 
network architecture 𝑁𝑁𝑁𝑁3 = 𝑁𝑁𝑁𝑁13,𝑁𝑁𝑁𝑁23, … ,𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖3 с 𝑁𝑁𝑁𝑁𝑥𝑥𝑥𝑥3 =
(𝑘𝑘𝑘𝑘𝑥𝑥𝑥𝑥2+1)𝑎𝑎𝑎𝑎𝑗𝑗𝑗𝑗+1, the recognition accuracy will be even 
lower 𝑃𝑃𝑃𝑃3 <  𝑃𝑃𝑃𝑃2 <  𝑃𝑃𝑃𝑃1 and further training of this 
branch is not needed.

The layout algorithm of the convolutional neural 
network architecture can be described as follows:

1. The input and the output layers of the desired 
architecture are created based on the data used as a 
basis:

- 𝑥𝑥𝑥𝑥𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗1 = 𝑚𝑚𝑚𝑚 ∗ 𝑛𝑛𝑛𝑛 ∗ 𝑐𝑐𝑐𝑐ℎ;

- 𝑦𝑦𝑦𝑦𝑖𝑖𝑖𝑖,𝑗𝑗𝑗𝑗1 = 𝑟𝑟𝑟𝑟.

2. A randomly chosen number of layers 𝑖𝑖𝑖𝑖 is set, 
and the layout counter is set to 𝑗𝑗𝑗𝑗 = 1. A set 𝐴𝐴𝐴𝐴 of 
convolutional neural networks is found.

3. 𝑄𝑄𝑄𝑄∗ = 0, 𝑀𝑀𝑀𝑀∗ = 0, 𝑁𝑁𝑁𝑁, 𝑁𝑁𝑁𝑁1,…,𝑍𝑍𝑍𝑍1 = ∅,𝑗𝑗𝑗𝑗 = 𝑗𝑗𝑗𝑗 + 1,
𝐴𝐴𝐴𝐴 =  ∅ is a set of futile architectures.

4. 𝑛𝑛𝑛𝑛 = 1 is the layer counter.
5. 𝑘𝑘𝑘𝑘 = 1 is the counter of neurons in the layer.
6. Check if the condition 𝑛𝑛𝑛𝑛 < 𝑖𝑖𝑖𝑖 (the current layer

is not the last one) is met. If the condition is true, 
proceed to the next step, otherwise, proceed to step 
13.

7. Assign 𝛾𝛾𝛾𝛾5 as a rule of selecting the candidate 
𝑎𝑎𝑎𝑎𝑖𝑖𝑖𝑖 from the set of all neural network architectures 𝐴𝐴𝐴𝐴.

8. According to the rule 𝛾𝛾𝛾𝛾5, element 𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘 is 
selected and placed in 𝑁𝑁𝑁𝑁1,

9. The number of inter-neuronal connections is 
found:

𝑄𝑄𝑄𝑄𝑘𝑘𝑘𝑘∗ = ∑𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑥𝑥𝑥𝑥𝑙𝑙𝑙𝑙,𝑗𝑗𝑗𝑗
𝑖𝑖𝑖𝑖 ,𝑄𝑄𝑄𝑄∗ = 𝑄𝑄𝑄𝑄∗ + 𝑄𝑄𝑄𝑄𝑘𝑘𝑘𝑘∗ ,

and the number of weights used:

𝑀𝑀𝑀𝑀𝑘𝑘𝑘𝑘
∗ = 𝑊𝑊𝑊𝑊𝑎𝑎𝑎𝑎𝑘𝑘𝑘𝑘𝑥𝑥𝑥𝑥𝑙𝑙𝑙𝑙,𝑗𝑗𝑗𝑗

𝑖𝑖𝑖𝑖 ,𝑀𝑀𝑀𝑀∗ = 𝑀𝑀𝑀𝑀∗ + 𝑀𝑀𝑀𝑀𝑘𝑘𝑘𝑘
∗.

10. Check if the condition 𝑄𝑄𝑄𝑄∗ ≤ 𝑄𝑄𝑄𝑄
𝑙𝑙𝑙𝑙

is met. If the 
condition is true, increment 𝑘𝑘𝑘𝑘 = 𝑘𝑘𝑘𝑘 + 1 and return to 

step 6. If the condition is false, increment 𝑛𝑛𝑛𝑛 = 𝑛𝑛𝑛𝑛 + 1
and return to step 5.

11. Insert 𝑖𝑖𝑖𝑖 fully-connected output neurons in the 
subset 𝑁𝑁𝑁𝑁1, 𝑁𝑁𝑁𝑁 = {𝑁𝑁𝑁𝑁1, … ,𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖}.

12. Check if the cut-off condition is met by the 
model. If the condition is true, then 𝑁𝑁𝑁𝑁 = {𝑁𝑁𝑁𝑁1, … ,𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖}
is placed in 𝐴𝐴𝐴𝐴. If the condition is false, proceed to the 
next step.

13. Model 𝑁𝑁𝑁𝑁 = {𝑁𝑁𝑁𝑁1, … ,𝑁𝑁𝑁𝑁𝑖𝑖𝑖𝑖} is excluded from the 
set of all convolutional neural networks 𝐴𝐴𝐴𝐴. After this 
model is trained on the test dataset, it is added to the 
database along with the result of the training 𝑃𝑃𝑃𝑃,𝑃𝑃𝑃𝑃1,𝑃𝑃𝑃𝑃2
under the name 𝐴𝐴𝐴𝐴𝑗𝑗𝑗𝑗.

14. Untested alternatives of the set of neural 
networks 𝐴𝐴𝐴𝐴 are checked. If untested architectures 
exist, return to step 3, otherwise, proceed to the next 
step.

15. Selection of the architecture with the 
maximum 𝑃𝑃𝑃𝑃 −𝑚𝑚𝑚𝑚𝑎𝑎𝑎𝑎𝑥𝑥𝑥𝑥 value from the database 𝐴𝐴𝐴𝐴𝑗𝑗𝑗𝑗 .

4 Results of the Experiment.

The training data set for the experiment consisted 
of photographs of real people. The architecture of the 
convolutional neural network was obtained by using 
the algorithm proposed above. The sizes of the filter 
windows were 3x3, 7x7, 11x11; the subsampling 
window size was 2x2; the activation function was
adam (adaptive moment estimation) [21].

The important point was the comparison of the 
parameters such as epoch accuracy and epoch loss 
during the training of the neural networks. Figure 3 
and Figure 4 show the comparison of these 
parameters for neural networks with different filter 
window and different volume of the training base.

The graphs show that with a 3x3 filter window 
size, high accuracy is achieved faster than with the 
7x7 and 11x11 windows. At the same time, the 
training of the neural network with a 3x3 window is 
faster. A similar pattern can be observed in the case 
of epoch loss.

It is worth noting that after certain epochs of 
training in some cases epoch loss increases along 
with a decrease in epoch accuracy. Thus, there is a 
question of whether it is reasonable to use a large 
number of epochs, which can lead to the deterioration 
of the neural network parameters.
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Figure 3 – The dependency of epoch accuracy and epoch loss on the size
of the filter window when training data equals 20000

Figure 4 – The dependency of epoch accuracy and epoch loss on the size 
of the filter window when training data equals 4000

5 Conclusion

In this paper, methods of selection of the 
appropriate neural network architecture were 
reviewed, using the proposed algorithm. By varying 
the size of the filter window, the dependencies that 
affect the process of training, as well as the quality of 
the initial neural network, were obtained. The obtained 

data provides food for thought on how to properly 
constrain the process of training of a neural network in 
order to achieve an optimal solution with respect to the 
duration of the training and the quality of recognition. 
The deterioration of the parameters after a certain 
epoch of training requires further explanation as well. 
It is possible that this phenomenon is caused by the 
activation function reaching one of the local minima.
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