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Computer modeling of processes  
of radiation defection formation in aluminum irradiated by ions 

Abstract. The article considers the process of interaction of ions with aluminum and the formation of the 
radiation defects. The selection of an approximate expression for the interaction cross section is found 
and the approximation coefficients are found. Algorithms of calculation of a cascade probability function, 
range of the primary beaten-out atoms, concentration of radiation defects are given. Calculations of 
cascade probability functions depending on number of interactions and a depth of penetration of particles, 
ranges of the primary beaten-out atoms (PKA), concentration of radiation defects are made. Regularities 
of behavior and finding of area of result when calculating cascade probability functions depending on 
number of interactions and a depth of penetration of particles , concentration of radiation defects for the 
aluminum irradiated with ions are received. It is necessary to consider various factors: types of flying 
particles (charged and uncharged, light and Heavy), a real "physical" picture; i.e. processes occurring at 
interaction of particles with a substance. 
Key words: ion, aluminium, approximation, algorithm, calculation, cascade-probabilistic function, the 
concentration of radiation defects.  

Introduction 

Modern development of science and technology 
requires the creation of fundamentally new materials 
that meet the requirements of various fields of 
energy. These materials should possess qualitatively 
new physical and chemical properties that assumes a 
detail study of structure of materials under the 
influence of the ionizing radiation and obtaining the 
defect information in structure of materials. A 
consequence of the action of ionizing radiation is a 
sharp change in their properties. Predicting the 
behavior of materials under harsh operating 
conditions requires the creation of quantitative 
models explaining radiation defect formation [1-8]. 

It is necessary to consider various factors: types 
of flying particles (charged and uncharged, light and 
Heavy), a real "physical" picture; i.e. processes 
occurring at interaction of particles with a 
substance. Aluminium is taken in the work. 

Aluminium and its alloys are increasingly used in 
shipbuilding Aluminum alloys are used for 
manufacturing ship hulls, deck superstructures, 
communication and various types of ship 
equipment. The main characteristics of aluminum 
and its alloys, revealing the expediency of their 
application in railway transport, high specific 
strength, small force of inertia, corrosion resistance. 
The introduction of aluminum alloys in the 
manufacture of welded tanks increases their 
durability in the transportation of a number of 
products of the chemical and petrochemical 
industry. One of the main requirements for materials 
used in road transport is low weight and relatively 
high strength. The corrosion resistance and good 
decorative surface of the material are also taken into 
consideration. The high specific strength of 
aluminum alloys increases the carrying capacity and 
reduces the operating costs of mobile transport. 
High corrosion resistance of the material extends 
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service life, expands the range of transported goods, 
including liquids and gases with high aggressive 
concentration. 

The work is performed within the framework of 
a cascade-probabilistic method, the essence of 
which is to obtain and further use of cascade-
probability functions (CPF) having the sense of the 

probability of reaching a particle of a certain depth h 
after the n-th number of collisions [9-11]. 

 
Main results 
 
The cascade probability function for ions has the 

following form [11]: 
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where h’,h – depth of generation and registration of 
the particle, respectively, n – number of interactions, 
E0- the initial energy of the primary particle, 0, a, 

E0, k – approximation coefficients, , 
l=1/(0ak). Calculation of CPF is performed 
according to the formula: 
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In order to calculate the KPF by formula (2), it 

is necessary to find coefficients of approximation 
0, a, E0, k included in this expression. For this 
purpose, the interaction cross section is calculated 
by the Rutherford formula [12] there are depths of 
penetration from the tables of parameters of spatial 
distribution of ion-implanted impurities of 
Kumakhov-Komarov [13], the calculated section 
values are approximated with the following 
expression: 
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Then the approximation coefficients for the 

various ions in the aluminium have been found. 
Table 1 shows the approximation parameters for 
indium in aluminium. The results of the 
approximation selection are shown in figure 1. 

 
Table 1 – Approximation values for indium in aluminum 

 
0  9

0 10    '
0  K   

1000 165.94806 2.07165 0.00184 0.13615 0.99285
800 176.93226 0.96197 0.00427 0.20159 0.99359
500 226.59381 0.75709 0.00928 1.2488 0.99282
200 290.18127 0.2588 0.03555 60.56595 0.99698
100 408.7585 0.1165 0.10402 440.66742 0.99852
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Figure 1 – Approximation of the modified section  

of the cascade-probability function for indium in aluminum  
Е0= 1000(1), 800(2), 500(3), 200(4), 100(5) keV.  

Points – calculated data of the dependence of the cross section on depth,  
solid line – approximation 

 
 
Further calculations of the CPF have been 

performed as a function of the number of 
interactions (Table 2) and the penetration depth of 
the particles (Table 3).  

The regularities in the behavior of the result area 
and the step for calculation for the CPF, calculated 
as a function of the number of interactions during 
irradiation of aluminum by ions, are revealed. 

1. At a small atomic weight of the incident 
particle and small depths, the maximum value of the 
CVF is reached approximately at h/. With 
increasing depth observation area of the result 
begins to shift in the area of small depths of the 
respective h/. and narrow. 

2. When the initial energy decreases (the particle 
and the target are the same) at the same depth the 
area of the result is also narrowed and shifted to the 
area of small depths. 

3. As the atomic weight of the incident particle 
increases, the range of the result shifts to a region of 
shallow depths with respect to h/ and narrows. 

4. At a large atomic weight of the incident 
particle, the maximum value of the CPF shifts to a 
region of shallow depths relative to h/ already at 
shallow depths, and at large depths the result is in a 
narrow region (less than 1%, silver, gold). 

5. The narrowest area of the result is obtained  
 

with a large atomic weight of the incident particle 
and a small target at the end of the run and reaches 
hundredths of a percent. At the same time the 
account is growing strongly. 

Since h/ can be very large (tens of millions), 
then the values of the CPF, calculated in steps of 1, 
will not practically differ from each other and the 
counting time will be very long (more than two 
hours). The step takes some value Nn, that is added 
to the current n and KVF is calculated at n, n+Nn, 
n+2Nn ... Thus for calculating the CPF, it is 
necessary to find not only the area for determining 
the result, and also to choose a step. When choosing 
the step, the following regularities take place. 

1. For a small atomic weight of the incident 
particle and small depths, the step is small (about 
10-20), with increasing depth of observation it 
begins to increase. 

2. With increasing atomic weight of the incident 
particle, the step accordingly increases, reaching 
several hundred and even thousands. 

3. When the atomic weight of the flying particle 
increases, the step increases accordingly, reaching 
several hundred and even thousands. 

4. The pitch greatly increases with a large 
atomic weight of the incident particle and a small 
target.
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Table 2 – Dependence of the percentage of displacement of the left and right boundaries of the result area on the 
number of interactions for nitrogen in aluminum: а) Е0=1000 keV; b) Е0=800 keV; c) Е0=500 keV; d) Е0=200 keV;  
e) Е0=100 keV 

 
h*104, cm B1 ,% B2 ,% N n B3 ,%

10 38 8 40 46 
15 39 -8 35 3,1 
20 43,5 -22 40 21,5
25 49 -33 45 16 
30 55 -43 57 12 
35 62,4 -53,85 65 8,55
40 71,66 -66,6 75 5,06
45 84,88 -82,86 95 2,06

a) 
 

h*104, cm B1 ,% B2 ,% N n B3 ,%
10 37 1 35 38 
15 40,5 -15 35 25,2
20 46,5 -28 47 18,5
25 53,5 -40,7 63 12,8
30 62 -53,85 75 8,15
35 73,54 -68,9 95 4,64

b) 
 

h*104 , cm B1 ,% B2 ,% N n B3 ,%
1 58 68 13 126
4 35,3 20 25 55,3
7 34 2 30 36 
10 37 -11 38 26 
13 41,5 -22,23 48 19,27
16 47,5 -33 54 14,5
19 54,3 -44,4 67 9,9 
22 62 -55,75 75 6,25
25 73,3 -69 97 44,3

c) 
 

h*104, cm B1 ,% B2 ,% N n B3 ,%
1 38,6 38 15 76,6
3 30,2 6 24 36,2
5 34 -10 37 24 
7 40,5 -24 45 16,5
9 5 -39,8 50 34,8
11 62,23 -65,5 75 3,27
12 69,87 -65,3 85 4,57

d) 
 

h*104, cm B1 ,% B2 ,% N n B3 ,%
1 30,5 21,5 25 52 
2 29,4 0,6 35 30 
3 33,8 -12 43 21,8
4 40,6 -25 50 15,6
5 49,2 -39 60 10,2
6 60,71 -54 75 6,71

e) 
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Table 3 – Dependence of percentage of displacement of the left and right boundaries of the result area from the 
penetration depth for silver in aluminum: a) Е0=1000 keV; b) Е0=800 keV; c) Е0=500 keV; d) Е0=200 keV; e) Е0=100 
keV 

 
h*104, cm h/ C1,% C2,% Nh C3,%

1 13164 -1,37 12 110 10,63
3 52312 -15,4 20,2 270 4,8
5 119152 -25,3 28,1 480 2,8
7 241088 -31,192 32,56 993 1,368
9 499490 -30,415 30,9 2800 0,485

a) 
 

h*104 , cm h/ C1,% C2,% Nh C3,%
1 24110 -1,752 9,5 150 7,748
2 54588 -8,7 14 240 5,3
3 94062 -15,046 18,8 360 3,754
4 146836 -20,91 23,5 480 2,59
5 220484 -25,942 27,8 780 1,858
6 329673 -29,293 30,45 1280 1,157
7 507016 -29,507 30,1 2480 0,593
8 842620 -24,575 24,745 8000 0,17

b) 
 

h*104 , cm h/ C1,% C2,% Nh C3,% 
1 42461 -6,52 12,2 210 5,68
2 106987 -17,073 20,42 405 3,347
3 213796 -25,93 27,88 755 1,95
4 418665 -30,226 31.071 1800 0,845
5 952474 -23,23 23,342 11500 0,112

c) 
 

h*105 , cm h/ C1,% C2,% Nh C3,% 
1 9200 3,5 9,6 85 13,1
4 43505 -7,57 13,4 210 5,83
7 91527 -15,84 19,52 350 3,68
10 160878 -22,93 25,3 520 2,37
13 266084 -28,37 30 860 1,63
16 438730 -30,934 31,82 1650 0,886
19 762930 -28,45 28,78 4600 0,33

d) 
 

h*105, cm h/ C1,% C2,% Nh C3,% 
1 20130 -0,6 9,5 133 8,9
3 74350 -11,82 16 305 4,24
5 156710 -20,79 23,5 525 2,71
7 288940 -27,77 29,5 900 1,73
9 522905 -31,107 31,86 1900 0,753
11 1020546 -27,316 27,54 6600 0,224

e) 
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Some regularities appearing when finding the 
real domain of determination for the CPF, calculated 
depending on the penetration depth, are noted. 

1. Calculations show that for a small atomic 
weight of the incident particle and small depths, the 
region of the result of the CPF as a function of h is 
near h, which corresponds to h/. When the depth of 
observation is increased, the result area shifts to a 
region of greater depths and narrows.  

2. When the initial energy of the particle 
decreases (the incident particle is the same) at the 
same depth of observation, the resultant region 
shifts to a region of large depths and narrows. 

3. When the depth of observation is increased 
for any incident particle, the result area shifts to the 
right. 

4. Depending on the atomic number of the 
incident particle at the same value of the depth h, the 
result area shifts to a region of large depths. 

5. When a large value of the atomic number of 
the projectile is the area of the result is shifted to 
larger depths relative to h corresponding to h/ 
already at shallow depths.   

To calculate CPF in the found area, you must 
specify a step. In this case, a certain Nh value was 
taken as a step, which was added to the current h 

and the CPF was calculated at h, h+Nh, h+2Nh, . . . 
Let's note some regularities of behavior of a step. 

1. For a small atomic weight of the flying 
particle the step is small, with increase in depth of 
observation it increases, and on the end of a run 
very strongly. 

2. With decrease of tentative energy of a particle 
with the same depth of observation (the flying 
particle same) the step also increases. 

3. With increasing atomic weight of the incident 
particle for one and the same depth of observation, 
the step increases first gradually, then very sharply. 

Next, calculations of the concentration of 
radiation defects for various incident particles in 
aluminum have been made using the following 
formula: 

 


max2

2200 ),,(),(
E

E
k

c

dEhEEWhEC ,         (4) 

 
E2 – primary knocked-out energy, E2max the 

maximum kinetic energy that the atom will receive, 
Eс – threshold energy, W(E0,E2,h) – the spectrum of 
primary knocked-out atoms. The results of the 
calculations are presented in Tables 4-6. 

 
 

Table 4 – Limits of the region of determination of the concentration of radiation defects for germanium in aluminum at 
Ес=50 keV, Е0= 1000 keV 

 
h*10 -4, cm Ск, cm Е0, keV n0 n1 τ

0,1 31452,9 1000 342 663 5″75
2 34640,8 900 10319 11772 1′26″
4 38790,1 800 22509 24628 4′10″
6 44060,6 700 36526 39213 7′ 25″

8,1 51426,5 600 53795 57102 12′57
10,1 61077,3 500 73611 77333 19′32″
12 74085,3 400 96941 101215 29′03″
13 83450 350 111802 116424 36′55″
14 95400,5 300 129231 134213 44′33

14,3 99134,5 280 135104 140152 47′20
14,7 105238 260 143505 148774 53′42″
15,1 112049 240 152665 158192 59′
15,5 119653 220 162734 168361 1003′
15,8 124508 200 171000 176816 1009′
16,2 133078 180 183184 189101 1014′
16,6 142065 160 197029 203203 1023′
16,9 144496 140 208809 215170 1030′
17,3 148840 120 226991 233671 1044′
17,6 135244 100 243135 250085 1055′
18 99265,8 80 269617 277085 2017′

18,1 48551,7 70 277471 284876 2022′
18,3 0 60 295266 302961 2033′
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Table 5 – Limits of the region of determination of the concentration of radiation defects for germanium in aluminum at 
Ес=50 keV, Е0= 500 keV 

 
h*10 4, sm Ск, cm-1 Е0, keV n0 n1 

0,1 55205,65 500 732 1177
2 68422,14 400 21344 23380
3 77960,77 350 34982 37597

3,9 88414,43 300 49461 52552
4,3 94041,72 280 56753 60141
4,7 100325,61 260 64696 68332
5 104745,65 240 71149 74955

5,4 112163,36 220 80531 84510
5,8 120392,95 200 90980 95309
6,1 125325,64 180 99669 105065
6,5 133914,22 160 112668 117351
6,9 142074,07 140 127742 132743
7,2 140336,23 120 140849 146091
7,6 134940,54 100 161665 167314
7,9 92994,21 80 180855 186858
8,1 49191,1 70 196123 202371
8,2 0 60 204751 211247

 
 

Table 6 – Limits of the region of determination of the concentration of radiation defects for germanium in aluminum at 
Ес=50 keV, Е0= 200 keV 

 
h*10 4, cm Ск, cm Е0, keV n0 n1 

0,1 123843,73 200 2374 3113
0,4 130916,49 180 11019 12529
0,7 137135,12 160 20901 22972
1,1 147583,01 140 36251 38951
1,4 147032,15 120 49806 53019
1,8 142423,51 100 71572 75422
2,1 98253,23 80 91756 96218
2,3 51800,91 70 107808 112501
2,5 0 60 126727 131688

 
 
Finding the region of the result of the 

concentration of radiation defects during ion 
irradiation made it possible to reveal the following 
regularities: 

1. During the reduction of the initial energy of 
the primary particle, the range of the result area 
shifts to a region of greater depths, the values of the 
concentration of radiation defects increase. 

2. Counting time and reaches several hours 
increases greatly with a large atomic weight of the 
flying particle and a small target. 

3. Depending on the penetration depth, the 
initial and final values of the number of interactions 
increase, the interval of the result area ((n0 n1) also 
increases and shifts to the greater depths.  

4. The interval of the result area is significantly 
shifted to the right and increases, the value of the 

concentration at the maximum point and the 
concentration values themselves greatly increase 
with the atomic number of the incident particle. 

 
Conclusion 
 
Thus, the paper presents a mathematical model 

of a cascade-probability function with allowance for 
energy losses for ions, an algorithm for calculating 
CPF, an approximation of the interaction cross 
section, and approximation coefficients for indium 
in aluminum. Calculations of CPF for various 
incident particles in aluminum are performed, 
depending on the number of interactions and the 
penetration depth of the particles. The regularities in 
the behavior of the area of the CPF result and the 
step for calculation are revealed. A model for 
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calculating the concentration of radiation defects is 
presented, calculations are performed, regularities in 
the behavior of the result area are obtained 
depending on various factors. 
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Modeling two-phase flow in pipe of the solar collector 

Abstract. Solar collector is often used as evaporator in heat pump system. In the solar collector pipe, 
liquid is transferred from liquid phase to gas phase. The effective operation of heat pump depends on 
boiling point of the refrigerant and the process of phase change. Therefore, simulation of two-phase flow 
in the pipe is considered. 
In two-phase flow, velocity field and pressure of the liquid phase are characterized by incompressible 
Navier-Stokes equation and compressible Navier-Stokes equation in the vapor phase. Dynamics of two-
phase flow is described by Cahn-Hilliard equation to take into account the phase transition. Two-phase 
flow is solved using finite elements in COMSOL Multiphysics program using phase-field model based on 
Cahn-Hilliard phase variable equation. The higher the liquid density, the higher the Archimedes force on 
the vapor, which is the prerequisite for rapid and intense rise from the vapor bubbles. This also explains 
why the value of oscillation is bigger. 
This article discusses the two-phase flow of solar collector coolant. Therefore, it is desirable to select the 
density value so that the liquid is rapidly steamed and fast, i.e., it has low oscillation. Based on these 
results, we can describe the effect of the liquid phase (density) on phase transitions. 
Key words: two-phase flow, phase field, phase variable, refrigerant, heat pump. 

Introduction 

Heat pump is a device that converts low 
temperature heat to the consumer in a highly 
potentially heat state. The functioning of the heat 
pump is based on the phenomenon of fluid-gas 
exchange. In this process, liquid evaporation 
absorbs heat and, conversely, condensed heat is 
released. At present the solar collector is often used 
as the evaporator in the heat pump system. 

From effect of the solar energy, in the pipe of 
the solar collector refrigerant switches from the 
liquid phase to the gas phase. The effective 

operation of the heat pump depends on the 
refrigerant boiling point and the phase 
transformation process. Therefore, let's consider 
fluid in the pipe, the two-phase flow, when heat 
flow influences to the pipe from outside. 

The two phase phase is classified according to 
the distribution of the vapor phase. The same 
classification that occurs in the pipe is referred to as 
flow regimes (Figure 1). Depending on the flow 
regimes, the fluid properties (hydrodynamic 
conditions) around the heated pipe wall change. For 
example, during friction loss of pressure or change 
of boiling process and change of heat exchange [1].
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Figure 1 – Scheme of two-phase flow modes in horizontal pipe 

 
 
One of the most important goals of two-phase 

flow research is to determine the characteristics 
of heat exchange and pressure loss. In general, 
calculation of two-phase flow with loss of heat is 
a difficult CFD (thermohydrodynamic) 
calculation. On the one hand, the heat exchange 
leads to phase transitions, and consequently 
leads to the phase distribution and the flow 
regime. On the other hand, changes in the fluid 
dynamics characteristics, such as the pressure 

loss on the flow path, affect the heat exchange. 
At the same time, a single-component two-phase 
flow in the vertical or horizontal pipe will never 
be completely adjusted [2]. 

Boiling regimes (nucleate, transition, film) 
change depending on the amount of excess 
temperature and heat which transfer from the solid 
surface (Fig. 2). Here, the excess temperature is the 
difference between the solid surface temperature 
and the liquid's saturation temperature. 

 
 

 
 

Figure 2 – Boiling point of water at atmospheric pressure (101325 Pa).  
Depending on the boiling point temperature and excess temperature 

 
 
Theoretical part 
 
2.1 Mathematical model 
The physical phenomenon of the boiling fluid is 

determined by the interface dynamics. The boiling 

model uses the Navier-Stokes equation, the 
convection and the condensation equation. First, the 
boiling process is formulated by equations and 
boundary conditions. Then, to solve the problem, 
several approximations are made for characterize 
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interface, and solved by phase field equations [3]-
[4]. 

In general, for the two-phase flow, the velocity 
field and pressure of the liquid phase are 
characterized by incompressible Navier-Stokes and 
continuity equation and the gas phase are 
characterized by compressible Navier-Stokes 
equation. 

Since the liquid temperature is constant 
(saturation temperature) of all sizes, there is no need 
to solve the heat equation for liquid. The heat 
transfer equation is solved only for the gas phase. 

It is difficult to set boundary conditions for the 
boiling process model. 

The boundary condition for gas phase boundary: 

� ∙ ���� = �� �1 − ��
��

� + �� ∙ � ����,      (1) 

here, �� − evaporation rate (mass flow through the 
liquid-vapor boundary) (kg/m2·с). 

In (1) equation, when density of the liquid 
doesn’t equal to the gas density, the first expression 
of the right side gives us flow velosity which 
directed perpendicularly to the border.  

For fluid, effects 3 different forces on the 
boundary. Therefore, boundary condition for liquid 
is: 

� ∙ �−��� + ���∇�� + �∇������ = �� ��� − ��� + ��� + 

+ � ∙ �−��� + ���∇�� + �∇����� − 2
3 

���∇ ∙ � ����.
(2)

(2) is the balance of power that affects the 
interface. The second expression on the right 
describes the surface tension, and the last expression 
describes the total force of the pressure and viscous 
forces which influence from gas to liquid. 

At the liquid-gas boundary (in energy equation), 
the temperature of the boiling point is taken as the 
temperature. Saturation temperature can be a 
function of pressure:  

 � = � ������.     (3) 

Thus, we can describe the mass flow in the 
phase boundary through the heat flow: 

       �� = − � ��
����

� � ∙ � �∇�� ,   (4) 

here:  
�� − molecular mass of the gas (kg/mole), 
���� − evaporation enthalpy (J/mole), 
���� − saturation temperature of the liquid. 
This approximation ignores the work of kinetic 

energy and viscous forces [3]. 
Navier-Stokes and continuty equation for the 

liquid phase, compressible Navier-Stokes and heat 
transfer equation for gas phase (1) - (3) can fully 
describe the boiling process with boundary 
conditions. Finally, these equations can be solved by 
the free Lagrange-Euler's equation in Comsol 

program. But in this case we can not see the 
topological changes [5]-[6]. By making several 
necessary assumptions, we can solve this problem in 
a fixed grid using Phase Field. 

2.2 Phase Field model 
When switching to a fixed grid you have to 

make some approximations. 
The dynamics of the two-phase flow is 

characterized by the Cahn-Hilliard equation. As 
noting in [4], [7], in order to take into account phase 
transitions, the equation for the phase field variable 
is introduced: 

��
�� + � � ∇� − �� � �����

��
+ ����

��
� = ∇ ∙ ��

�� ∇�  (5) 

here: 
φ – dimensionless phase field variable (phase 

indecator), |�| ≤ 1, 
���� − volume of the gas phase,  
���� − volume of the liquid phase, 
� – mixing energy density (Н) ,  
� – capillary width (in accordance with the 

thickness of the border) (m). 
The parameters � and � have connection with 

the surface tension coefficient as follows: 

       � = �√�
�

�
� ,              (6) 
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Figure 3 – Phase field model 

� – mobility, m3s/kg.  
� − auxiliary variable is determined by the 

equation: 

 � = − ∇ ∙ � �∇� + ��� − 1 ��,             (7) 

� (1/m) – smoothness of the surface (curvature) 
between the two phases (Figure 3). This variable is 
defined in the phase field model as follows: 

� = ����1 − ��� |∇�|�  (8) 

In the equation of motion the surface tension is 
taken into account along with volumetric forces 
(force of pressure, force of force and Archimedes 
force): 

� ���� + ��� ∙ ∇�� = 

= ∇ ∙ �−�� + ��∇� + �∇����� + 
+�� + �∇��      (9) 

here, G – chemical potential (Pa): 

 � = �
�� − ∇ ∙ � �∇� + ��� − 1 ��.         (10) 

The density and viscosity of the medium are 
calculated as follows: 

 � = � � + ���−����,           (11a) 

 � = � � + ���−����.    (11b) 

Indexes L, v is represent the corresponding 
properties of liquids and gases. �� − gas density is 
determined by the equation of perfect gas 
(Clapeyron - Mendeleyev). 

The continuity equation, as the liquid phase 
changes to the gas phase, is as follows: 

 ∇ ∙ � = �� � � �
��
− �

��
�.        (12) 

Now the question is to define an expression 
describing the rate of phase transformation. (4) can 
not be used because the threshold temperature 
gradient does not match the interface. In this case, 
the mass flow passing through the boundary surface 
is not estimated correctly. Instead, the following 
approximations are used to describe the mass flow: 

 �� = −� ��
����

� � ∙ ��∇�� � ��� ������������
    (13) 

here, С – constant value (m/s). 
Mass flow includes to the energy equation: 

��� ���� + ����� ∙ ∇�� = ∇ ∙ �∇� − �� �����
��

   (14) 

The connection of equations (12) and (13) give 
reacing the temperature of the interface to saturation 
temperature. 

Coefficients of thermal conductivity and heat 
capacity are calculated as the volume function of the 
two phases: 

 � = ��� − � ������ + � � ,         (15a) 

 �� = � � ��� − � �������� + � ���  .  (15b) 

Modeling in COMSOL Multiphysics 

It is convenient to use COMSOL Multiphysics 
software package to simulate  the process. Figure 4 
shows the geometry and initial conditions required 
for the process. The heat flow is transferred to the 
copper wall. The amount of heat flux was obtained 
in a single amount of heat from solar radiation 
(about 1000 W/m2); Refrigerants of various density 
are considered as liquid (the main is R-407C). 
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Figure 4 – Geometry and initial conditions 
 
 

Saturation temperature (R407C) is 229.4 K, 
external medium pressure is 101325 Pa. Liquid 
viscosity 0,158·10-3 Pa. The density of gas is given 
by the law of the ideal gas, vapor viscosity 1,25·10-5 
Pa. The surface tension ratio is 0.0069 N/m. The 

copper primary temperature is 238 K, the density is 
8700 kg/m3, the thermal capacity is 385 J/(kg), the 
thermal conductivity is 400 W/(m·K). In the model 
(Fig. 5), the heat transfer is accompanied by solid-
copper phase (zone 3) with the liquid-vapor phase. 

 
 

 
 

Figure 5 – Model of the problem 
 

 
Zone 1 is a vapor phase, zone 2 is liquid, and 

zone 3 is solid. Phase Field (Laminar Two-Phase 
Flow, Phase Field) and Heat Transfer In Fluids in 
the zone 2 are selected. The zone 3 is a physics of 
Heat Transfer in Solids in solid state. (5) - (15), 
which describes two-phase flows, are covered by the 
physics of Laminar Two-Phase Flow, Phase Field 
and Heat Transfer in Fluids. 

Results and Discussions 
 
COMSOL Multiphysics program solved the 

numerical model of two-phase flow in the pipe. 
Figure 6 shows the two-phase flow model of pipe 
refrigerant (R-407C) on the basis of the problem's 
geometry. The given heat is supplied to the fluid 
and vapor through the copper-liquid or copper-
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vapor boundary by heating the copper and passing 
through the heat material. Due to the temperature 
increase, two-phase flows are formed on the pipe. 
The liquid density is 1136 kg/m3. Figure 6, e) and 
f) show that the pipe is a two-phase flow – annular 

regime (shown in Figure 1). The liquid phase is 
surrounded by a rim-like pipe wall, and most of the 
vapor phase is covered entirely by the pipe. And in 
a ring liquid layer, the vapor phase is found to be 
bubbles. 

 
 

 
Figure 6 – Two-phase flow (refrigerant R-407С) 

 
 
Figure 6 shows t = 0.07 (a); 0.28 (b); 0.48 (c); 

0.61 (d); 0.81 (e); 1,43 (f) seconds are displayed. 
The following sequence of flows is repeated  
e) and f).  

a) bubbles appear and begin to rise. The bubble 
growth is directly related to the saturated vapor 
pressure, which acts as a response to the 
atmospheric and fluid's hydrostatic pressure, due to 
increased temperature. And, in addition, the growth 
of the mass due to the evaporation of the liquid in 
the vapor bubbles. From the difference in liquid and 
vapor density, i.e., Archimedes force bubbles rise 
high. The mushroom shape of the bubble form is 
due to a decrease in the effect of the low density 
fluid and the increase in the amount of the surface 
tension coefficient between the liquid and the vapor 
bubbles [2].  

b) because of the high heat transfer from the 
surface, the bubbles can be intensively formed, 
raised, coupled to one another, or controlled by 
columns. 

c) and d), it is possible to notice that the boiling 
mode is under construction. And so much of the 
vapor phase began to flow into the center of the 
pipe. 

In the case of e) and f), the annular mode of 
two-phase flow is formed. 

The following steps have been taken to show 
cooling of the working fluid. Because of the two-
phase time-dependent, unstable process, the mean 
space and the time value of the phase space 
variation (taking into account that the phase 
variables are fluid, where φ = 0 is a fluid, φ = 1). 
First, the vertical axis of the pipe outlet has not been 
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reached at least 1 mm (Figure 7). This ensures that 
the impact of the boundary condition is minimal. By 
this straight line, the φ - phase variable is derived 

from the averaged mean. Second, a graph between 
the average value and the time taken at each time 
space is constructed. 

 
 

      
   a)       b) 

Figure 7 – Space averaging 
a) space averaging line; b) time dependence of φ – to the refrigerant R-407C. 

 
 
As we can see from the Figure 7.b φ-t, where ρ 

= 1136 kg/m3 (refrigerant R-407C), the value of φ-
phase is relative to t = 1 second. This means that the 
circular flow mode has already been formed (Fig. 6, 
e), f) ). Taking this into account, the third is 
averaged over time since the relative stability of the 
phase variable.  

When the density ρ = 1136 kg/m3, the mean of 
phase variables was φ = 0.812. Oscillation 
(difference between maximal and minimum 
deviations) is 0.24.  

Fourth, the three steps mentioned above have 
been repeated without changing their refrigerant 
density (only by density change). 

 
 

 
Figure 8 – Dependence of the φ – variable on density 

 
 
The relationship between the given density and 

the mean value of the corresponding phase variables 
is plotted (Fig. 8). 

The results show that at low density levels, the 
fluid gas phase is higher, the phase oscillation is 

0.11-0.2. But the gas phase is slowly moving. At 
high density values, the fluid is rapidly converted to 
gas, but the mean value of the phase variable is 
relatively low and oscillation is about 0.24 to 0.27. 
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The higher the liquid density, the higher the 
Archimedes force on the vapor, which is the 
prerequisite for rapid and intense rise from the vapor 
bubbles. This also explains why the value of 
oscillation is bigger. 

This article discusses the two-phase flow of 
solar collector coolant. Therefore, it is desirable to 
select the density value so that the liquid is rapidly 
steamed and fast, i.e., it has low oscillation. Based 
on these results, we can describe the effect of the 
liquid phase (density) on phase transitions. 

 
Conclusion 
 
The two-phase flow was solved by means of the 

finite elements in COMSOL Multiphysics computer 
program using a phase field model based on the 
equation of phase variable of Chan-Hilliard. 
According to the problem, the two-phase flow of 
refrigerants at different densities was reviewed and 
compared. The phase variable for the refrigerant R-
407C is 0.812, the oscillation is 0.24. For 
refrigerants with a density of 800-900 kg/m3, this 
value was about 0.825-0.827, the oscillation was 
0.15-0.21. For refrigerants with a density of 1300-
1400 kg/m3, the above values were 0.798-0.799 and 
fluctuations of 0.24-0.26. 

By examining the results, the higher the liquid 
density, the more rapid phase changes were 
observed, but the phase of the vapor phase was 
small. Conversely, if the density is small, the 
volume of the vapor is high, but the phase exchange 
is slow.  
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Modeling of the potential  
of the gravitational field at the upper boundary  

of the region with the existence of a subterranean anomaly 

Abstract. All of humanity's activities are tied to fuel. Previously, it was coal, now it is oil. In order to find 
oil or coal in the earth's interior, preliminary analysis and calculations are necessary to confirm their 
existence, their size, location, type of mineral and much more. The aim of the study is to improve existing 
models of calculations for the search for minerals. To date, there are many methods and approaches to 
solving the problem, but they are not yet accurate enough. We solve the inverse problem of gravimetry, 
based on measurements of the Earth's gravitational field. At this stage, we carefully investigate the direct 
problem, without affecting the inverse. In the course of the study, we found interesting facts. Namely, the 
gravitational field on the Earth's surface with a different location of the anomaly has a very unpredictable 
result. The results of this study showed that lateral boundaries should be 30-50 times farther from the 
anomaly, with respect to the diameter of the anomaly. In addition, it reveals that the anomaly should be 
located in the middle of the area. This gives us the most plausible result.  
Key words: gravimetry, inverse problem, gravitational field, Poisson equation. 

Introduction 

One of the most important ways of intelligence 
and analysis of mineral deposits associated with 
the detection and identification of gravitational 
anomaly [1].  Thus based on gravimetric methods 
identifies various deviations of the gravitational 
potential, to indicate the presence of any 
heterogeneities in the considered crustal thickness. 
Interpretation of the obtained results implies the 
solution of any inverse problems of gravimetry 
(see, for example [2, 3, 4, 5, 6, 7, 8]. As is known, 
inverse problems of gravimetry are essentially 
incorrect. They not only lack the stability of the 
resulting solution to the input data, but often there 
is no uniqueness of the solution of the problem. 
One of the known optimization methods for their 
solution is assembling suggested by Strakhov [7, 
9], recently from the statistical form this method 
has been modified to a mixed one with a 
deterministic approach [3]. In this paper, a 

gradient-type method is used to solve the problem 
under consideration, which is regularizing, i.e. 
conditionally stable. Many studies of methods of 
the Newton type for the solution of the restoration 
of the medium boundary in inverse problems of 
gravimetry were carried out in [5, 6, 7, 10]. The 
purpose of this paper is to find out exactly what 
information and with what degree of accuracy can 
be restored by measuring the potential of the 
gravitational and its gradient on the surface of the 
earth. 

In this paper we consider the Poisson equation 
for the potential of the gravitational field in a certain 
region. The inverse problem is to determine the 
density of the medium on the basis of measuring the 
gravitational potential and its derivative on the 
surface of the earth. In this case, the remaining part 
of the boundary of the region under consideration is 
given the potential value, which would be observed 
in the same region in the absence of a gravitational 
anomaly. 
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Statement of the problem 
 
We will not complicate our task. We consider 

the structure of the earth in a certain section, i.e. in 
two-dimensional measurements. We will also 
consider at the initial stage that our investigated area 
has a homogeneous structure and the density is the 
same everywhere, and we know the significance of 
this density. We assume that there is only one 
anomaly in the given region. Let this anomaly also 
have the form of a rectangle. Let us know the 
location and its form of anomaly. We do not know 
its density. 

It is necessary to determine the density of the 
anomaly. To find out what kind of material it is. 

There are gravimetric values (values of the 
gravitational field) at the boundaries of the region. 

Let Ω (a × b) be a rectangular domain of size a × 
b. The anomaly has the shape of a rectangle and it is 
located in the some interval �� � � � ��  (the 
length at the surface of the earth), �� � � � �� (the 
depth of the considered earth cut, with the positive 
direction of the OZ axis pointing downwards, so 
that it is convenient to count with positive values of 
z). The basic gravitational field equation described 
by the following formula: 

 
△ φ = -4ρπG, 

 
where φ is the field potential; G, π are constants; ρ is 
the density of matter; △ is the Laplace operator. 

We denote by △ �� = ������ the potential of 
a gravitational field without anomaly. Here �� is the 
density of the considered region without anomaly. 

The size of the considered region must be much 
larger than the size of the anomaly, in order that the 
potential difference on the boundary of the region be 
zero. The potential of the anomaly surface has the 
form of a "cap", and completely covers the anomaly. 
Thus, the potential of the anomaly field extends 
beyond the boundary of the anomaly. If the potential 
difference is not zero at the boundary of the region 
under consideration, then we artificially expand the 
area under investigation, so that the dimensions are 
sufficiently large in relation to the anomaly under 
investigation. We can expand in depth and width. 
The upper part of the earth's boundary remains 
unchanged. We denote the extensible boundary  
by Γ. 

Thus, we calculate the difference  
 

� � ∆�(�, �) = ����(�, �)�,
∆��(�, �) = �����(�, �)�. 

 
We obtain  
 

∆η(x, z) = ����(�, �)�, 
there 

 

� η(x, z) = φ(x, z) � ��(x, z),
�(�, �) = �(�, �) � ��(�, �). 

 
The value of the boundary conditions along the 

boundary Γ is zero 
 

η(x, z)|Г = 0. 
 

Hence, we have obtained that 
 

�(�, �) = �0, �������  �,
ψ�, ��          �. 

 
Thus, we reduced the original problem with 

nonzero boundary conditions to an equivalent 
problem with zero boundary conditions (this method 
of reducing the problem is called the perturbation 
method). This greatly facilitates the process of 
solving the problem. 

Now the statement of the problem has the form: 
 

∆ η(x, z) = ����(�, �)�,                    (1) 
 

η(x, z)|Г = 0,                            (2) 
 

�(�, z�)|z� = �� ≠ 0,             (3)  
 

��(�,�)
�� |z� = �� ≠ 0,                      (4) 

 

�(�, �) = �0, �������  �,
ψ�, ��          �.                (5) 

 
The problem (1) – (3) is direct problem for the 

Poisson equation with boundary conditions. The 
function η (x, z) is the potential of the gravitational 
field is differentiated twice in x, and twice in z. 
Therefore, to solve this Poisson equation, we need 
four boundary conditions. The equations (2) and (3) 
provide us with four boundary conditions (along 
four boundaries). That is, we can solve a direct 
problem. Find the potential of the field at any point 
in the region under consideration, with given  
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conditions on the boundary, we know the value of ψ 
(x, z) is the difference in the densities of the 
inhomogeneity and the region under consideration. 
Unfortunately, we do not know the value of the 
density of the inhomogeneity! Therefore, it is 
necessary to insert into the equation (1) the value of 
ψ (x, z) from equation (5). If ψ (x, z) = 0 outside the 
Ω, then η (x, z) = 0 outside Ω. 

We still have equation (4). The value of the 
gradient from the potential function of the 
gravitational field. To solve a direct problem this 
condition is superfluous, that is, we solve a direct 
problem without it. To solve the inverse problem, 
we need condition (4). 

We reduce the inverse problem to the 
optimization problem. We add the functional. Since 
we do not know the value of ��, we will select it 
artificially. It must be chosen in such a way that for 
the solutions of the direct problem the obtained 
answer η (x, z), when substituted into equation (4), 
turns it into an identity. Then the chosen  �� is the 
solution of the inverse problem. Such a method is 
laborious, perhaps even not feasible, because we 
may never be able to pick up  �� so as to accurately 
"get" into η�. In such cases, the optimization one 
replaces the original task. 

The optimization problem obtained as follows: 
Instead of checking condition (4), we will minimize 
the functional 

 

I(ψ�) = � ���(���)�� �
���

− η��
� dx → min.�

�    (6) 

 
That is, we will select �� in such a way that the 

difference between the desired value of η (x, z) and 
η� is minimal. 

We will solve the problem with the aid of the 
gradient method. A gradient method involves the 
use of a derived functional. It is necessary to 
calculate the derivative of the functional. We use the 
definition of the Gato derivative for the functional. 
The Gato derivative has a sufficient set of properties 
in order to use it in the gradient method when 

calculating the inverse gravimetric problem for the 
model statement. 

The Gato derivative has the following form: 
 

I�(ψ�) = ���������.
Ω

 

 
 
Results and discussion 
 
The formulation of the problem reduced to the 

solution of the direct and inverse problem. At the 
first stage, we must study the direct problem well, 
check for the presence of deviations and 
inaccuracies in the various locations of the anomaly 
within the investigated region. We analyze the 
change in density to the upper value of the 
gravitational field. All calculations made on the 
software product Comsol Multiphysics 5.2. This 
software product contains all the necessary 
numerical calculations. The obtained solutions 
based on the finite element method. This method is 
the most accurate and universal. The advantage of 
Comsol Multiphysics 5.2 is in the speed of solving 
and providing a visual solution of the problem. 
Unfortunately, it is difficult to solve the inverse 
problem on Comsol Multiphysics 5.2, but it is quite 
suitable for solving a direct problem. 

The figures below show the last upper layer of 
the location of the anomaly. In Figure 1 a) you can 
see a graphic representation of the location of the 
anomaly, b) a graph of the distribution of the 
potential of the gravitational field on the earth's 
surface, c) the distribution of the derivative of the 
gravitational potential for a given location of the 
anomaly. Since the graphs are symmetrical about 
the central location of the anomaly, we will consider 
only three variants of the location of the anomaly 
(the anomaly shift occurs from left to right to the 
central location). Since we need to give three figures 
for one arrangement, we decided to design them as 
Figure1 (under one number). 
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a) The location of the anomaly b) The potential of the gravitational field

c) The gradient of the potential  of the gravitational field on the earth's surface

Figure 1 – Last upper layer of the location of the anomaly

The results of solving a direct problem showed 
the following. With a different location of the 
anomaly in the study area, the upper boundary of the 
gravitational field did not change as expected. 
Namely, if the anomaly was located closer to the 
lateral boundaries, then the symmetry of the 
resulting parabola was greatly changed, even 
arched. In addition, the peak of the parabola did not 
lie exactly above the center of the anomaly, but 
shifted. Thus, introducing distortion and complexity 

for the reverse restoration of the location of the 
anomaly. It is connected with the zero boundary 
conditions, which we asked beforehand, expanding 
the region. Thus, the compiled mathematical model 
does not fully describe the process. That is, initially 
we did not expect an anomaly to be located near the 
border. The anomaly should be located strictly in 
the center of the region. The greatest curvature 
obtained closer to the surface of the earth. The 
deeper the anomaly, the less the curvature.
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a) The location of the anomaly b) The potential of the gravitational field 
 

 
c) The gradient of the potential  of the gravitational field on the earth's surface. 

 
Figure 2 
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a) The location of the anomaly b) The potential of the gravitational field 

 

 
 

c) The gradient of the potential of the gravitational field on the earth's surface. 
 

Figure 3 
 
 
Conclusion 
 
The purpose of this article was to show that 

when studying a region with a subterranean 
anomaly, one should not place an anomaly close to 
the lateral boundaries. This gives incorrect results 
associated with zeroing the boundary conditions. 
These results will be very useful in the further 
solution of the inverse problem, since in solving 
inverse problems we will need to solve the direct 
problem many times. If there are inaccuracies in the 
direct problem, then this will necessarily affect the 
results of the inverse problem. We need to most 

accurately investigate the direct problem in order to 
exclude in advance the errors of the direct problem. 
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Numerical study of supersonic turbulent free  
shear layer mixing and combustion 

Abstract. Numerical study of two-dimensional supersonic hydrogen-air mixing and combustion in free 
shear layer is performed. The system of Favre-Averaged Naveir-Stokes equations for multispecies 
reacting flow is solved using ENO scheme of third-order in accuracy. The k-ε two-equation turbulence 
models with compressibility correction are applied to calculate the eddy viscosity coefficient. In order to 
produce the roll-up and pairing of vortex rings, an unsteady boundary condition is applied at the inlet 
plane. At the outflow, the non-reflecting boundary condition is taken. The influence of different Mach 
numbers on the formation of vorticity structures and shear layer growth rate are studied. The obtained 
results are compared with available experimental data and the numerical results of other authors. For the 
description of reaction pathways of hydrogen, a seven species chemical reaction model by Jachimowski 
is adopted. The influence of Mach numbers on turbulent mixture and combustion is reported. 
Key words: supersonic shear flow, mixing layer, hydrogen combustion, ENO-scheme, turbulence 
model, seven chemical reactions mechanism.  

Introduction  

Compressible mixing layer is an important flow 
in extensive engineering applications. In particular, 
the shear layer configuration is a simple and yet 
fundamental to understand how fuel flow will mix 
and combust with supersonic oxidizer flow in 
SCRAM jet engines combustion chambers of 
hypersonic vehicles. As is well known the main 
objectives of investigating the physical processes in 
combustion chamber of these engines is aimed to 
maximize thrust by enhancing the fuel-air mixing 
and combustion.   

It is necessary to take into account the influence 
of gas-dynamical structure, turbulence effects and 
chemical reactions for understanding physical 
structure of fuel-air mixture combustion in 
numerical model. Studying combustion in shear 
layer requires accurate predictions of mixing and 
combustion efficiency to which special attention 
should be paid to simulation the unsteady behavior 
of mixing layer roll-up and vortex formation. The 

gas-dynamical structure of mixing between two 
parallel super-subsonic flows has been 
comprehensively studied by many investigators. 
Nowadays, there are a large number of works on 
experimental [1-9], analytical [10-11] and numerical 
[12-27] study of this problem in the view of above 
physical effects as separately as with including all of 
them. Experimental efforts investigating the roll of 
large scale structures and growth mechanisms in 
compressible mixing layer have been done in 
sufficient details by researchers [1-6]. There are a 
great deal of researches devoted to the turbulence 
problem and influence of turbulence quantities on 
the mixing and vorticity formation [7-9].  

The behavior of shear layers of perfect gases 
have been entirely realized in mathematical models, 
but the practical design of supersonic ramjet 
(scramjet) engines requires the shear layer growth 
enhancements for multispecies gases. Successful 
numerical models of such flows with the detail flow 
physics represent a difficult problem. Therefore the 
investigators studied some physical phenomena 
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separately or proposed the numerical method, which 
are important for solution of this complex system. In 
[12, 15-16] have been modeled the free shear layer 
flowfield structures using the system of 
compressible Euler equations. For example, in [12] 
have been numerically studied the supersonic-
subsonic free shear layer applying high order 
WENO scheme to the system of 2D axisymmetric 
Euler equations and numerical turbulence model 
taken as a SGS model. During numerical experiment 
revealed that at high-convective Mach number 
turbulence mixing rates reduces and vortex roll-up 
and pairing suppresses. In [13-14, 17] have been 
performed numerical experiment based on the 
system of Navier-Stokes equations for monatomic 
(air) gas to study the growth of instabilities in 
supersonic free shear layers. Xiao-Tian Shi et al. 
[17] conducted numerical simulations of 
compressible mixing layers based on discontinuous 
Galerkin method with inflow perturbation for 
prediction of the flowfield structures obtained in 
experiments. Numerical experiments of influence of 
unsteady inflow perturbations on the mixing in 
supersonic free shear layers on the basis of second 
and fourth order MacCormack scheme have been 
performed by authors [13-14]. Their studies 
revealed that normal velocity perturbation is more 
efficient than streamwise and spanwise. To date 
rarely performed the numerical investigation of 
growth of instabilities in shear layer using unsteady 
disturbances for multispecies gas mixture. In these 
works  have  accurately predicted the gas-dynamical 
structure of shear layers  by advanced numerical 
methods without  chemical reactions terms.   

The mathematical model and numerical method 
of solution of supersonic combustion in shear layer 
flow has been performed for laminar [18-24] and 
turbulent [25-27] flows. In these works the basic 
efforts is directed on analysis of influence different 
effects such as inlet swirl, initial temperature, 
velocity and pressure ratios on ignition time delay. 
The detail chemical reaction mechanism during 
calculation have been adopted in [21, 25-26], while 
in [18-19, 23] reduced reaction mechanisms. For 

example, the numerical study of ignition in 
supersonic turbulent   hydrogen-air mixing layer 
including detail chemical kinetics and advection 
upstream splitting method (AUSM+) have 
performed in [25-26]. In this study illustrates that 
the swirl used in the fuel and oxidizer flows 
decreases the ignition time delay significantly by 
enhancing the swirl angle [25-26]. Numerically 
investigation of the ignition and combustion of 
hydrogen-air and ethylene-air mixture in supersonic 
shear flow configuration on the base of fourth-order 
accurate in space and second-order accurate in time 
MacCormak-like scheme with compact difference 
operators and automatic reduction procedure 
chemical kinetics, for various Mach numbers and 
temperatures have been made in [18-19]. In these 
investigations with the simulation of reacting shear 
layer were insufficiently paid attention to the 
vortical nature of mixing layer. Up to date there are 
few works on numerical study of unsteady 
combustion in supersonic shear layer.   

In the present study, the third order essentially 
non-oscillatory (ENO) finite difference scheme is 
adopted to solve the system of Favre-averaged 
Navier-Stokes equations with chemical kinetics 
terms to supersonic planar shear layer. The k-ε two-
equation turbulence model with compressibility 
correction is used to predict the turbulence 
characteristics. To verify the mathematical model 
and numerical algorithm obtained results compared 
with experimental study of Samimy and Elliot [8-9] 
for supersonic-subsonic free shear layer. Simulation 
of the flame propagation with combustion products 
formation is performed including the seven reaction 
and seven component Jachimowski’s kinetics 
mechanism. The effect of flows Mach number on 
turbulent mixture and combustion of hydrogen-air 
flow is reported. For more information, see [36] and 
references therein. 

The inflow physical parameters profile across 
the non-premixed hydrogen (fuel) and air stream at 
the splitter plate leading edge is assumed to vary 
smoothly according to a hyperbolic-tangent function 
(Fig. 1). 
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Figure 1 – An illustration of the flow configuration 
 

 
Mathematical model 
 
The two-dimensional Favre-averaged Navier-

Stokes equations for multi-species flow with 
chemical reactions is: 
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the vector fluxes are given as 
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Here, the viscous stresses, thermal conduction, 

and diffusion flux of species are: 
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where k, ε – turbulent kinetic energy, rate of 
dissipation of turbulent kinetic energy. Pk – is 
turbulence production term, Mt – is the turbulence 
Mach number. 

Yk – is the mass fraction of kth species, k  – rate 
of mass production of species, Nk ...1 , with N – 
number a components in a gas mixture. The thermal 
equation for multi-species gas is: 
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where kW  is the molecular weight of the species. 

The equation for a total energy is given by 
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The enthalpy of the gas mixture is calculated 

according to  

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k
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The specific heat at constant pressure for each 
component cpk is: 
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where the molar specific heat Cpk is given in terms 
of the fourth degree polynomial with respect to 
temperature, consistent with the JANAF 
Thermochemical Tables [28]. 

The system of the equations (1) is written in the 
conservative, dimensionless form. The air flow 
parameters are  RWhTwu ,,,,,, , hydrogen 
jet parameters are 0000000 ,,,,,, RWhTwu . The 
governing parameters are the air flow parameters, 
the pressure and total energy are normalized by 

2
u , the enthalpy by  WTR /0 , the molar specific 

heat by R0 and the spatial distances by the thickness 
of the splitter plate δ.   

The coefficient of viscosity is represented in the 
form of the sum of μl – molecular viscosity and μt – 
turbulent viscosity: μ = μl + μt, where μt is defined 
according to k-ε model with compressibility 
correction. The mixture averaged molecular 
viscosity is evaluated using from Wilke's formula. 

The chemical reactions of hydrogen H2 with air 
are described using Jachimowski's seven species 
model used in the NASA SPARK code [28]. This 
model includes the following seven species: 

2222 N,O,H,OH,OH,O,H . 
 
Initial and boundary conditions 
 
At the entrance: 
 

0

000
01 W

TRMu 
 , 01 w , 01 pp  , 01 TT  , 01 kk YY  , 

0kk  , 0    at 0x ,   1H≤0 z . 
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∞

∞0∞
∞2 W

TRMu 
 , 02 w , ∞2 pp  , ∞2 TT  ,  

∞2 kk YY  ,  kk ,    at 0x ,   21 H≤≤H z . 
 
In the region of 11 H≤≤H z  all physical 

variables are varied smoothly from hydrogen (fuel) 
flow to air flow using a hyperbolic-tangent function 
of any variable φ, so the inflow profiles are defined 
by 

 
      /5.0tanh-5.05.0(z) 1212 z

 at 0x ,  Hz 0 .  
 

where ),,,,,,,(  kYTpvu k   - is the 
momentum thickness. The pressure is assumed to be 
uniform across the shear layer. On the lower and 
upper boundary the condition of symmetry are 
imposed. At the outflow, the non-reflecting 
boundary condition is used [29]. 

In order to produce the roll-up and pairing of 
vortex rings, an unsteady boundary condition is also 
applied at the inlet plane, i.e. 
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where  zu  – velocity profile at the entrance 

corresponding to hyperbolic-tangent function. The 
unsteady part of the condition is about 0.2-0.3 
percent of the Favre-averaged velocity. 

)( 0uuU    – the difference of two stream 
velocities which measures the strength of shearing.  
 

)(zGaussian  – is a Gaussian function which has a 
peak value of unity at z=0 and the 2  width was 
matched to the vorticity layer thickness at the 
entrance. Coefficient A is the disturbance amplitude 
which is defined from the UA  , where this 
product was specified to be 0.2-0.3 percent of the 
higher inflow speed. The factorw  was set at 0.7 
(70%) of UA   based on [16]. The 
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   – is the vorticity 

thickness.     
 
 
Method of solution 
 
To take  into account the flow in the shear (at 

the entrance) and mixing layer,  i.e.,  in  regions  of 
high  gradients,  more  accurately,  we  refine  the  
grid  in  the  longitudinal  and  transverse directions 
by  the  transformations 
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System (4) linearized with respect to the vector 
U in form: 
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Here, 
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AA x  , BB z  ,  UEA


 / , 

UFB
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 /  – are the Jacobian matrices [32-33]. 

The terms containing the second derivatives are 
presented as sums of two vectors: 
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where the vectors 1n
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vE , 1n
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vF are written in the 
following form: 
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According to a principle of construction ENO 
scheme [30-31] the system (5) for integration on 
time  is formally represented as:  
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Here mE


, mF


 is called the modified flux vector. It 
consists from the original flux vector ( E~ , F~ and 
additional terms of third-order accuracy  D,E


, 

 D,E


) :  

 1 nnm )DE(E~E 
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  ,               (9) 
 

modified flux mF


 is written similarly and 
IAA   , 1  AAA , 1  BBB ,  I - 

unity matrix.  
Applying factorization to (8), we obtain two 

one-dimensional operators, which are resolved  by 
matrix sweep: 
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The second term 
nRHS  is written similarly.  

In approximation of derivatives in convective 
and diffusion terms, we use second-order central-
difference operators. 

The numerical solution of the system (5) is 
calculated in two steps. The first determines the 
dynamic parameters and second determines the 
mass species. 

Then it is necessary to define Jacobian matrix 
which in a case of the thermally perfect gas 
represents difficult task. This problem is connected 
with the explicit representation of pressure through 
the unknown parameters. Here pressure is 
determined by introducing an effective adiabatic 
parameter of the gas mixture [34]. 
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is the enthalpy and internal energy of the mixture 
minus the heat and energy of formation; KT 2930  - 

is the standard temperature of formation, which 
allows to write an expression for the pressure 
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The temperature is found from the Newton-

Raphson iteration [32-33, 35]. 
The equations for species are solved by the 

scalar sweep, where in the first-step convection and 
diffusion terms are included and calculated using 
ENO scheme [30-31]. In the second-step, the matrix 
equation with terms ( kkk Ww   ) is solved 

implicitly. These source terms kW  are linearized by 
expansion in a Taylor series, 

 






















 


 kk
m

m

kn
k

n
k

W
T

T
W

Y
Y
W

WW


 1  

 
Results and discussion 
 
The parameters of coordinate transformation 

have the form:  
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 ,   are  refinement  factors  ( >1 and  >1),  
L – is the length of the  computational domain in the 
generalized coordinates,  and zc – is the point with  
respect  to which  grid  refinement  is  performed.  

Previously the shear layer problem for 
monatomic (air) gas has been tested by the 
following parameters: M0 = 0.51, T0 = 285.07 K, P0 
= 56088.91 Pa, M∞ = 1.8, T∞ = 176.58 K, P∞ = 
54648.65 Pa. The computational grid is 526x201. 
The channel height and length were 8 cm and 50 
cm, respectively. The splitter plate thickness is 
0.3175 cm, and at the trailing edge is 0.05 cm. The 
initial momentum thickness 

 


 








 dzuu ** 1




 
is 0.05 cm. The 

geometrical parameters above are taken from 
experimental work of Samimy and Elliot [8-9].  
 
Experiment was conducted in tunnel, present 
calculation performed for planar channel to estimate 
the behavior of turbulence quantities. Figures 2-4 
shows (Mc – 0.51) the comparison of the calculated 
distributions of longitudinal (axial) mean velocity, 
variation of the momentum (θ) and vorticity (δw) 
thicknesses, and turbulence quantities with the  
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experimental data [8-9]. The non-dimensional 

variables  
 0∞

0*
- uu
uu

u


 ,  
w

czz
z




* , 

 


 








 dzuu ** 1


 ,  

 max

0
/ zu

uu
w 


   are  

defined as in the experiments [8-9]. Figure 2 
indicates that the shear layer growth in terms of 
momentum and vorticity thickness is predicted 
reasonably accurate by the present algorithm, as 
compared to experimental data. 
 

 
 

Figure 2 – Comparison of present calculation with experimental data by the growth  
of momentum and vorticity thickness 

  
 
The comparison of calculated transverse 

distribution of the normalized streamwise mean 
velocity at five longitudinal positions with 
experimental measurements as shown in Figure 3 
suggest that in the fully developed region for x≥12 
cm the mean flow is self-similar.  

Further comparison of the calculated results 
with experimental data are shown for the 
development of the Reynolds stress 

 2∞-/ ouuvu   in Figures 4 and streamwise 

turbulence intensity  ouuk -/3/2 ∞  in Figure 5. 
The contribution of transverse velocity fluctuating 
component to turbulent kinetic energy was 
neglected. It is visible from figures that the 
calculated turbulence quantities are distorted at 
x≥15 cm, which shows that the turbulence similarity 
is achieved further downstream than the mean flow  
 

similarity. The preliminary test shown that the mean 
and turbulence quantities are in a good agreement 
with experimental data. 

In the sequel the shear layer problem has been 
numerically studied for multi-component gas 
mixture with the following parameters without 
chemical reactions and turbulence model: M0 = 2.3, 
T0 = 400 K, P0 = 101320 Pa, M∞ = 4.0, T∞ = 800 K, 
P∞ = 101320 Pa. The computational grid is 
526x201. The non-dimensional channel height and 
length were 100 and 367, respectively. According to 
[13-14] it was assumed that there is initial vorticity 
thickness (  

 max

0
/ zu

uu
w 


  ) at the inflow, δw = 

1/15. Figure 6 shows the comparison of mixing 
layer growth by density a, c and vorticity b, d 
contours in two physical domain a-b 100x20 and c-d 
367x100. 
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Figure 3 – Comparison of present calculation with experimental data  
by longitudinal mean velocity profiles at five longitudinal positions in the shear layer 

a) x=6, b) x=12, c) x=15, d) x=18, e) x=21 cm 
 

a) b) 

c) d) 

e) 
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Figure 4 – Comparison of present calculation with experimental data  
by Reynolds stress at five longitudinal positions in the shear layer 

a) x=6, b) x=12, c) x=15, d) x=18, e) x=21 cm 
 

a) b) 

c) d) 

e) 
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Figure 5 – Comparison of present calculation with experimental data  
by turbulent intensity at five longitudinal positions in the shear layer 

a) x=6, b) x=12, c) x=15, d) x=18, e) x=21 cm 

a) b) 

c) d) 

e) 
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Figure 6 – Comparison of mixing layer growth  
by density and vorticity contours in two physicaldomain 

a-b) 100x20, c-d) 367x100 
  

 
It visible from Figure 6 that in c, d the growth of 

the mixing layer is larger than in a, b. As the 
supersonic shear layer growth slower than subsonic, 
so to the formation of vortical structures and its 
growth in supersonic shear layer need longer 
domain (Figure 6-c-d). Figure 7 shows the 
comparison of vorticity contours obtained by 
present calculation and by authors [13-14]. In [13-
14] studied the growth of instabilities in monatomic 
(air) gas flows, while in the present study 
considered the mixing layer growth in multi-
component gas mixture. Present results indicate that 
in the case of multi-component gas the vortical 
structure has a growing character as it is shown in 
Figure 7-b. 

Also, this example show the advantage of using 
high order ENO scheme in modeling of mixing 
process, formation and growing of vortical 
structures.  

Combustion results  
 
The free shear layer of hydrogen-air turbulent 

flows mixing and combustion are numerically 
studied. The simulations are performed in a 
rectangular domain of 4 cm in stream-wise direction 
and 1.5 cm in transverse direction. The splitter plate 
thickness is 0.1 cm, and at the trailing edge is 
0.0045 cm. At the inflow plane, hydrogen enters 
from the lower half and air enters from the upper 
half. A 401x151 grid with stretching at the entrance 
and mixing layer was used. The hydrogen flow 
parameters are 41=0 .M  ( 11=0 .M ), 4000 T  K, 

101320=0P  Pa, and air flow parameters are 
81=∞ .M  ( 51=∞ .M ), 1300T  K, 101320=∞P  

Pa.  
The Figure 8-a, c, d, f ( 41=0 .M , 81=∞ .M ) are 

illustrated the comparison of temperature fields 

b) 

d) 

a) 

c) 
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without and with chemical reactions for moments 
t=5.35 mks (Figure 8-a-c) and t =10.6 mks (Figure 
8-d-f). The temperature for both cases is equal to 
0.97 (1261 K) at t=5.35 mks. From figure follows 
mixing layer growth lead to an increase in the 
temperature and mixing intensity of fuel and 
oxidizer. It is evident from Figure 8-a, c the 
difference between results are negligible, 
consequently at the ignition stage the chemical 
reactions passes without significant heat generation. 
At the moment t=10.6 mks  the temperature of the 

mixture increase till 1.1 (T=1430 K) due to 
chemical reaction, while in the non-reacting case the 
mixture temperature is 0.97.   

For the description of reaction pathways of 
hydrogen, a seven species chemical reaction model 
by Jachimowski (see table 1 [31]) is taken.  

The water vapor H2O formation for the chemical 
reaction case at the ignition moment t=5.35 mks 
(Figure 8-b) and at the moment t=10.6 mks (Figure 
8-e) are also illustrated.  

 

 

 
 

Figure 7 – Comparison of present calculation with numerical results [13-14]  
by vorticity contours 

a) numerical results [13-14], b) present calculation    

 
Table 1 – Jachimowski’s reaction mechanism 

 
Reaction 
number Reaction Ak (m3/mole·s) βk Ek/R 

1 
2 
3 
4 
5 
6 
7 

H2 + O2 = OH + OH
H + O2 = OH + O 

OH + H2 = H2O + H 
O + H2 = OH + H 

OH + OH = H2O + O 
H + OH +M = H2O + M 

H + H +M = H2 + M

0.170E +14
0.142E +15 
0.316E +08 
0.207E +15 
0.550E +14 
0.221E +23 
0.653E +18

0.0 
0.0 
1.8 
0.0 
0.0 
-2.0 
-1.0 

24233
8254 
1525 
6920 
3523 

0 
0



41Ye. Belyayev et al.

International Journal of Mathematics and Physics 9, №1, 27 (2018)

0 5 10 15 20 25 30 35 40x
2.5

5

7.5

10

12.5

z

 

 0 5 10 15 20 25 30 35 40x
2.5

5

7.5

10

12.5

z

 

0.0004 0.0005 0.0006 0.0007 0.0008 0.0009  

 0 5 10 15 20 25 30 35 40x
2.5

5

7.5

10

12.5

z

  

0 5 10 15 20 25 30 35 40x
2.5

5

7.5

10

12.5

z

 

0 5 10 15 20 25 30 35 40x
2.5

5

7.5

10

12.5

z

 

0.02 0.06 0.08 0.12 0.14 0.18  

d) 

a) 

c) 

b) 

H2O 

e) 

H2O 

T 

T 

T 



42 Numerical study of supersonic turbulent free shear layer mixing and combustion

International Journal of Mathematics and Physics 9, №1, 27 (2018)

 0 5 10 15 20 25 30 35 40x
2.5

5

7.5

10

12.5
z

 
 

Figure 8 – The temperature field with a, c) and without b, d) chemical reactions 
a-b) t=5.35,  c-d) t=10.6 mks  

 
 
Figure 9 shows the mass concentration contours 

of oxidant (Figure 9-a-b) and hydrogen (Figure 9-c-
d) with combustion (Figure 9-b, d) and without it 
(Figure 9-a, c) at the moment t=10.6 mks. As can be 
seen from the figure as a result of combustion the 
oxidant O2 field change significantly (Figure 9-b), 

while the hydrogen H2 changes little (Figure 9-d). 
The isolines of the formation of combustion 
products such as water vapor (H2O), hydroxyl 
radical (OH), hydrogen atom (H) and oxygen atom 
(O) concentrations and vorticity contours at various 
times are presented in Figures 10-13. 

  
       

  
 
 

  
 
 

Figure 9 – Mass concentration contours of O2 a-b) and H2 c-d) 
 

  
 

f) 

a) b) 

d) c) 

T 



43Ye. Belyayev et al.

International Journal of Mathematics and Physics 9, №1, 27 (2018)

  
 

Figure 10 – The dynamic of water vapor concentration formation  
and vorticity contours at four times 

a) t=5.35, b) t=6.4, c) t=8.5, d) t=10.6 mks 
  
 
It is visible (Figure 10-a), initially combustion 

product H2O is concentrated in the thin mixing layer 
at the moment t=5.35 mks. In this time the 
maximum of water vapor is of the order 10-4, Figure 
10-a. From the period of time t=5.35 up to t=6.4 
mks (Figure 10-b) this value growth up to 10-3. 
Obviously, it is the induction period which is period 
of accumulation of radicals and active centers, 
where there is also growth reaction rate.  

The vorticity contours formed in the shear layer 
are illustrated in Figure 10-a-d (right, ω ). In 
process of time the separation of vortical structure 

occurs Figure 10-b-d, thus with increasing of 
vorticity formation intensity (Figure 10-b-d, right) 
the separation of combustion zone concentrated in 
the upper region of vortices (Figure 10-b-d, left). 
The same behavior has products OH, H and O as it 
is illustrated in Figures 11-13-b-d, right with 
different induction period of formation. For 
example, the water vapor H2O (Figure 10-a, left) 
and oxygen atom O (Figure 13-a ) are formed earlier 
at t=5.35 mks than hydroxyl radical OH at t=5.7 
mks (Figure 11-a) and hydrogen atom H at t=6.75 
mks (Figure 12-a).  

 

c) 

b) 

a) 

d) 

ω

ω

ω

ω



44 Numerical study of supersonic turbulent free shear layer mixing and combustion

International Journal of Mathematics and Physics 9, №1, 27 (2018)

  
  

Figure 11 – The dynamic of hydroxyl radical concentration formation  
and vorticity contours at four times  

a) t=5.7, b) t=7.1, c) t=9.2, d) t=10.6 mks 
 
 

Numerical calculations performed with lower 
values of Mach numbers 11=0 .M , 51=∞ .M  are 
showed the presence of subsonic zones, which are  
visible from iso-Mach line contours in Figure 14-a. 
The minimum value of Mach number for 11=0 .M , 

51=∞ .M  is 0.8, while for 41=0 .M , 81=∞ .M  this 
value is equal to 1.0. However, comparing with the 
higher Mach number case Figure 14-d the presence 
of subsonic zones does not have appreciable 
influence on the qualitative picture of combustion 
zone (Figure 14-c, f). Although, quantitatively this 

difference is more visible. For example, the 
maximum of water vapor and temperature are 0.16 
and 1.1 (1430 K) for the case 41=0 .M , 81=∞ .M   
whereas for other case maximum H2O is equal to 
0.19  and temperature is 1.18 (T=1534 K). 
Therefore the occurrence of subsonic zones has 
insignificantly affects on combustion zone, whereas 
that the crucial aspect is the presence of vortical 
structures. The determinative factor in combustion 
stabilization and efficiency is the formation of 
vortices and their growth.       

 

ω

a) 

b) 

c) 

d) 
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Figure 12 – The dynamic of hydrogen atom concentration formation at four times 
a) t=6.75, b) t=8.5, c) t=9.2, d) t=10.6 mks

 
 

Figure 13 – The dynamic of hydrogen atom concentration formation at four times 
a) t=5.35, b) t=6.4, c) t=9.2, d) t=10.6 mks

a) b) 

a) b) 

c) d) 

c) d) 
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Figure 14 – The distribution of iso-Mach a, d), hydrogen b, e) and water vapor concentration c, f) contours 
a-c) 11=0 .M , 51=∞ .M  
d-f) 41=0 .M , 81=∞ .M  

 
It should be noted the process of ignition 

represented in the Figure 15 are different for given 
cases. From isolines of water vapor concentration 
H2O Figure 15-b, d are visible the ignition delay 
time is t=1.25 mks for result with smaller parameter, 
while for large Mach numbers are t=5.35 mks. The 
temperature in the ignition region for both cases 
Figure 15-a, c is equal to 0.97 (1261 K). As a 
identifier of the given mixture ignition it was taken 
the main product – water vapor H2O with the value 
approximately 0.2 percent of initial oxidant fracture.  

The combustion efficiency can be estimated 
from the overall chemical reaction of hydrogen 
oxidation. It appears from this reaction that for the 
0.004 kg/mole hydrogen completely oxidation it is 
need 0.032 kg/mole oxygen. As a parameter 
characterized complete combustion it is taken the 
relation of the mass flow rates 22 HO Q/Q  , where 

∫ ∞22 = dzuρQ OO  and ∫ o22 = dzuρQ HH . This relation 

should be 8≥22 HO Q/Q  to complete hydrogen 
combustion. Numerical experiment revealed that for 
the 41=0 .M , 81=∞ .M  at the exit plane x=4 cm 
this relation is equal to 18.7, which is pointing out 
that the hydrogen completely oxidize. The initial 
mass flow rates ratio at the entrance for this case 

814=22 .Q/Q HO , which indicate on the poor 
mixture. For Mach numbers  11=0 .M , 51=∞ .M  
the initial mass flow rates ratio 615=22 .Q/Q HO . At 
the exit plane x=4 cm combustion efficiency 
parameter is equal to 19.8. This comparison has 
been confirmed that subsonic zones have not strong 
affect on increasing the total residence time of fuel 
(hydrogen) in the combustion chamber. So the 
presence of isolated vortices and their growth 
downstream provides a better mixing of fuel, air and 
hot combustion products, which greatly stabilizes 
the combustion process.  
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Figure 15 – The temperature field a, c) and formation of water vapor b, d) 
a-b) 11=0 .M , 51=∞ .M , c-d) 41=0 .M , 81=∞ .M  

 
 
Conclusion 
 
The flowfield structures of supersonic turbulent  

planar shear layer  and combustion computed by 
calculation of the system of two-dimensional planar 

Favre-averaged Navier-Stokes equations. The k-ε 
two-equation turbulence model with compressibility 
correction is used to determine the eddy viscosity 
coefficient. The numerical method is based on the 
third order ENO finite-difference scheme. The 
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comparison of present results obtained by using 
ENO scheme and k-ε turbulence model with 
experimental data demonstrates a satisfactory 
prediction of mean and turbulence properties of the 
flow. The numerical results of hydrogen-air mixture 
combustion based on Jachimowski's seven-species 
seven reaction model.  

The calculation  reacting shear layer revealed  
distribution and  enhancement of hydrogen-air 
mixing and combustion is strongly depend on 
vortices formation, a namely their intensity and 
growing.  The present numerical experiments show 
that the combustion zone is concentrated  in the 
upper (oxidizer)  boundary of mixing layer. 

It have been graphically illustrated that for the 
lower Mach numbers case the hydrogen-air mixture 
ignition is occurred faster than for the higher one.   

Thus the constructed algorithm based on the 
high order scheme and computer code for turbulent 
supersonic reacting flow allows to study influence 
parameters that control mixing and combustion, 
which is important in the design of supersonic 
combustion ramjet (scramjet) engines and easily 
expanded into 3D case.  
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Asymptotic convergence of the solution of the initial value problem for 
singularly perturbed higher-order integro-differential equation 

Abstract. The article is devoted to research the Cauchy problem for singularly perturbed higher-order 
linear integro-differential equation with a small parameters at the highest derivatives, provided that the 
roots of additional characteristic equation have negative signs. An explicit analytical formula of the 
solution of singularly perturbed Cauchy problem is obtained. The theorem about asymptotic estimate of a 
solution of the initial value problem is proved. The nonstandard degenerate initial value problem is 
constructed. We find the solution of the nonstandard degenerate initial value problem. An estimate 
difference of the solution of a singularly perturbed and nonstandard degenerate initial value problems is 
obtained. The asymptotic convergence of solution of a singularly perturbed initial value problem to the 
solution of the nonstandard degenerate initial value problem is established. 
Key words: singular perturbation, small parameter, the initial functions, asymptotics, passage to the limit. 

Introduction 

The differential and integro-differential equations 
with small parameters at the highest derivatives are 
used as mathematical models of various problems of 
physics, astrophysics, chemistry, biology, mechanics, 
engineering, etc. At present time, these equations are 
called singularly perturbed.  

The initial value problem with initial jumps for a 
nonlinear ordinary differential equation of the 
second order with a small parameter was studied by 
M.I. Vishik and L.A. Lyusternik  [1] and K. A. 
Kassymov [2]. They show that the solution of the 
original initial value problem tends to the solution of 
the degenerate equation with changed initial 
conditions, when the small parameter approaches 
zero. Such problems became known as the Cauchy 
problems with initial jumps. The most general cases 
of the Cauchy problem for singularly perturbed 
nonlinear systems of ordinary differential and 
integro-differential equations, as well as for partial 

differential equations of hyperbolic type were 
studied by K.A. Kassymov [3-6].  

For the first time, boundary value problems with 
initial jumps for singularly perturbed linear ordinary 
differential and integro-differential equations of the 
second order was studied by K. A. Kassymov [7, 8]. 
A systematic study of boundary value problems 
with initial jumps Kassymov and his students began 
in the nineties of the last century. He developed 
methods for qualitative research and the 
construction of an asymptotic expansion of solutions 
of boundary value problems with initial jumps for 
singularly perturbed ordinary differential equations 
[9, 10]. General boundary-value problems for 
singularly perturbed ordinary differential equations 
of higher orders are investigated by D. N. Nurgabyl. 
He singled out a class of singularly perturbed 
boundary value problems with an initial jump and 
developed an algorithm for constructing and 
investigating the asymptotic behavior of solutions of 
general boundary value problems [11, 12]. 
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K. A. Kassymov and M. K. Dauylbayev for 
singularly perturbed higher-order integro-
differential equations studied problems of a special 
type, when the presence of integral terms leads to a 
qualitative change in the behavior of the solution 
[13-15]. It is shown that, in the absence of integral 
terms, the solution of the differential equation 
obtained in this case grows unboundedly as the 
small parameter tends to zero and, consequently, has 
no finite limit. But the solution of the initial integro-
differential problem has a certain limit, but the limit 
function is not a solution of the usual degenerate 
equation. The initial jump takes not only a solution, 
but also integral terms. For singularly perturbed 
higher-order integro-differential equations, 
phenomena of initial jumps of any order were first 
revealed. It is established that this property 
essentially depends on the order of the derivatives 
entering under the integral sign. 

M. K. Dauylbayev [16, 17] studied boundary 
value problems with two boundary layers possessing 
the phenomena of initial jumps. The novelty of these 
studies is that when the small parameter tends to zero, 
the fast solution variable grows unlimitedly, not only 
at one, the so-called initial point, but also at the other 
end of the considered segment. Thus, a class of 
singularly perturbed integro-differential equations 
with initial jump phenomena at both ends of the 
given segment is singled out. He also developed a 
method for studying and constructing the asymptotics 
of the solution of the Cauchy problem with initial 
jump for singularly perturbed linear differential 
equations with impulse action [18]. 

 
Main results 
 
Consider the following singularly perturbed the 

initial value problem: 
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where 0  is a small parameter, ,i    

0, 1i n m    are known constants, .1)(  tA mn  
We will need the following assumptions: 

 
          (C1)

( 1) 1( ) ([0,1]), 0, , ( ) ([0,1])n m m
iA t C i n m F t C       

 
and 1,0),(),( 1   mnjDCxtH m

j , where 
}10,10{  xtD . 

(C2) .10   ,0)(  ttAn  

(C3) The roots m  21  of 
“additional characteristic equation
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mn
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satisfy the following inequalities
0,,0,0 21  m  . 

Similarly the Cauchy problem (1), (2) for 
ordinary differential equation was considered in 
[19]. In the particular case, similarly boundary value 
problem with initial jumps for this case 

2,2  lm   [16, 17]. 
We consider the following homogeneous 

singularly perturbed differential equation associated 
with (1): 

 
 

.0),()(),()(),(
1 0

)()( 
 


 

m

r

n

k

k
k

rn
rn

r tytAtytAtyL                               (3)  

 
The fundamental systems of solutions of the equation (3) has the following asymptotic representation as 

:0  
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where nityi ,1),(0    are solutions of the 
problems:  
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ij  is a Kronecker symbol, mrty rn ,1),(0,    

are solutions of the following problems: 
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In view of (4), for the Wronskian ),( tW  the 

following asymptotic representation holds as 
0 :   
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where )(tW  is the Wronskian,  
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the determinant )(t  is the m th order 
Vandermond determinant,  
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Definition. The functions ( , , ),iK t s     
1,i n m   are called initial functions, if they satisfy 

the following problem: 
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and that can be represented in the form: 

 

mni
sW
stWstK i

i  ,1   ,
),(
),,(),,(


          (7) 

 
),,( stWi  is the  mn th order determinant 

obtained from the Wronskian ),( sW  by replacing 
the i th row with 1( , ),y t   2 ( , ),y t   

, ( , )n my t  . 
In view of (6), (7), for the initial functions  

mnistK q
i  ,1),,,()(    the following asymptotic 

representation hold as 0 :  
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where )(sij  is the 1m th order determinant 

obtained from the determinant )(s  by deleting i-th 

row and  j-th column, )(si  is the m th order 
determinant obtained from the following 
determinant 
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by deleting  i-th row, ),()( stW q

n  is the determinant 

obtained from the Wronskian  )(sW  by replacing 
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by deleting the i-th row.  

 Let us denote by the right-hand side of the 
equation (1): 
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We seek to find the solution of the differential 

),(  tzyL   equation in the form: 
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where mnistKi  ,1),,,(   are the initial 
functions, ),( tz  is a unknown function. 
Substituting (11) into (10), we obtain that ),( tz  
satisfies the following Fredholm integral equation of 
the second kind: 
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(C4) 1 is not an eigenvalue of the kernel 

),,( stH .   
In view of condition (C4) integral equation (12) 

has an unique solution, that can be represented in 
the form 


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where  ),,( stR  is a resolvent of the kernel 

).,,( stH   
Substituting (13) into (11), we obtain the 

analytical formula of solution: 
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By using initial conditions (2) in (14), we find 

the constants .1,1,1   mniC ii    
 
Theorem 1. (Theorem about the analytical 

formula of solution) Let assumptions (C1)-(C4)  
hold. Then the Cauchy problem (1), (2) on the 

segment 10  t  has an unique solution and is 
expressed by the formula:  

 

1
1 0

0

( , )

1( ,0, ) ( , , ) ( , )

1 ( , , ) ( , )

tn m

i i n m im
i

t

n mm

y t

K t K t s s ds

K t s F s ds



    


 




 






 
   

 



 



(16)  

 
where mnistKi  ,1),,,(   are the initial 
functions,  functions ,1,0),,,(  mnjxsH j   
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Theorem 2. (Theorem about asymptotic 

estimations of solution)  Let assumptions (C1)-
(C4) hold.  Then the Cauchy problem (1), (2) and its 
derivatives the following asymptotic estimation hold 
as 0 :  
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Proof: In view of (7)-(9) and conditions (C1)-

(C3), for the initial functions  
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estimation hold:  
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By applying the asymptotic estimations of the 
initial functions (18), (19) in (15), we obtain the 
following asymptotic estimations for the functions 
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By applying (18)-(20) in (16), we obtain 

asymptotic estimations of the solution (17). 
Theorem 2 is proved.  

We consider the following nonstandard 
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We introduce the initial functions for the 

problem (21), (22), similar to functions (7):  
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where ),( stWi  is the n th order determinant 
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where 2,0,  mkBk  are arbitrary constants, 
operator Q  is a linear integro-differential operator 
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symbol ),()1( xtH m

j
  means the 1m th order 

derivative with respect to variable t  of the function 
),( xtH j . 
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then the equations (21) and (24) will be equivalent. 
Let us consider the equation (24) with initial 
conditions (22). 

The solution of the Cauchy problem (22), (24)  
is as follows:  
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where nistKi ,1),,(   are the initial functions,  
operator Q  is defined by the formula (25), 
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Function ),(ˆ stKn  satisfy the following problem:   
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Substituting (27) into (22), in view of the 

condition of the initial functions nistKi ,1),,(  , 

we find the constants  niC ii ,1,1   .  We put 

defined constants  niC ii ,1,1    in (27): 
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where nistKi ,1),,(   are the initial functions, 
operator Q  is defined by the formula (25), functions 

),(ˆ,2,0),(),( stKmktt nk   are defined 
by the formula (28).  

Applying operator Q  to the equation (29), we arrive 
Fredholm integral equation of the second type 
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functions 

( ), ( ), ( ), 0, 2, ( ,0), 1,k iu t t t k m K t i n      are 
expressed the following form: 
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(C5) 1 is not an eigenvalue of the kernel ),( stM  
We introduce the operator:   
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where function ),( stR  is a resolvent of the kernel 
),( stM . In view of the condition (C5), then the 

integral equation (30) has an unique solution and 
that can be represented in the form: 
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where operator A  is defined by the formula (33),  
nitKmktt ik ,1),0,(~,2,0),(),(   are 

defined by the formula (32). 
Substituting the solution (34) into (29), we 

obtain the solution of the unperturbed problem (21), 
(22): 
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We introduce the following symbols:  
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Then the solution (35) is as follows: 
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If applying operator Q  to the functions 

)(),( tt k  in (36), we get the following equalities: 
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where operator A  is defined by the formula (33).  

Taking into account formulas (36) and (38), it is 
easy to verify that the function (37) satisfies 
equation (29). That this function is a solution of the 
equation (21), it is necessary to subordinate the 
constants  2,0,  mkBk  to the conditions (26). 
Substituting (37) into (26), we get the following 
system for determining 2,0,  mkBk : 
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Let   be a determinant of the system (39).   
 
(C6) .0  If the condition (C6) is valid, then 

the constants 2,0,  mkBk  is defined single-
valued. 

Theorem 3.  Let assumptions (C1)-(C6) hold. 
Then the nonstandard unperturbed problem  (21), 
(22) on the segment 10  t  has an unique solution 
and is defined by the formula (37).  

Let us denote by  
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Substituting (40) into the problem (1), (2), in 

view of the problem (21), (22), we get the following 
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The problem (41), (42) is of the same type as the 
problem (1), (2), by applying estimates (17), we get 
asymptotic estimations for the function  ),( tu  as 
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From the estimations (43), the following 
limiting equalities hold:  
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Theorem 4. Let assumptions (C1)-(C6) hold. 

Then for the solution ),( ty  of the Cauchy problem 
(1), (2) the following limiting equalities hold: 
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where function )(ty  is the solution of the 
nonstandard unperturbed problem (21), (22) and is 
defined by the formula (37).  

 
Conclusion 
 
The article is devoted to study the initial value 

problem for singularly perturbed the  mn th 
order linear integro-differential equation with a 
small parameters at the m th derivatives. An 
explicit analytical formula of the solution of 
singularly perturbed initial value problem is 
obtained. The nonstandard degenerate initial value 
problem is constructed. The solution of the 
nonstandard degenerate initial value problem is 
obtained. The asymptotic convergence of solution of 
a singularly perturbed initial value problem to the 
solution of the nonstandard degenerate initial value 
problem is proved.  
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Heat and mass transfer processes  at high-temperature 
media during combustion of low-grade pulverized coal 

Abstract. The article is devoted to the complex research processes of heat and mass transfer occurring in 
the real conditions of solid fuel (coal) combustion. Development of technological processes with 
economic and ecological advantages are the main purpose for many researches in thermal physics and 
technical physics. The complex processes of heat and mass transfer in the presence of combustion are 
non-stationary, strongly non-isothermal with a constant change in the physical and chemical state of the 
environment. It greatly complicates their experimental study. In this case, studying of heat and mass 
transfer in high-reacting media with simulation of physical and chemical processes occur during 
combustion of pulverized coal is important for the solution of modern power engineering industry and 
ecology problems. In this regard, a comprehensive study of heat and mass transfer processes at high-
temperature media observed. Investigations based on the achievements of modern physics by using 
numerical methods for 3D modeling. Numerical experiments are conducted to describe and study 
aerodynamic characteristics, heat and mass transfer processes during the burning of pulverized 
Kazakhstan low-grade coal. The results obtained are of great practical importance, since they allow us to 
develop recommendations for the improvement and design of new combustion chambers and burners, and 
also can be useful in optimizing the whole process of burning fossil fuels.  
Key words: aerodynamic, combustion, heat exchange, numerical experiment. 

Introduction 

Solid fuel combustion is a complex physical and 
chemical phenomenon, which occurs at high 
temperatures with rapid and complete oxidation of 
combustible matter (carbon) by atmospheric oxygen 
and accompanied by a large amount of heat release 
[1-2]. Due to the low quality of main Kazakh coal 
deposits their exploitation at industry has increased 
scientific and applied relevance. Conducting of deep 
research on coal combustion in the real conditions 
can ensure the efficient technological process at all 
[3-5]. Heightened interest observed in particular to 
the study of heat and mass transfer processes at 
combustion of pulverized Kazakh coal with high ash 
content [6-7]. As it known combustion processes 
take place under conditions of strong turbulence and 

non-isothermal flow, multiphase medium with a 
significant impact of nonlinear effects of thermal 
radiation, interfacial interaction and multistage 
proceeding with chemical reactions [8-9]. Such 
phenomena have an important role in studying of 
the natural phenomenon of low-grade coal 
combustion. So investigations of turbulent 
chemically reacting media are extremely important 
to deepen knowledge of physical and chemical 
properties, for application possibilities. 

In the context of depletion of natural energy 
resources and environmental pollution rational use 
of energy fuel, increasing the efficiency of energy 
generation and solution of environmental problems 
are urgent and important task to solve. Development 
of technological processes with economic and 
ecological advantages are the main purpose for 
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many researches in this area. The complex processes 
of heat and mass transfer in the presence of 
combustion are non-stationary, strongly non-
isothermal with a constant change in the physical 
and chemical state of the environment. It greatly 
complicates their experimental study. In this case, 
studying of heat and mass transfer in high-reacting 
media with simulation of physical and chemical 
processes occur during combustion of pulverized 
coal is important for the solution of modern power 
engineering industry and ecology problems. In this 
regard, a comprehensive study of heat and mass 
transfer processes at high-temperature media 
observed. Investigations based on the achievements 
of modern physics by using numerical methods for 
3D modeling [10-15] that in turn do not need labor 
force also much time. Applying of computational 
technology allow us to describe the actual physical 
processes that occur during combustion of energy 
fuel as accurate as possible. Finally, it has been put 
the objective of this paper oriented on holding 
numerical experiments on studying heat and mass 
transfer processes occurring in the areas of real 
geometry of the combustion chamber during the 
burning of energy fuel. It has been established 
mathematical model of physical-chemical 
combustion process. 

 
Materials and methods 
 
Study of processes of heat and mass transfer 

during coal combustion is possible only based on a 
complete theory of combustion physics. It includes a 
wide range of physical and chemical effects and its 
formulation of a mathematical model. For the 
simulation of heat and mass transfer in the presence 
of physical and chemical processes are used the 
fundamental laws of conservation of mass, 
momentum, energy [16-19]. Heat and mass transfer 
processes in the presence of physical and chemical 
transformations – is the interaction of turbulent 
flows. Therefore, the chemical processes here 
should take into account the law of conservation of 
components of the reacting mixture, multiphase 
medium, its turbulence degree, heat generation due 
to the radiation of heated fluid and chemical 
reactions. The law of conservation of substance 
written in the form of the law of conservation of 
matter as follows: 

 

 i N
i

u qt x
    

. 

 

The law of conservation of momentum and the 
equation of motion expressed as: 
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Law of energy conservation: 
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The conservation law for the components of the 

reaction mixture: 
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For technical flames, it takes into account the 

transfer of matter only by diffusion. Transfer of 
substance due to the pressure gradient, the action of 
external forces (electric and magnetic fields) and 
thermal diffusion are small and they be neglected. 
Then the last equation written as follow: 
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. 

 
In this paper for modeling of turbulence flows 

used the standard k-ε turbulence model, excluding 
the effect of lift or “twist” of flow, which is 
represented by the equation of turbulent kinetic 
energy transfer: 

 

u kk j
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. 

 
And the equation of dissipation (turbulent 

kinetic energy conversion into internal) turbulent 
kinetic energy ε: 
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2
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           
 
 
 

        

     

. 

 
Here the kinetic energy production: 
 

2
3

uu uji iP k ijturb x x xj i j
  
  
  
  

    

 
         

. 

 
And the rate of dissipation of turbulent energy: 
 

'' ' uu u ji i
turb x x xj j i

  
 
 
 
  
 

 
   

  
. 

 
If k and ε are known, the turbulent viscosity 

determined by the Prandtl-Kolmogorov relationship 

as: 



2kcturb  . 

Empirical constants сμ = 0.09; σk = 1.00; σ = 
1.30; С1 = 1.44; С2 = 1.92 determined 
experimentally. For the turbulent numbers of Prandtl 
and Schmidt were taken as 0.9. 

A generalized equation of the transport value in 
a turbulent flow will then be:  

 

   

,

uit x j

Seffx xj j

 

 

 
 
 
  

      

   
. 

 
High-temperature media emits heat during 

combustion. As a result this thermal energy is 
transformed into radiant energy on the surface of the 
heated body. Thus, in the heat and mass transfer 
studies in the presence of combustion in the energy 
equation (i.e. heat transfer) should be considered the 
heat exchange by radiation too. On the heat 
exchange by radiation has a major influence of the 
water vapor and carbon dioxide. In modeling of 
flows heat exchange by radiation can be treated at 
temperatures 500 K < T < 2000 K in the region of 
the visible and infrared parts of the spectrum. The 

emissivity of the gas mixture consists of 
components emissivity, and depends on the partial 
pressure, temperature and wavelength.  

To determine the intensity of the radiation used 
the six-flow model in this study [20]. It allows 
approximating the intensity of the radiation with the 
help of the wall rows by the solid angle:  

 

2 2 2

( ) ( ) ( )

( ) ( ) ( ) ......
x y z

x y z

I A i A j A k

B i B j B k

      

      

 

  . 

 
This model has been used in the calculation of 

radiation heat transfer in combustion chambers and 
showed good agreement with the experimental data.  

Physical and chemical processes occurring in 
the combustion chamber are rapid and complete 
processes of oxidation of the fuel (in this case high-
ash content coal) take place at high temperatures, 
accompanied by a large release of energy due to 
chemical reactions and changes in the 
concentrations of all substances interact. To describe 
real physical transformations that occur during 
combustion of fuel, it is necessary to choose an 
adequate numerical model [21-24] of physical 
process. Chemical reactions, which in turn 
determines the source terms in the equations for 
energy and the substance components. In this paper 
adopted a chemical model, which takes into account 
only the key components of the reaction. A 
Mitchell-Tarbell model [25] is used, which takes 
into account the rank of coal for modeling nitrogen-
containing components (in this case for the Kazakh 
coal ash content is 35.1%).  

It was used one-step model of pyrolysis, when 
the change in the concentration of carbon described 
by the ordinary differential equation: 

 
dc k cpyrdt

  , 

/
0

E RTpyrnk k T epyr pyr


 . 

 
The rate of combustion of volatiles Vol  

associated with the energy of turbulence k and its 
dissipation . For areas with a small amount of fuel 
and sufficient content of oxidizer, it have: 

 

11 c cVol Vol k
  . 
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For areas with sufficient amount of fuel reaction 
rate is determined by the stoichiometry coefficient 

2O Vol : 

02
22

2

c
CVol kO Vol




 . 

 
For areas with sufficient fuel and oxidant: 
 

2 2
3 3 1

2

c cCO H O
CVol Vol kO Vol








. 

 
From these three speed, the minimum speed of 

volatile combustion in the actual process is 
established: 

 
*

1 2 3min( , , )Vol Vol Vol Vol    . 
 

where C1 = 4.0, C2 = 4.0, C3 = 2.0. 
The carbon C burning rate determined by the 

diffusion of oxygen into the pores of the solid 
particles and reactions on its surface: 

 

( ) ( )

( ) ( )

D chemk kC CkC D chemk kC C




, 

 
2( ) DMD c ckC RT dm P


 . 

According to the Arrhenius law constant 
chemical reaction rate will be equal to: 

 
exp( )0

chemk k E RTC C C  . 

 
The Mitchell-Tarbell model demonstrates the 

formation of nitrogen oxides NOx by the oxidation 
of fuel bound nitrogen. The kinetic scheme takes 
into account the reaction of the primary pyrolysis, 
homogeneous combustion of hydro carbonaceous 
compounds, heterogeneous combustion of coke and 
formation of nitrogen compounds by thermal and 
fuel NOx mechanisms. The last ending nitrogen 
centers considered in this model by subsystem of 
CN (HCN, CN et al.). The most important overall 
chemical reactions involved in NOx formation 
during coal combustion hypothesized to be those 
shown in Figure 1. 

 

 
 

Figure 1 – Schematic Mitchell-Tarbell kinetic model 
 
 
To avoid mistakes that can lead to a physically 

meaningless result, an adequate initial and boundary 
conditions corresponding to real physical process 
given. As an object of research chosen the 
combustion process of Kazakh coal in combustion 

chamber of the real energy facility (boiler BKZ-75 
of Shakhtinsk TEC in Kazakhstan). All conditions 
taken into account of the real process of fuel 
combustion. For conducting numerical modeling 
were used control volume method [26-27], where in 
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computational experiment the chamber has been 
divided into 126 496 cells. 

 
Results of numerical modelling 
 
Following shown results of three-dimensional 

modeling of heat and mass transfer processes during 
combustion of pulverized low-grade coal in real 
conditions of combustion chamber of boiler. 
Aerodynamic pattern of motion of two-phase 
turbulent flow of pulverized coal combustion causes 
the heat and mass transfer process in general [28-
30]. Figure 2 shows a two-dimensional graph of the 
full velocity vector, determined by the relationship: 

2 2 2V U V W  


 . In the direction of camera 
output speed of flows decreased. The peak area 
values with maximum speed is clearly visible, 

which is equal to about 20 m/s. There at 4 meters by 
height of chamber located the combustor burners, 
and fed the fuel and oxidant mixture into the camera 
at maximum speed. Distribution character of flow 
velocity in height due to the vortex transfer of 
reacting medium and depending on the geometrical 
design of the chamber at all. At the outlet of 
chamber, it seen that velocity has a maximum value 
8.76 m/s at section X=7.0 m and an average value 
not exceeding the 5 m/s by height. 

There is a maximum perturbation of the 
turbulence characteristics in the vortex region, 
which cause the biggest change of velocity (Figure 
3). Available surroundings of vortical flow in the 
central region of the combustion chamber are 
beneficial to the process of burning pulverized coal 
(heat exchange and mass transfer). 

 
 

 
 

Figure 2 – Distribution of full velocity vector 
 
 
Figure 4 shows the distribution of maximum, 

minimum and average values of the temperature 
field in the combustion chamber. There is also 
observed a sharp decrease in the temperature of fuel 
feeding zone. This is because the fuel supplied by a 
lower temperature. It can be seen that temperature 
values reach their maximum values in the area 
below a girdle of the burners where located torch 
core (approximately at 3 meters). This is because in 
this area the eddy currents (from installed four 
burners: on 2 burners on two opposite tiers) have a 
maximum convective transfer that increases the 

residence time of coal particles in here. As a result, 
in this area observed temperature rise to ~1370 ºC. 
In addition, at the output of the chamber maximum 
value of temperature is about 900-950 ºC. This 
clearly seen from the 3D picture placed in the right 
corner of the figure. In the figure also presented the 
point of the theoretically calculated value of the 
temperature of exhaust gases in the output of the 
chamber defined according to the normative 
method of thermal calculation [31] and data from 
the natural experiments held in real TPP of RK 
[32]. 
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Figure 3 – 2D distribution of turbulence characteristics 
 
 

 
 

Figure 4 – Distribution of temperature fields and its verification with known data 
 
 
The method of thermal calculation in power 

engineering is still the most reliable for finding the 
temperature at the outlet of the combustion chamber. 
It is seen that the difference between the results of 
numerical calculation is small and is only 4.7%. 
This proves that the method of 3D modeling gives 
good description of real processes of heat and mass 
transfer of fuel combustion. The verification results 
show the good conformity with calculated results. 

The following Figure 5, which shows the 3D 
temperature distribution by the chamber sections, 

observed the same character as in the previous 
Figure 4. Temperature values by the height of the 
combustion chamber monotonically fall. From 3D 
distribution it is seen that the core of flame is 
located in the lower part of chamber in the section 
Y=3.19 m. Moreover, there the maximal value of 
temperature is equal to 1340ºC. Temperature fields 
are decreased by the height of camera. So 
temperature has the value in average 940ºC in 
section Z=12.65 m, when it has 922ºC at the section 
Z=7 m (the output of chamber). 
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Figure 5 – 3D temperature distribution by the chamber sections 
 

 
Below shown the results of 3D modeling of 

carbon dioxide CO2 and nitrogen oxides NOx 
concentration distributions. Carbon mono oxide CO 
reacts with oxygen completely and so formed its 
dioxide CO2. Concentrations of carbon dioxide CO2 
have their largest amount at the top areas of chamber 
(section Y=3.19 m). And the minimal values are 

observed at the region, where the burner equipment is 
set. From the figure 6 at the section Y=3.19 m it is 
seen that concentration of carbon dioxide CO2 has the 
minimal value equal to 0.0089 kg/kg. In addition, in 
average it raised to ~ 0.13 kg/kg at the Z=12.65 m 
section by height and ~ 0.15 kg/kg at the outlet of the 
chamber (section X=7.0 m). 
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Figure 6 – 3D distribution of the carbon dioxide concentrations  
on sections of the chamber (CO2, kg/kg) 

 
 
Nitrous oxides NOx are formed by seven main 

nitrous compounds, but because of the small portions 
of them, except of nitrous mono- NO and dioxides 

NO2 (in total NOx), we negligible others. So it could 
be seen that the maximal amount of nitrous oxides 
NOx concentrations 0.0109 kg/kg presented at the 
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burners zone (Figure 7, section Y=3.19 m). It caused 
with the fuel-N compound mechanism of NOx 
formation. Where with height of boiler, it shown 

decreasing of nitrous oxides concentration. And it has 
the average value equal to 5.09·10-12 kg/kg at the 
output of the combustion volume (section X=7.0 m). 

 
 

 
 

Figure 7 – 3D distribution of the nitrogen oxides concentrations 
 on sections of the chamber (NOx, kg/kg) 

 
 
These concentration distributions of carbon 

dioxide and NOx verified with the known data as 
shown in Fig. 8.  

Concentrations of carbon dioxide CO2 (a) and 
nitrogen oxides NOx (b) are in a good agreement 
with experimental data, received from real thermal 
power plant equipment [32]. Moreover nitrogen 
oxides NOx concentrations limit value for 
Kazakhstan Republic TPP’s is given [33]. By 

comparisons of numerical experiment results held in 
this work with natural data from TPP, it noticed that 
the difference is for carbon dioxide CO2 is 4 % and 
for nitrous oxides NOx is 5 %. So, considering 
results obtained in this paper we can propose the 
observed method of research of combustion 
processes is reliable and valid sufficiently to be 
useful in studying of low-grade coal combustion 
technological processes in energy objects. 

 
 

 
 

Figure 8 – Verification of calculation results with known data [32, 33] 
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Conclusion and perspectives 
 
In conclusion, with computational research of 

combustion and modelling of heat and mass transfer 
processes determined velocity characteristics of 
turbulent flows, their turbulent kinetic energy and 
dissipation energy. Aerodynamic characteristics 
shows that intensive mixing of fuel and oxidant held 
in the central part of the chamber. In addition, it 
caused the increasing of temperature values to 
1370ºC in core of torch and monotonically 
decreased to 922ºC at the outlet. Formation of 
hazardous substances as carbon and nitrous oxides 
(CO2, NOx) are depends on their chemical 
interaction with oxygen. Carbon dioxide has its 
maximal values at the outlet of the chamber (~ 0.16 
kg/kg), and the nitrous oxides have the maximal 
amount of ~ 1200 mg/Nm3 at the burners’ zone. 
Obtained results of numerical experiments have 
great theoretical and practical importance, as it will 
allow improve the design of combustion chambers 
and burners, to optimize the process of burning of 
high-ash content energy coal of Kazakhstan 
Republic. 
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The nanodimension crystallite formation in steel surface  
after pulsed plasma flow action 

 
 

Absract. This paper presents the analysis of structural-phase changes in samples of stainless steel AISI 
321 (12Х18Н10Т) and AISI 201 (12Х15Г9НД), treated by pulsed plasma flows on coaxial plasma 
accelerator KPU-30. Studied the sequence of phase transitions in modified layers depending on a 
frequency of treatment. It is shown that after treatment with a small number of shots (n = 2) in the 
stainless steel samples occurs plasma etching and redistribution of crystallites. At tenfold (n = 10) 
processing the structure of the surface layer becomes more ordered, appear nanoscale columnar blocks 
evenly spaced on the surface and their tracks are located mainly at the grain boundaries. The results of 
SEM and AFM analysis showed the presence of surface melting; this suggests probable structural and 
phase changes during plasma processing. Changes in the structure of the investigated structural steels, 
associated with the formation of new phases and the microscopic strains in the crystal lattice, studied by 
XRD method.  
Key words: stainless steel, microstructure, nanoscale inclusions, plasma processing, pulsed plasma 
accelerator. 

 
 
Introduction 
 
In modern production, high requirements placed 

on technological and operational characteristics of 
construction materials. Currently, the most common 
among structural materials remain metallic 
materials. Therefore, the problem of improvement 
of technological methods of hardening of structural 
steels, including nanoscale structural modification is 
relevant. 

As it is known, processing of pulsed plasma 
flows has a number of advantages in comparison 
with traditional technological processes of thermal-
mechanical and chemical-thermal treatments, and 
methods of exposure based on the use of other types 
of concentrated energy flows, including laser 
radiation, high-current electron and ion beams, 
lasers, etc. [1-4]. 

The technologies of surface hardening based on 
a modifying effect on the metal surface by energy or 
physical-chemical methods, which radically changes 

its structure and properties [5-11]. Pulsed plasma 
treatment is one of the most effective ways of 
modifying the surface of a solid body. 

Earlier in the works [12, 13] have been analyzed 
changes in the structure of steel and stainless steel 
were processed on the accelerator KPU-30. In 
ordinary carbon steels observed strong reduction of 
the crystallites size with increasing energy, but in 
stainless steels this is not happening. Furthermore, 
the iron nitride when exposed to nitrogen plasma 
uniquely identified only in stainless steel. Thus, to 
find out the reason of hardening materials, it is 
necessary to conduct research on materials that 
combine the properties of carbon and stainless steel 
and manufactured with the same technology. 
Stainless steel AISI 201, in which expensive nickel 
to stabilize the austenitic structure partially replaced 
by manganese and nitrogen, has long established 
itself as an effective substitute for the standard 
chromium-nickel steels. This paper presents the 
analysis of structural-phase changes in the structural 
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steel samples processed by pulsed plasma streams of 
stainless steels AISI 201 and AISI 321. 

 
Experiment details 
 
Samples of the test material were exposed to 

pulse treatment on coaxial plasma accelerator KPU-
30 with a residual air pressure of 13,3 Pa. At a 
voltage of 20-22 kV, the energy density of the 
plasma flow varied in the range of 
14,2 ÷ 15,4 J/cm2. During the experiment, the 

samples were placed in the working chamber at a 
distance of 7 cm from the end of the center electrode 
in the area of plasma focus. 

Using atomic force microscopy (AFM) it is 
possible to descry in detail the topography of the 
surface in two forms images on the plane and in 
3D format. Thus, obtained spatial images of 
three different areas. Figure 1 shows the AFM 
images of the surface of steel samples AISI 201 
and AISI 321, exposed the twofold influence of 
plasma flow. 

 
 

 

a b 
 

Figure 1 – The AFM images of the surface of steel samples AISI 201(a) and AISI 321 (b) 
 
 
As shows data analysis of steel AISI 201, the 

melting of the surface at twofold action leads to the 
local formation of blisters, also there are areas with 
columnar crystallites, which formed in a 
perpendicular direction to the surface (Fig. 1a). 
Tenfold treatment leads to an increased efficiency of 
the double treatment, and the columnar crystallites 
moved predominantly to the grain boundaries 
(blocks). The paper presents quantitative estimates 
of the size of crystallites. The AFM analysis of 
processing results of steel AISI 321 showed that, in 
contrast to steel AISI 201, the height of the 
columnar crystals are more than for steel AISI 201, 
already at twofold treatment (Fig. 1b), but, as well 
as in case of AISI 201 (n = 10), the columnar 
crystallites are mainly located at the grain 
boundaries. In some parts of the steel AISI 321 and 
as well as in the steel AISI 201 traces of the 
formation of blisters. Furthermore, for this grade of 
steel samples were not detected traces of 
delamination surface that, apparently, it is not 
typical for this steel. According to the preliminary 
results, we can conclude that under certain 
parameters of the plasma exposure, the modification 
of the surface structure of structural steel by fusion, 

accompanied by destruction of the crystal bonds and 
plasma etching. 

To determine the changes in physical and 
mechanical properties presented studies of the 
microhardness on metallographic microscope 
“МETAVAL” by Vickers method. Measurements of 
surface microhardness of the steels AISI 201 and 
AISI 321 processed by pulsed plasma streams 
carried out on all three areas with different surface 
topography. 

 
Experimental data analysis 
 
Comparing the results of measuring the 

microhardness in different areas of the twice treated 
surface with the original, it was found that surface 
hardening is uneven, with the presence of local areas 
with both elevated and reduced hardness. 
Comparing these areas with the results of the AFM 
analysis, in the first case, the decrease of hardness 
corresponds to "delamination" of the surface 
(1st area), in the second case - blister formation (2nd 
area), and in the third case, the increase of 
microhardness can be associated with a "leveling" of 
the surface and streamlining of placing the columnar 
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crystallites over the entire surface area (3d area). As 
a result of the tenfold processing, as shown by 
measurements, the surface hardening at all three 
areas increases slightly (~ 100 MPa), thus there are 
areas where the microhardness is very unstable (3d 
area). Comparing with the results of the AFM 
analysis, we can assume that this may be due to the 
redistribution of columnar crystallites (a preferential 
distribution at the grain boundaries) and increase 
their size (height). Microhardness measurements of 
the steel AISI 321, performed after double 
treatment, showed its reduction from baseline to a 
significantly greater extent than for steel AISI 201. 
The results of tenfold treatment, on the contrary, 
show that typical growth of microhardness is more 
significant for AISI 321 (to ~ 150 ÷ 300 MPa) than 
in the previous grades of steel, but the average 
microhardness is much less than earlier obtained 

data [7,9]. Perhaps, this is due to the formation of 
block structure, typical for plasma etching. 

Data analysis by average values of surface 
microhardness of both grades examined steels 
showed that, on average, a greater growth of 
microhardness is typical for AISI 321 (n=10). 
Despite the fact, that changes in microhardness 
insignificant, however, they take place, moreover, 
the results of SEM and AFM showed the presence 
of surface melting, this suggests probable structural 
and phase changes during plasma processing. 

Data for pulse plasma treatment of stainless steel 
grades AISI 201 and AISI 321 are given in table 1. 
In the initial state the samples of carbon steel were 
monophasic, but in this case, monophasic ferrite 
with lattice parameter a = 2,8686 ± 0,0007 Å 
(according to the standard diffractometric data 
parameter of iron equal to a = 2,8664 Å) (table 1).

 
 

Table 1 – The data of RSA tenfold processed steel grades AISI 201 and AISI 321 
 
Sample status n Phase a, Å L, Å

Data for AISI 201 (12Х15Г9НД)
Untreated 0 monophase (Fe,C) austenite 3,6057 ± 0,0006 –

Treated 10 multiphase 
(Fe,C) austenite 3,5958 ± 0,0006 1900

(FeN0,076) iron nitride 3,6263 ± 0,0007 270
Data for AISI 321 (12Х18Н10Т)

Untreated 0 monophase (Fe,C) austenite 0,35824 ± 0,00006 156,0

Treated 10 multiphase 
(Fe,C) austenite 0,35873 ± 0,00006 35,0

(FeN5,6) iron nitride 0,36113 ± 0,0004 16,3
 
 
Sample steel AISI 201 has two phases. One of 

these phases belongs to austenite with the lattice 
parameter а = 3,5958 ± 0,0006 Å. The parameter 
of austenite is somewhat less than the initial 
sample, which may be associated with distortion 
of the crystal lattice of steel during plasma 
treatment. The second phase belongs to iron 
nitride FeN0,076 with the lattice parameter equal to 
a = 3,6263 ± 0,0007 Å. On a comparison between 
intensities of diffraction lines of iron nitride and 
austenite for the same planes, we can conclude 
that the nitride is not the dominant phase. It is 
possible that the iron nitride is in the surface 
layer, and the austenite is a little deeper. In this 
case, the thickness of the nitride is small. 
Therefore, the data X-ray structural analysis 
confirmed the possibility of increasing of the 
microhardness after processing the surface of a 
material with a pulsed plasma. Thus, the surface 
hardening can be connected with a formation in 

the investigated steel new phase FeN0,076 as was 
assumed in earlier works [7-9]. 

As a result of tenfold processing steel AISI 321 
by plasma flows at a pressure of 13,3 Pa detected 
new phases – iron nitride FeN5,6,and possibly iron 
carbide Fe3C. The number of lines Fe3C is 
extremely small for identification. As you can see, 
there is a broadening of the lines belonging to the 
iron nitride, in comparison with the lines of the 
austenite. The broadening of the lines of iron nitride 
is associated with distortion of nitride lattice, the 
degree of distortion, which increases with increasing 
frequency of treatment. According to the X-ray 
analysis, shown in table 1, the crystallite size of the 
austenite is reduced more than in 4 times with 
frequency of treatment n=10 in comparison with the 
untreated AISI 321. In addition, after ten times of 
treatment, the size of crystallites of both phases are 
identical. Therefore, multiple pulse plasma 
processing the most effective for the grinding of the 
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austenite crystallites and, in particular, of iron 
nitride as in the case of steel AISI 201.  

 
Conclusion 
 
According to the results of work, we can 

conclude that the treatment with pulsed plasma 
flows leads to a change of physical and mechanical 
properties owing to the structural-phase changes and 
defect formation, which confirmed by the following 
analysis methods. The results of SEM analysis 
revealed that after treatment plasma etching takes 
place, and a redistribution of the crystallites. With 
increasing the frequency of treatment by pulses of 
plasma (n=10) the etching pattern becomes more 
intense, and for steel AISI 321 has been identified 
already at double treatment in comparison with steel 
AISI 201.   

The AFM analysis revealed that the surface of 
test material at twofold treatment detected traces of 
blister formation, the presence of layered structure 
and tracks, the formation of columnar structures, 
which may be due to the planar and linear defects.  
At tenfold processing, the structure is more ordered, 
columnar blocks arranged relatively uniformly over 
the surface and their tracks are located mainly at the 
grain boundaries. 

The results of metallography, we can conclude 
that with multiple treatments (n=10) samples, the 
surface hardness is increased, and for the second 
type of steel (AISI 321), the effect is more 
pronounced than for the other (AISI 201), which is 
consistent with the results of the SEM analysis. 

All the above is confirmed by X-ray diffraction 
analysis, which revealed changes in structure of the 
investigated steels, is related to the formation of a 
new phase of iron nitride and the microscopic 
strains in the crystal lattice that may be responsible 
for hardening.  

In general, by the results of performed work, it 
concluded that treatment with pulsed plasma flows 
leads to a change of physical and mechanical 
properties at the nanoscale, and this could be due to 
structural phase changes and defect formation. 
Furthermore, the results of SEM analysis revealed 
that after treatment plasma etching, the formation and 
redistribution of nanosized crystallites take place. 
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Manipulation of the plasma-dust layer  
in high-frequency discharge with an additional alternative phase 

Abstract. In this paper, the properties of complex plasma and the manipulation of plasma-dust layer in 
high-frequency discharge with an additional alternative phase have been investigated. The computer 
simulation of the high-frequency capacitive discharge has been carried out under the influence of an 
additional alternative phase on the basis of the particle-in-cell and Monte Carlo (PIC / MCC) methods. 
The parameters describing the kinetic and transport properties (density and temperature of electrons, 
electron and ion heating rates) of complex plasma of high-frequency capacitive discharge have been 
obtained. The charging processes of dust particles, the forces acting on dust particles, as well as the 
equilibrium positions of the dust particles in the plasma have been studied. A method for manipulating 
particles of micro and nano sizes in a low-temperature complex plasma has been developed. The results 
have shown that the dust charge can be tuned by the properties of the excitation waveform and in 
connection with it we have suggested that the dust component of the plasma can be heated through a 
variation of the excitation waveforms via a mechanism similar to second-order Fermi acceleration. 
Key words: Complex plasma, Radiofrequency discharge, Dust particles, Particle method in cells, 
Monte Carlo method. 

Introduction 

Complex (dusty) plasma is actively studied all 
over the world, both for a fundamental 
understanding of the dynamics of strongly coupled 
open systems [1-4] and for practical purposes [5-7]. 
In the laboratory, dust plasma is investigated in 
various types of gas discharge [8]. At the present 
time, the development of new technologies based on 
combined discharges [9] begins, in connection with 
which, studies on the behavior of complex plasma in 
such systems become relevant. The most important 
applications include etching and precipitation in the 
crystal, in the production of individual 
microcircuits, solar cells and the creation of 
biocompatible surfaces. Also of great interest is 
plasma in a high-frequency (RF) discharge at 
atmospheric pressure for medical applications [10-
12]. These applications are very demanding and 

require research of discharge characteristics to 
optimize the interaction of plasma with the surface. 
Control of the ionic properties of plasma is a key 
issue, since most processes are caused by ions. The 
need to different types of plasma sources and 
excitation schemes: a capacitive discharge operating 
at different frequencies, as well as hybrid (DC-RF 
and capacitive inductive) sources [13-14]. In 
addition to their interest in these areas, a discharge 
with high-frequency voltage exhibits a complex 
physics that attracts much attention. The kinetics 
and mode of heating of electrons are key properties 
of the HF discharge, since they are the basis for 
multiplication of charges in order to balance losses 
in a stable state. To date, the development of plasma 
diagnostics and modeling methods allows carrying 
out and investigating these discharges.  

Manipulation of individual dust particles and 
their ensembles is of great interest, both for a 
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theoretical understanding of the fundamental 
properties of strongly coupled systems and for 
practical applications. In recent years, considerable 
progress has been made in controlling dusty plasma 
by means of lasers [15-16] and by modifying 
external electric and magnetic fields [17]. 

In this paper, we present the results of computer 
simulation of complex plasma properties in a 
combined radio frequency capacitive discharge (RF) 
with an additional alternative phase. 

 
Theoretical basis of particle in cell and 

Monte-Carlo methods 
 
Particle in cell (PIC) is the most common 

simulation method for describing the kinetic and 
transport properties of complex plasmas. The 
method, which belongs to the particle-grid class, 
was introduced in the 1960s and developed 
significantly over the next decades [18-19]. The idea 
of using a computational grid avoids the need to 
take into account the pair interaction of all 
individual particles. Another approach is to use 
"superparticles", which are a large number of 
charged particles (electrons and ions). In [20], 
electromagnetic effects are described in the scheme 
of the particle in cells method, and then electrostatic 
effects are considered in this paper. 

The Monte Carlo method (MCC) is usually used 
in the simulation of collisions at low pressure. The 
combination of particle in cells and Monte Carlo 
methods is called the PIC/MCC approach. The 
PIC/MCC simulation cycle consists of the following 
steps [21-22]: 

 (i) at each time step, the charge of the 
superparticles (which can be located anywhere 
within the discharge gap) is assigned to the grid 
cells; 

(ii) Poisson's equation is solved on the grid: the 
potential distribution is calculated from the charge 
distribution taking into account the potentials (or 
currents) applied to the electrodes as boundary 
conditions; 

(iii) the forces acting on the particles are 
obtained by interpolating the electric field (as a 
result of differentiating the potential) to the 
positions of the particles; 

(iv) new positions and particle velocities are 
determined from the solution of the equation of 
motion; 

(v) because of the finite volume of the plasma, 
the interactions of particles with surrounding 

surfaces (for example, reflections, absorption, 
secondary emission) are taken into account; 

(vi) collisions of the traced charged particles 
with each other and with the atoms of the 
background gas are verified and performed. In the 
PIC / MCC simulation, elastic scattering, excitation 
and ionization processes for electrons are usually 
taken into account, and for cold-gas approximation, 
for electron-atom collisions. For ions, it is usually 
sufficient to take into account elastic collisions, with 
the exception of high voltages, where excitations 
and ionization can also occur during ion-atom 
collisions. 

Following the recommendations of Phelps [23], 
the momentum transfer cross section of elastic 
collisions of ion on atom Qm is divided into 
isotropic and backscattering Qm = 2Qb + Qi. 
Recharging at collisions and backscattering cross 
sections were discussed in Ref. [24]. It can be noted 
that at high ion energies these cross sections are 
equal. A similar approach was developed in Ref. 
[25] regarding the anisotropic elastic scattering of 
electrons by heavy particles. Subsequently, they 
were used in studies of electron transport and ions 
[26]. 

It should be noted that the kinetic properties of 
the particle in cell method negatively affect for the 
reading of collisions [27-28]. Nevertheless, 
PIC/MCC simulation provides a detailed analysis of 
the processes in plasma physics, providing 
spatiotemporal distributions of the quantities of 
greatest interest: particle distribution functions, 
ionization and excitation rate, electron heating rate, 
and fluxes and particle densities of various species. 

The Monte Carlo method for describing the 
transport properties of electrons. There are two ways 
to describe the behaviour of charged particles in the 
presence of external forces: the observation of 
particle trajectories between collisions and the 
second is the processing of collisions of particles 
with a background gas. 

The motion of particles between collisions is 
determined by the equation of motion: 

 

( ),m q  
..
r E v B                    (1) 

 
where q and m are the charge and mass of particle, 
respectively, E and B are electric and magnetic 
fields. In our case B = 0. The particle trajectories are 
obtained by integrating the discredited formula (1) 
in time t. While the definition of the trajectory of  
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particles between collisions is deterministic, the 
collisions are processed by a stochastic 
(probabilistic) method. And so this method was 
called "Monte Carlo". The approach relies on the 
generation of random numbers, which, however, 
have specific probability distributions based on 
physical principles. All events related to collisions 
should be described in the centre of mass system 
(CMS). Denoting through 1  and 2 both the 
velocities of the "incident" particle and the "target", 
respectively (in the laboratory (LAB) frame of 
reference 1m and 2m  are their masses), the authors 
outlined the steps of the collision in simulation. 

Check for a collision. The probability of a 
collision after a certain period of time t .  

 
( ) 1 exp[ n ( ) ],T r rP t t               (2) 

 
Where T  is the total cross section, which includes 
the cross sections of all possible collision processes 
and 1 2r     is the difference in the velocities 
of the collision participants. The average value 

T r   should be taken from the ensemble of atoms 
by the Maxwell distribution (temperature T2) [29]. 

The approximation of cold gas is used in 
investigations, which assumes that the gas atoms are 
at rest (background); 2 0  . In this case r  
becomes equal to the velocity of the electron 1 . In 
connection with the large difference in the masses of 
the atoms and electrons, the collision in the 
laboratory system is the following approximation. 
The collision is calculated until the average electron 
energy is much higher than the thermal energy of 
the gas atoms. Or vice versa occurs only at very low 
values of the electric field strength. 

In the cold-gas approximation ( 2 0   and thus 

1r  ), the probability of collision during the 
time step t  is determined by the following 
equation: 

1 1( ) 1 exp[ n ( ) ].TP t t                 (3) 
 

The simplest Monte Carlo simulation approach is 
based on (I) moving the particle in accordance with the 
equation of motion for time t  (updating the position 
and velocity vectors) and (II) verifying the occurrence 
of the collision using equation (3). In practice, it is 
necessary to choose t  sufficiently small to realize 

the exact integration of the equation of motion and to 
withstand the probability of more than one collision, 
the motion of the particle will occur during a time step 
with a negligibly small value. 

 
The results and discussions 
 
The model is a one-dimensional (spatial) 

problem and considers 2 * 105 superparticles, which 
are electrons and argon ions. In this model, the 
interactions of charged particles with the surface of 
electrodes are taken into account in such processes 
as secondary electron emission and electron 
reflection from the surface. 

The calculations are carried out for an RF 
discharge with a plane-parallel electrode 
configuration, with an electrode separation of L = 55 
mm. The bottom electrode (situated at x = 0) is 
powered, while the top electrode (at x = L) is 
grounded. The excitation frequency is fRF = 13.56 
MHz. The buffer gas is argon, at a pressure of p = 
1.8 Pa, and the dust particles are assumed to have a 
radius of rd = 2.19 μm.  

We consider the following types of driving 
voltage waveforms (see Fig. 1), with an amplitude 
of ϕ0 = 100 V:  

1) harmonic RF voltage excitation: ϕ(t) = ϕ0 
sin[2π fRFt]; 

2) excitation of the discharge with alternating 
phase of the driving voltage with an additional dc 
bias, ϕ(t) = ϕ0 sin[2π fRFt + sin[2π(2 × fRF)t]] + ϕdc, 
where the phase of the RF voltage alternates as 
sin[2π(2 × fRF)t], and ϕdc is the additional dc voltage. 

Combination of the two methods (the phase 
modulation and additional dc bias) gives more 
flexibility in realizing a control of the spatial 
profiles of electron (ion) density (temperature) and 
the forces exerted on dust particles. In addition, as it 
is shown below, there is the possibility to control 
interdust particle interaction keeping the vertical 
position of them nearly the same. Latest opens the 
way for investigation into the different kinds of 
nonlinear processes like phase transitions. 

In figure 2, the density profiles of the electrons 
and ions are shown for the three types of excitation 
waveform considered. The stronger electron heating 
following the fast sheath expansions in the case of 
the alternating-phase driving voltage leads to an 
increase by a factor of 2.7 of the electron and ion 
densities in the plasma, compared with the harmonic 
RF excitation. The additional dc bias applied to the 
powered electrode (at x = 0) results in a decrease of 
the peak density and shifts the peak position of the 
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density profiles toward the grounded electrode, as a 
consequence of the increasing length of the dc-
biased sheath at the powered electrode. These 
changes in the discharge characteristics modify the 
levitation height of dust particle as well.  

Figures 3 (a) – 6 (a) show the spatiotemporal 
distributions of the characteristics of the plasma of a 
high-frequency discharge, where the distance 
between the electrodes (x / L) is shown vertically 
and the time step (t/T) along the horizontal line. 
Figures 3 (b) to 6 (b) show the spatiotemporal 
distributions of the characteristics of a high-
frequency discharge plasma with an alternative 
phase, such as ionization and excitation rates, 
electric field and potential, charged particle density 
(electrons / ions), electron temperature, heating rates 
of charged particles (electrons / ions). In figures 3 
and 4, the spatiotemporal profiles of the electron  
 

density and temperature, derived from the mean 
energy of electrons measured in the simulation, for 
the case of harmonic RF excitation and for the case 
of alternating phase excitation with no additional dc 
bias are shown, respectively. Comparing figures 4 
(a) and 4 (b), one can see that the highest values of 
the effective electron temperature are found near the 
edges of the expanding sheaths. In the case of the 
(pure) harmonic excitation waveform, the highest 
values are in the order of 4 eV, while in the plasma 
bulk we find 2 eV. In the case of the alternating-
phase excitation voltage, the electron dynamics 
changes considerably. The expansion of the sheaths 
becomes much faster, and consequently, the electron 
temperature rises to higher values compared with 
the case of the harmonic excitation. Here, Te reaches 
values exceeding 5 eV, while in the bulk we observe 
similar values as in figure 4. 

 
 

Figure 1 – Plasma excitation waveforms Figure 2 – Ion (thick lines) and electron (thin lines) 
density profiles for the different excitation waveforms 

 

(а) (b) 

Figure 3 – Spatiotemporal profile of electron density in RF discharge (a) and  
RF discharge with alternating phase (b) for L = 55 mm, Vpp = 100 V at pressure p = 1,8 Pa 
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(а) (b) 

Figure 4 – Spatiotemporal profile of electron temperature in RF discharge (a) and  
RF discharge with alternating phase (b) for L = 55 mm, Vpp = 100 V at pressure p = 1,8 Pa 

 
 

(а) (b) 

Figure 5 – Spatiotemporal profile of electron heating rate in RF discharge (a) and  
RF discharge with alternating phase (b) for L = 55 mm, Vpp = 100 V at pressure p = 1,8 Pa 

 

  

(а) (b) 

Figure 6 – Spatiotemporal profile of ion heating rate in RF discharge (a) and  
RF discharge with alternating phase (b) for L = 55 mm, Vpp = 100 V at pressure p = 1,8 Pa 
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Figure 7 – Spatial dependence of the different force components in RF discharge (a) and  
RF discharge with alternating phase (b) and direct current (c), for conditions L = 55 mm,  

Vpp = 100 V at p = 1.8 Pa. The arrows indicate the equilibrium position  
of the dust particles for the corresponding conditions 

 
 
Figures 7 (a)–(c) shows the individual force 

components and the resulting total force acting on 
the dust particles, for the three different excitation 
waveforms. A general observation is that the spatial 
position of the dust levitation xd is largely defined 
by the spatial dependence of the electrostatic and 
ion orbit forces. For the harmonic RF excitation, xd 
is found to be 0.84 cm. Following the changes of the 
sheath length and ion fluxes under the excitation 
with phase-alteration, xd decreases to 0.61 cm. The 
negative bias voltage, which leads to a longer 
powered sheath, increases the position, to 0.81 cm, 
near to the original value found at the harmonic RF 
excitation waveform. These results demonstrate that 
the electron dynamics and the position of the dust 
particles can be controlled in nearly independent 
ways, by the change of the driving voltage 
waveform (including phase-modulation and using 
an additional dc bias). As the dust charging currents 
obviously change with the plasma density, which is 

in turn set by the waveform shape, different 
charging scenarios can be established at otherwise 
(nearly) the same levitation heights. The degrees of 
freedom provided by waveform tailoring and 
switching between different waveforms open a way 
to heat the dust particle suspension in a way similar 
to the second-order Fermi acceleration, which may 
induce a transition between the liquid and solid 
phases.  

 
Conclusions 
 
In this work the properties of complex plasma 

and the manipulation of plasma-dust layer in high-
frequency discharge with an additional alternative 
phase are investigated. The computer simulation of 
the high-frequency capacitive discharge is carried 
out under the influence of an additional alternative 
phase on the basis of the particle-in-cell and Monte 
Carlo (PIC / MCC) methods. The charging 
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processes of dust particles, the forces acting on dust 
particles, as well as the equilibrium positions of the 
dust particles in the plasma are studied. A method 
for manipulating particles of micro and nano sizes in 
a low-temperature complex plasma has been 
developed. This method of manipulation of dust 
particles was tested at various plasma parameters 
(pressure, interelectrode distance, form of RF 
signal) of high-frequency discharge. The application 
of the RF excitation waveform with alternating 
phase was found to result in an increased electron 
temperature and plasma density and was revealed to 
have an effect of decreasing the dust levitation 
height. The additional dc bias, on the other hand, 
resulted in an increase of the levitation height and a 
moderate decrease of the plasma density. These two 
competing effects allow one to influence the dust 
charging mechanisms and screening length, while 
maintaining the levitation height, through which the 
energy balance of the dust system (similarly to 
Fermi acceleration) can be changed leading 
eventually to a phase transition. 

 
References 
 
1 Thomas H., Morfill G.E., Demmel V., 

Goree J., Feuerbacher B., Möhlmann D. “Plasma 
crystal: Coulomb crystallization in a dusty plasma.” 
Physical Review Letters 73 (1994): 652.  

2 Melzer A., Trottenberg T., Piel A. 
“Experimental determination of the charge on dust 
particles forming Coulomb lattices.” Physics Letters 
A 191, no. 3-4 (1994): 301-308 

3 Alexandrov A. L., Schweigert I. V., Peeters 
F. M. “A non-Maxwellian kinetic approach for 
charging of dust particles in discharge plasmas.” 
New Journal of Physics 10 (2008): 093025.  

4 Morfill G.E., Ivlev A.V. “Complex Plasmas: 
An Interdisciplinary Research Field.” Reviews of 
Modern Physics 81, no. 4 (2009): 1353-1404. 

5 Lieberman M.A., Lichtenberg A.J. 
Principles of Plasma Discharges and Materials 
Processing. 2nd ed. New York: John Wiley & Sons, 
2005. – 46 p.  

6 Makabe T., Petrović Z.Lj. Plasma 
Electronics: Applications in Microelectronic Device 
Fabrication. London: Taylor and Francis, 2006. – 
124 p.  

7 Bonitz M., Henning C. and Block D. 
“Complex plasmas: a laboratory for strong 
correlations.” Reports on Progress in Physics 73, 
no. 6 (2010): 066501.  

8 Fortov V. E., Ivlev A. V., Khrapak S. A., 
Khrapak A. G., and Morfill G. E. “Complex (dusty) 
plasmas: Current status, open issues, perspectives.” 
Physics reports 421, no. 1-2 (2005): 1-103. 

9 Thomas H., Morfill G.E., Demmel V., 
Goree J., Feuerbacher B., Möhlmann D. “Plasma 
crystal: Coulomb crystallization in a dusty plasma.” 
Physical Review Letters 73 (1994): 652.  

10 Iwashita S., Schungel E., Schulze J., 
Hartmann P., Donko Z., Uchida G., Koga K., 
Shiratani M., Czarnetzki U. “Transport control of 
dust particles via the electrical asymmetry effect: 
Experiment simulation and modelling.” J. Phys. D: 
Appl. Phys. 46, no. 24 (2013): 245202. 

11 Park G.Y., Park S.J., Choi I.G., Koo I.G., 
Byun J.H., Hong J.W., Sim J.Y., Collins G.J. and 
Lee J.K. “Atmospheric-pressure Plasma Sources for 
Biomedical Applications.” Plasma Sources Sci. 
Technol. 21, no. 4 (2012): 043001.  

12 Hemke T., Wollny A., Gebhardt M., 
Brinkmann R.P. and Mussenbrock T. “Spatially 
resolved simulation of a radio-frequency driven 
micro-atmospheric pressure plasma jet and its 
effluent.” J. Phys. D: Appl. Phys. 44 (2011): 
285206.  

13 Kawamura E., Lichtenberg A.J. and 
Lieberman M.A. “Secondary electrons in rf and 
dc/rf capacitive discharges.” Plasma Sources Sci. 
Technol. 17 (2008): 045002.  

14 Klindworth M., Melzer A., Piel A., 
Schweigert V.A. “Laser-excited intershcll rotation 
of finite Coulomb dusters in a dusty plasma.” Phys. 
Rev. B. 61 (2000): 8404-8410. 

15 M. Bonitz, C. Henning, and D. “Block 
Complex plasmas: A laboratory for strong 
correlations.” Rep. Prog. Phys. 73 (2010): 066501. 

16 J. Schablinski, F.Wieben, and D. Block. 
“An optical tweezer for complex plasmas.” Phys. 
Plasmas. 22 (2015): 043703. 

17 Iwashita S., Schüngel, E., Schulze, J., 
Hartmann, P., Donkó, Z., Uchida, G., Koga K., 
Shiratani M., Czarnetzki, U. “Transport control of 
dust particles via the electrical asymmetry effect: 
Experiment, simulation and modelling.” Journal of 
Physics D: Applied Physics 46, no. 24 (2013): 
245202. 

18 Birdsall C.K. and Langdon A.B. Plasma 
Physics via Computer Simulation. New York: 
McGraw-Hill, 1985. – 44-62 p. 

19 Lieberman M.A., Booth J.P., Chabert P., 
Rax J.M. and Turner M.M. “Standing wave and skin 
effects in large-area, high-frequency capacitive 



82 Manipulation of the plasma-dust layer in high-frequency discharge with an additional alternative phase

International Journal of Mathematics and Physics 9, №1, 75 (2018)

discharges.” Plasma Sources Sci. Technol. 11 
(2002): 283.  

20 Chabert P. “Electromagnetic effects in high-
frequency capacitive discharges used for plasma 
processing.” J. Phys. D: Appl. Phys 40 (2007): R63. 

21 Verboncoeur J.P. “Particle simulation of 
plasmas: review and advances.” Plasma Phys. 
Control. Fusion 47 (2005): A231.  

22 Matyash K., Schneider R., Taccogna F., 
Hatayama A., Longo S., Capitelli M., Tskhakaya D. 
and Bronold F.X. “Particle in Cell Simulation of 
Low Temperature Laboratory Plasmas.” Contrib. 
Plasma Phys. 47 (2007): 595-634.  

23 Phelps A.V. “The application of scattering 
cross sections to ion flux models in discharge 
sheaths.” J. Appl. Phys. 76 (1994): 747. 

24 Longo S. and Capitelli M. “A simple 
approach to treat anisotropic elastic collisions in 
Monte Carlo calculations of the electron energy 
distribution function in cold plasmas.” Plasma 
Chem. Plasma Proc. 14 (1994): 1-13.  

25 Biagi S.F. “Monte Carlo simulation of electron 
drift and diffusion in counting gases under the influence 
of electric and magnetic fields.” Nucl. Instrum. Methods 
Phys. Res. A. 421 (1999): 234-240.  

26 Turner M.M. “Kinetic properties of particle-
in-cell simulations compromised by Monte Carlo 
collisions.” Phys. Plasmas. 13 (2006): 033506. 

27 Vahedi V., DiPeso G., Birdsall C.K., 
Lieberman M.A. and Rognlien T.D. “Capacitive RF 
discharges modelled by particle-in-cell Monte Carlo 
simulation. I. Analysis of numerical techniques.” 
Plasma Sources Sci. Technol. 2 (1993): 261. 

28 Nanbu K. “Probability Theory of Electron-
Molecule, Ion-Molecule, Molecule-Molecule, and 
Coulomb Collisions for Particle Modeling of 
Materials Processing Plasmas and Gases.” IEEE 
Trans. Plasma Sci. 28 (2000): 971-990. 

29 Ding Li, Sudakov M. and Kumashiro S. “A 
Simulation study of the digital ion trap mass 
spectrometer.” Int. J. Mass. Spectrom. 221 (2002): 
117-139. 

 



© 2018 al-Farabi Kazakh National University                                    Printed in Kazakhstan

International Journal of Mathematics and Physics 9, №1, 83 (2018)

 

 
 
 
 
 
IRSTI 29.05.01; 27.43.51 

 
1T. Sadykov, 2F. Dankenova, 2A.Zhumabayev,  

1,2Y. Tautayev, 2A. Tolenova, 2B. Seifullina  
 

1Institute of Physics and Technology, Almaty, Kazakhstan. 
2al-Farabi Kazakh National University, Almaty, Kazakhstan. 

*e-mail: tautaev@mail.ru  
 

Investigation of radio emission from cosmic rays  
at an altitude 3340 m asl. 

 
 

Abstract. The complex EAS installation of the Tien Shan mountain cosmic ray station which is situated 
at a height of 3340 m above sea level includes the scintillation and Cherenkov detectors of charged 
shower particles, an ionization calorimeter and a set of neutron detectors for registering the hadronic 
component of the shower, and a number of underground detectors of the penetrative EAS component. 
Now it is intended to expand this installation with a promising method for detecting the radio-emission 
generated by the particles of the developing shower. The facility for radio-emission detection consists of a 
three crossed dipole antennae, one being set vertically, and another two – mutually perpendicularly in a 
horizontal plane, all of them being connected to a three-channel radio-frequency amplifier of German 
production. By the passage of an extensive air shower, which is defined by a scintillation shower detector 
system, the output signal of antenna amplifier is digitized by a fast multichannel DT5720 ADC of Italian 
production, and kept within computer memory. The further analysis of the detected signal anticipates its 
operation according to a special algorithm and a search for the pulse of radio-emission from the shower. 
A functional test of the radio-installation is made with artificial signals which imitate those of the shower, 
and with the use of a N1996A type wave analyzer of Agilent Technologies production. We present 
preliminary results on the registration of extensive air shower emission at the Tien Shan installation 
which were collected during test measurements held in Summer 2016. 
Key words: radio emission, cosmic rays, trigger, extensive air shower, background.  

 
 
Introduction 
 
The registration of radio-emission generated by 

particles of high-energy extensive air showers 
(EAS) has a number of advantages over other 
methods of primary cosmic ray investigation, both 
of which are based on direct registration of shower 
particles (a relative simple and cheap radio-detector 
system compared with wide-spread electronic 
detector systems, the large spatial volume of the 
space controlled by a single radio antenna, a 
sensitivity to the characteristics of longitudinal EAS 
development), and the methods connected with the 
registration of Cherenkov and fluorescent EAS 
emissions in ultraviolet and optic diapasons (an 
unrestricted duty cycle of radio installation which is 
independent of daytime and weather conditions). 
Because of these reasons, it is quite natural that the 

first registration attempts of radio-frequency (RF) 
signal from EAS were only tried in the 1960 – 1970 
decades. These works were based on the results of 
theoretical studies of the possible generation 
mechanism of radio-emission by shower particles: 
the coherent electromagnetic radiation of negative 
charge excess which is present in developing EAS 
[1], and the model of a moving electric dipole which 
should arise because of the separation of the 
differently charged shower particles in a 
geomagnetic field [2]. As a result of these early 
investigations, the EAS signals were indeed found 
in the frequency range of 30-100 MHz, but the 
researchers met a number of difficulties in the 
interpretation of the registered signals which were 
connected with both insufficient qualities of those 
days’ electronics and a bad reproducibility of the 
results because of electromagnetic interferences and 
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weather conditions. A comprehensive review of 
previous studies on the detection of EAS radio 
signal can be found in [3]. 

The interest in the radio-method of EAS 
investigation reappeared in the early 2000s when the 
experiments CODALEMA (France) [4] and LOPES 
(Germany) [5] started their work. The availability of 
this method was proved by the simplicity and low 
cost of radio devices built using modern electronic 
modules and perspective application of 
contemporary information technologies for 
analyzing the registered data, as well as its 
effectiveness for the study of EAS events caused by 
ultra-high energy cosmic ray particles (1019 -1020 
eV) whose statistics remains rather scarce up to the 
present time. 

A convenient place for the development of the 
radio-method of EAS particle registration is the 
Tien Shan mountain cosmic ray station (43° 15` N, 
76° 57` E, 3340 m above sea level) whose 
installations for the complex EAS investigation in 
the range of primary energies of 1014 – 1018 eV 
permit both a direct detection of the charged shower 
particles [6] at the station's level, and registration of 
Cherenkov light emitted above in atmosphere. 
Inclusion of a system for registering EAS 
electromagnetic radiation in the RF range into this 
complex gives a possibility of mutual calibration of 
all three EAS investigation methods, and permits to 
set accuracy limits on EAS parameters definition 
procedures based on their simultaneous 
employment. Later on, with the development of 
experimental techniques and enlargement of the 
detector system the study of EAS up to 1019 eV 
primary energy should be possible. This opens up 
the possibility of studying many yet unclear 
problems, such as the primary composition, 
anisotropy, sources of ultrahigh energy cosmic ray 
particles, specific features of their interaction with 
matter etc, which stay before the contemporary 
cosmic ray physics. 

 
Experimental set-up 
 
The wide-spread shower installation used for the 

registration of EAS charged particles at Tien Shan is 
built on the basis of plain polystyrene scintillators 
with 0.5 х 0.5 х 0.05 m3 size. For collection 
homogeneity of scintillation light, the scintillators 
are placed within a pyramid-shaped light reflector 
casing and viewed by photomultiplier tubes (PMT) 
of types FEU49, FEU84, FEU115. A pair of electric 
pulse signals taken from the PMT anode with 

different electronic amplification (a ~ 30x 
amplification high-sensitive signal, and a 1х low-
sensitive one) are transmitted in parallel and in 
analogue form to the data collection and acquisition 
center; simultaneous registration of the signals of 
two amplitude diapasons ensures the whole dynamic 
range about ~ (5-7) x 104 of scintillation amplitudes 
measured linearly and without noticeable saturation 
effects. 

In the data acquisition center, the scintillation 
amplitudes which were present at the PMT outputs at 
the time of an EAS passage are digitized by a special 
multichannel amplitude-to-digital conversion (ADC) 
system which gives the momentary distribution profile 
of the density of charged shower particles over the 
installation plane. The ADC system of the Tien Shan 
station is built on the basis of 12-bit ADC chips of 
AD7888 type [7] and permits simultaneous digitizing of 
up to some thousands of analogue signals for the time 
that does not exceed 0.5 ms. 

The central part of the shower detector system 
which operated together with the EAS radio-
emission registration facility in Summer 2016 is a 
carpet of 72 scintillation detectors placed nearly 
equidistantly in the nodes of a net with 4 m х 3 m 
spatial step in the shape of an elongated rectangle 
with a total area of about 900 m2. The EAS selection 
algorithm which was applied at that time ensures a 
100% registration probability for showers with 
primary energy E0 > (5 – 7) x 1014 eV whose axes 
pass through the central scintillation carpet; in every 
case of EAS registration a special control pulse 
signal, the shower trigger, was generated to 
synchronize any detector subsystems which were 
working simultaneously with the shower 
installation. 

The positions of the detectors within the central 
part of the Tien Shan shower installation and the 
basic scintillation detectors are shown in figure 1. A 
detailed description of the whole detector complex 
and the data operation algorithms of the Tien Shan 
mountain station, as well as a report on the results of 
calibration measurements made there in 2014-2015, 
can be found in [6]. 

The zenith and azimuth angles of EAS arrivals 
are estimated by the mutual time delays between 
scintillation signals in two detector pairs placed 
symmetrically at opposite sides of the central carpet 
(these detectors are shown as black squares in figure 
1). These delays are measured automatically for 
every registered EAS event using a 4-channel 
Tektronix TDS 2014 digital oscilloscope which 
operates with a 4 ns granularity for the time axis. 
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A shortcoming of the Tien Shan shower 
installation in its current state of Summer 2016 was 
the absence of any operational detectors in its 
periphery. This limited the range of registered 
events with satisfactorily defined shower 
characteristics for only EAS whose axes came 
within the central scintillation carpet. To overcome 
this, additional scintillation detectors are now being 
installed at various points at distances of 20, 40, and 
70 m from the carpet's center. 

During the test measurements searching for EAS 
connected radio-signals at Tien Shan three radio-
antennae sets placed along the northern side of 
scintillation carpet were used, as shown by A1-A3 
in figure 1. Three dipole antennae were placed in 
each of these points; one of them being set 
vertically, and other two-mutually perpendicularly 
in the horizontal plane with their axes oriented in 
parallel to meridional and latitudinal directions (see 
the left panel of figure 2). The RF-signals from 
these antennae after detection in 3-channel receiver 
devices designed by Karlsruhe Institute of 
Technology and placed immediately at the antennae 

positions were transmitted through matched 50 Ω 
cable lines to the data collection center. 

The frequency spectrum of background radio-
emission accepted by the antennae system after its 
installation at the operation place (with no 
connection to any external trigger signal) is shown 
in the right panel of figure 2. According to the 
position of the spectrum density peaks it is seen that 
the considered antennae system is sensitive mostly 
in the 25-85 MHz frequency range. A high level of 
electromagnetic interference was also found to be 
temporarily present at these frequencies, in 
particular during the night time, which practically 
cancels any attempt of EAS signal registration by 
masking it between intensive high frequency noise. 
The problem of interference control must be one of 
the most important in the definitive design of the 
EAS radio system at Tien Shan. 

A fast ADC system consisting of a pair of 4-
channel CAEN DT5720 electronic modules of 
Italian production [8] was used to register the 
detected signal from radio-antennae set in the 
experiment.

  
 

    
 

Figure 1 – Three dipole antennae set installed at point A1 at the Tien Shan mountain station (left),  
and the spectrum of background radio-emission measured with the Agilent Technologies N1996A  

wave analyzer (right) 
 

 
This system ensures digitizing the analogue 

input signals with a 4 ns time resolution and keeps 
in its internal memory continuous records of the 
time history of the input signal stored for some tens 
of microseconds as a minimum. Presently, the 
outputs of all three antennae dipoles of the A1 point, 
and two horizontal dipoles of the point A2 are 
connected to these ADC modules. 

Following the arrival of an EAS trigger signal 
generated by the scintillation shower system, the 
whole data set kept within the internal ADC 
memory is transmitted to a special program of the 
main control computer, and the latter in turn sends 
this information to the general Tien Shan database. 
Simultaneously, the spatial distribution of the EAS 
particle density measured with the central 
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scintillation carpet detector system are also loaded 
in the same database; these distributions can be used 
later for determining the parameters of the 
corresponding shower: the position of the shower 
core in the plane of the shower installation, zenith 
and azimuth directional angles of the shower axis, 
the parameters of shower age and size (the size has a 
physical meaning of the total number of particles in 
the shower. It is proportional to the primary energy 
of a cosmic ray particle, E0, which caused the event, 
and can be used, with some assumptions, for its 
immediate estimation).[9] All records in the Tien 
Shan database are supplied with a time stamp which 
marks the moment of EAS registration with an 
accuracy of 1 s (in the UT time zone); the clock of 
the local data registration system is verified 

continuously according to external Internet and GPS 
time servers. 

 
Investigation of radio background on Tien-

Shan high mountain scientific station 
 
Measures of radio background carried out on 

scientific station, located at altitude 3340 meters 
above the sea level. On figure 2 has shown intensity 
of radio background in confines of frequencies 
between 10 and 100 MHz by the switched off 
antenna. For comparing, in the figure intensity of 
radio background on Tien-Shan station-1 and 
Almaty-2 is shown. It is seen that intensity of radio 
background in Almaty is higher than noise in 
mountains.  

 
 

 
 

Figure 2 – Investigation of radio background by switched off antenna 
a) at Tien-Shan high mountain scientific station at altitude 3340 meters above sea level, 

b) in Almaty city 
 
 

 
 

Figure 3 – Investigation of radio background by switched on antenna  
at Tien-Shan high mountain scientific station 
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Figure 4 – Investigation of filter work on Tien- Shan high mountain scientific station. 
 
 
Figure 3 presents intensity of radio background 

by switched on antenna. 4 frequency peaks of 
generation is registered between 40-80 MHz.  

During the data processing we cut out all the 
noise. Figure 4 illustrates registration of radio 
frequencies with placing of filter. Filtration signals 
from the technical conditions in area of frequencies 
33 ≤ МНz ≥ 60 by the seize of intensity have to be 
stable. However, from the figure 8, it is seen that in 
area of frequencies 33≤ МНz ≥ 60 average signal 
intensity is -19.6 dB/div, and in area of frequencies 
60 ≤ МНz ≥ 80 average signal intensity equal to 
34.5 dB/div. It was noted, when radio antennas was 
established.[10] 

 
Experimental results 
 
The test experiment on the simultaneous 

registration of the data from the shower and radio 
systems of the Tien Shan station was held during 
four days in August 2016, the total life-time of the 
installation's operation was ~70 h. The purpose of 
this experiment was to clarify the real operational 
conditions for the registration of radio-signals at 
Tien Shan and to check the whole complex of 
hardware and software tools necessary for 
synchronous recording of the data from both 
detector system types. All records of radio-signal 
time series written in this period were looked over 
visually, and the signs of the presence of radio-
emission signal above the usual fluctuation level in 
the ±10 µs vicinity of shower trigger moment were 
searched for in every registered radio-event. The 
total amount of examined radio-records is about 
~30000, of which ~400 candidate events were 
selected which have an indication of a noticeable 

radio pulse shortly after EAS arrival time. 
Characteristic examples of such event type are 
presented in the plots of figure 3. 

For each of the events in figure 3 the spatial 2D 
distribution of the density of EAS charged particles 
is shown in the plots of the left column, while the 
right column plots demonstrate the time 
distributions of detected radio-signal intensity 
obtained from three dipoles of antennae at point A1 
(antennae signals at point A2 are quite similar to 
those shown in the figure). Every one of the shown 
distributions is registered with a 4 ns temporal 
resolution and consists of 10000 sequential 
measurements of signal intensity which correspond 
to the full duration of the measured time series of 40 
µs. All distributions are centered relative to the 
arrival time of the EAS trigger which came from the 
scintillation shower system; hence, the leading 20 µs 
in every time series corresponds to the 'prehistory' 
of the radio-signal which precedes the EAS time, 
and the next 20 µs describe the time behaviour of 
the radio-signal after the passage of the shower front 
through the antennae system. 

A noticeable radio-signal pulse with amplitude 
significantly above the mean level of stochastic 
fluctuations is present in all events of figure 3, and 
this pulse always arrives with a constant time delay 
of 1-3 µs duration relative to the trigger. At the 
same time, it is seen from the particle density 
distributions in the left column that the axis of 
corresponding shower has evidently come 
somewhat northward of the central scintillation 
carpet, i.e. at the side of the radio-antennae location, 
at least in the events of 09:35:43 UT and 18:28:09 
UT. Such an asymmetric disposition of EAS core is 
typical for the greater part of the events selected by 
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the presence of a visible radio-signal just after the 
shower trigger, which is evidence that the 
observation of both signal types (i.e. an EAS and a 
radio-pulse delayed for a constant small time) in 
these events cannot simply be a random 
coincidence. 

Because of the side location of EAS core in 
selected events relative to the central scintillation 
carpet and the absence of peripheral particle 
detectors in the operational state during the 
considered measurements run any strict 
determination of shower parameters in the presented 
events is impossible. If it is supposed that the 
shower axis of the 09:35:43 UT and 18:28:09 UT 
events is somewhere around the region of the radio-
antennae sets, i.e. at a ~30-40 m distance from the 
center of the scintillation carpet, then according to 
the registered distributions of the particle density 
one can state that the primary EAS energy, E0, in 
these events must be, correspondingly, at least (2-
3)·1016 eV and 1017 eV respectively (these 
estimations should be taken in the sense of lower 
limits). As for the 22:30:26 UT event, its maximum 
registered particle density of the order of 40000 
particles/m2 corresponds to a primary energy E0 > (3 
– 5) · 1017 eV. Considerable E0 estimations which 
result, again, for the most part of the events selected 
by the presence of a radio-pulse in the vicinity of 
their shower front is another confirmation that this 
coincidence is non-random. Remembering that the 
threshold of the shower trigger during the 
measurements was about E0 > (5-7)·1014 eV, and the 
overwhelming part of registered shower events 
have, indeed, energies around 1014 -1015 eV (since 
the intensity of the primary cosmic ray flux 
decreases roughly with increasing energy), then the 
high E0 values which result at once in all selected 
events cannot be fully accidental. It should also be 
noted that according to both modern experiments [4] 
and [5] the lower threshold of EAS radio-emission 
registration in 10-100 MHz diapason is of the order 
of 5·1016 eV which satisfactorily agrees with present 
estimations for E0 in the events with a feasible 
radio-signal observation. 

Besides the comparatively prominent radio-
signal maximum within the closest 1 – 3 µs 
vicinity of EAS triggers frequently there is another 
secondary weak pulse which can often be seen in 
the time series of radio-intensity in selected 
candidate events, and usually follows the primary 
one at a fixed time of 5-7 µs after the trigger. Such 
a secondary pulse can be observed in the time 
distributions of figure 3, in particular in the 

09:35:43 UT event. The characteristic 5-7 µs time 
delay of the secondary pulse corresponds to a 
linear distance of about 1.5 – 2 km, and this 
estimation, in its turn, to the distance to the nearest 
mountain slopes surrounding the Tien Shan station 
together with its antennae system sets. Hence, the 
secondary radio-pulse observed in time 
distributions of selected events can be interpreted 
as an echo signal resulting from the reflection of 
EAS radio-emission from the local relief details of 
Tien Shan station. 

It is supposed that, in future, events with an 
appreciable EAS signal like the ones manually 
selected in the test experiment should serve as a 
prototype for the elaboration of an automatic 
recognition algorithm of the events with EAS radio-
emission which is necessary for the final version of 
the corresponding software complex and any strict 
statistical investigations. 

 
Conclusion 
 
Setting up a radio-signal registration system 

mostly sensitive in the 25-85 MHz RF range is now 
in progress at the Tien Shan mountain cosmic ray 
station. This system is aimed for simultaneous 
operation with the EAS particle density and 
Cherenkov radiation detectors which are present at 
the station, and will permit a mutual calibration of 
all these independent methods of EAS investigation. 
Later on, with the use of an EAS radio-emission 
registration method, an enlargement of the energy 
range of primary cosmic ray investigation at Tien 
Shan up to E0 ~ 1019 is anticipated. 

As a result of the preliminary test experiment, 
which was made using a newly installed dipole 
radio-antennae set, some candidate events were 
selected which demonstrate the presence of a 
noticeable radio-signal pulse in closest 1 – 3 µs 
vicinity of EAS arrival time. Specific features of 
particle density distribution in these events permit to 
state that most of them have a rather high primary 
energy E0> (2 – 5) · 1016 eV and a close location of 
their shower cores near to the radio-antennae set, so 
the time coincidence of the observed radio-pulse 
with the shower front arrival time in these events 
cannot be fully accidental. Hence, the radio-
antennae system installed at Tien Shan together with 
a designed program complex for registration of its 
signal do indeed ensure an effective selection of 
radio-emission from EAS particles, and further 
work in this direction should be seriously 
considered. 
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Informational and entropic criteria of self-similarity  
of fractals and chaotic signals 

Abstract. Information entropy and fractal dimension of a set of physical values are usually used us 
quantitative characteristic of chaos. Normalization of entropy is a well-known problem. This work is 
devoted to develop a method to do this. In the work proposed criteria for self-similarity of information 
and informational entropy. We have defined normalized values of information (I1 = 0.567) and 
informational entropy (I2 = 0.806) as fixed points of probability density function of information and 
informational entropy. Meaning of these values is described as criteria of self-similarity of fractals and 
chaotic signals with different dimensions. We have shown that self-similarity occurs if normalized 
informational entropy S belongs to the ranges [0,I1), [I1,I2), [I2,1), that corresponds to topological 
dimensions from 1 to 3 of quasi-periodic, chaotic, stochastic objects. Validity of these findings has been 
confirmed by calculation of entropy for hierarchical sets of well-known fractals and nonlinear maps. 
These criteria can be applied to a wide range of problems, where entropy is used. 
Key words: information; informational entropy; fractal; chaos; self-similarity. 

Introduction 

Rapid development of contemporary 
technologies leads to necessity of study of physical 
processes in nanocluster materials, laws typical for 
microwave chaotic signals, neural networks, etc. 
Scale invariance is the common property of such 
complex processes and objects. Taking into account 
this property we can neglect using of physical 
values with given dimension (for instance, 
dimension corresponding to length of an object). 
Local properties of scale invariance are self-
similarity (similarity factor is equal on different 
variables) and self-affinity (similarity factors are 
different on different variables). Self-organization of 
matter and motion is also a common property of 
different processes and can be represented as 
transition from chaos to order in an open nonlinear 
and non-equilibrium systems. So, we shall consider 
invariant properties of such chaotic processes. 

Generally, fractal dimension and informational 
entropy measured for physical processes are 
quantitative characteristics of chaos [1, 2]. 

Theoretical conclusions describing behavior of 
entropy in chaotic systems are known. According to 
the Prigozhin Theorem [3], the first derivative of 
informational entropy by time decreases to its 
minimum at self-organization in a system. In case 
energy of system is constant, total entropy of the 
system decreases according to the Klimontovich 
Theorem [4]. Results of study of entropy can be also 
applied for the description of processes of controlled 
self-organization [5]. 

Recent significant researches are devoted to 
problems of the theory of informational entropy and 
its applications. For example, baryon density 
perturbations are studied from the point of view of 
information theory in [6] by use of a logarithmic 
measure of information. In [7], information entropy 
is used to describe seismic vibrations. Cell entropy 
is normalized to entropy corresponding to radial 
oscillations. The paper [8] is devoted to the 
importance of choosing information measures for 
analyzing complex structures. It is noted that 
informational measures are simply inadequate for 
determining meaningful relationships among 
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variables within joint probability distributions. 
Results of this works reflect a fundamental 
importance of choice a universal normalization of 
information entropy. 

Method for accurate calculation of universally 
normalized entropy of a non-equilibrium system is 
not realized yet. The mentioned theorems do not 
provide answers the questions: what is the minimum 
value of entropy production, how entropy decreases 
at self-organization? Relation between entropy 
criterion of self-similarity and fractal dimension 
characterizing corresponding chaotic processes is 
not quite clear also. In [9], solution of such 
problems by normalizing the Shannon informational 
entropy to the Renyi entropy is suggested. However, 
order of the multifractal moment is determined from 
experiment. The purpose of this work is to search 
for answers to these questions without involving 
empirical constants. 

 
Informational and entropic criteria of self-

similarity 
 
Concept of information is often used in such 

branches of science as cybernetics, genetics, 
sociology, etc. As usual, considered systems are 
open systems. Development of methods used for the 
description of such systems stimulates the necessity 
for generalization of concept of information. As 
usual, open systems are considered as systems 
exchanging with external environment by energy, 
matter and information. 

Actually, a complex object is characterized by 
its main properties. Information I(x) for statistical 
realization of a physical non-equilibrium value x is 
greater than zero. Let us designate probability of 
realization of x as P(x). So, quantity of information 
can be expressed as 

 
   xPxI ln .                     (1) 

 
Information is a value which can be used in 

different areas, but Eq. (1) corresponds with all of 
them. 

By definition, mutual information transmitted 
through a communication channel with 
characteristic x = x(t) is determined by difference 
between Shannon one-dimensional entropy and 
conditional entropy [10] as 

 
     yxSxSyxI |;  ,              (2) 

 

where y(t) is a characteristic of receiver. 
Unconditional Shannon entropy is defined as 

 

     



N

i
ii xPxPxS

1
ln ,              (3) 

 
where P(xi) is expectancy of hitting of variable x in 
the ith cell with relative size δ. Conditional entropy 
S(x|y) can be written as 

 

     
 


N

i

M

j
jiji yxPyxPyxS

1 1
|ln,/ ,    (4) 

 
where P(xi|yj) is conditional probability. Mutual 
information is nonzero only in presence of 
correlations between quantities x(t), y(t). For the 
description of dynamic systems, we can accept 
y(t) = x’(t), i.e. the derivative of x(t) is considered as 
a second variable. 

Instead of one-dimensional Shannon entropy 
S(x) we can use two-dimensional summarized 
entropy S(x,y) and rewrite Eq. (2) as 

 
      0|,|  yxSyxSyxI , 

 

     
 


N

i

M

j
jiji yxPyxPyxS

1 1
,ln,, ,      (5) 

 
where P(xi, yi) is probability of hitting into cells with 
equal sides δ of phase space (x, y). We use the 
designation I(x|y) to emphasize the role of 
conditions in definition of information, but not of 
correlations as in Eq. (2). 

Using of S(x,y) instead of S(x) provides better 
condition for positivity of conditional information 
I(x|y) > 0, because S(x,y) > S(x) always. In this 
meaning, Eq. (5) corresponds to greater noise 
immunity than Eq. (2). Normalizing of two-
dimensional information and entropy to the value of 
summarized entropy, from Eq. (2) we have 

 
    1|~|~  yxSyxI ,   

 
     yxSyxIyxI ,/||~  ,   

 
     yxSyxSyxS ,/||~  .            (6) 
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This is a convenient ratio for analysis of 
probabilistic processes written as a law of 
conservation of conditional information and 
entropy. It is from Eq. (4), (5) follows that 
informational entropy is the average value of 
information. Therefore, we shall use Eq. (2) as the 
basic definition of information. 

According to Eq. (3) entropy calculated via 
probability density f(x) = dP(x)/dx tends to infinity if 
x is a continuous value. For definition of scale-
invariant regularities we must use a new approach at 
the description of informational phenomena. 
Because of this fact we can consider information as 
a defining independent variable. Information can be 
used for the description of statistical processes. So, 
we try to describe new properties of information 
with taking into account that information is a scale-
invariance value. 

Therefore, according to Eq. (1) probability of 
realization of information P(I) can be described as 

 
  IeIP  .                          (7) 

 
Mathematical expression for probability P(I) 

and probability density f(I) can be written as 
 

  10  IP ,   I0 ;   
 

 



0

1dIIf ,     



I

dIIfIP .        (8) 

 
From Eq. (7), (8) follows that f(I) = P(I) = e-I. It 

means the equality of probability function P(I) and 
probability density function of information f(I). 
Information calculated via Eq. (1) is a scale-
invariant value. So a law of distribution is the same 
for both whole object and its part. Informational 
entropy S(I) of distribution of information is a mean 
value of information in an ensemble: 

 

     
 
I

IeIdIIIfIS 1 .      (9) 

 
Let us take into account that information can be 

normalized to unit. So, 1 ≥ S ≥ 0 at 0 ≤ I ≤ ∞. We 
obtained a finite value of entropy of a continuous set 
by introducing a measure. We accepted a probability 
density of information as a measure and as a result 
we get Eq. (9). This result is valid for information of 
any nature (social, cyber, genetic, etc.) and for 
different methods (mutual, conditional) for its 
determination. 

We use information I(f(I)) and entropy S(I) as 
characteristic functions. Fixed points of I (f(I) and 
S(I)) can be described by the following 
mathematical expressions [11]: 

 
 IfI  ,  IeI  ,  567.01  II ,      (10) 

 
  IIS  ,    IeI I  1 ,  806.02  II .  (11) 
 
I2 is the minimum value of normalized 

multidimensional entropy achieved at transition to 
self-similarity. Normalized entropy of chaotic 
objects in a three-dimensional space (x,y,z) can be 
defined as 

 
          zSySxSzyxSzyxS  /,,,,~ ,  (12) 

 
because its maximal value is equal to sum of 
entropies of components. Therefore, 

 
  1,,~

2  zyxSI .                 (13) 
 
I1 is conveniently defined for conditional 

information of a geometric object as 
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   ySyxI / .                      (14) 

 
Self-similar value of information (I1) is the 

minimal value of normalized one-dimensional 
entropy of two-dimensional object: 

 
  21

~ IxSI  ,       yxSxSxS ,/~  .    (15) 
 
Transition to chaos and to statistical regularities 

in one-dimensional case is characterized by the 
range 

 
  1

~0 IS   ,        /1ln/~ SS  ,   (16) 
 

where S(δ) is normalized entropy of Shannon 
segmentation by the relative scale of measurement 
δ. It is known from the theory of multifractals [12] 
that S(δ) is also an information dimension of a set 
containing a measure. Therefore, we can use I1 and 
I2 as boundaries for separation of fractional parts of 
dimensions characterizing self-similar sets with 
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topological dimensions d = 1 ([0,I1)), d = 2 ([I1,I2)), 
d= 3 ([I2,1)). 

 
Results and Discussion 
 
It is necessary to verify validity of criteria of 

self-similarity for information I1 and entropy I2 in 
natural phenomena. Fractal objects and processes 
are characterized by a universal property of scale 
invariance. However, the main characteristic of such 
objects which is fractal dimension cannot be 
unambiguously defined from experimental data, 

because results of application of different methods 
(cellular, inner, etc. dimensions) are noticeably 
different. Therefore, in the beginning, we shall use 
models of 17 geometric fractals with known 
dimensions from 1.26 to 2.0 [12,13]. 

All studied prefractals (hierarchical generations) 
with number of iterations equal to n contained the 
same number of points N = 218 and inscribed in 
squares with the same dimensions. Information 
entropy of a prefractal was determined via 
probabilities of appearing of points in square cells 
with relative scale δ = 10-3. 

 
 

 
Figure 1 – Normalized information entropy (conditional information)  

 xS~  (a) and  yS~  (b) of fractals with dimensions D. 
 

 
We have chosen n = 6, δ = 10-3 for all fractals 

for which the self-similar normalized values of 
entropy (12), (14), (15) can be considered 
independent on n, δ with an error less than one 
percent. 

Figure 1 shows values of normalized 
information entropy of 17 fractals with indication of 
their abbreviated names corresponding to accepted 
in [12,13]. The normalized one-dimensional entropy 
(conditional information) for all fractals is less than 
I2 and tends to the self-similar value I1 with 
increasing dimension D0. Choice of S(x) or S(y) 
corresponds to non-fractal (n = 0) length of x or y. 
Conditional information depends on two variables, 
so, the range [I1,I2) corresponds to self-similarity of 
information. 

 
 
 
 

To verify the existence of all self-similar 
entropy ranges (13), (15), (16), we use nonlinear 
maps with chaotic realizations. The one-dimensional 
logistic map and the two-dimensional Henon map 
are described by the Equations [14] as 

 
 iii yryy  11 ,                   (17) 
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where r, a, b are parameters. Let us use a new three-
dimensional mapping with parameters R, *R ,γ 
written as 
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Map (19) follows from requirement for 

nonlinearity of fractal measure with components 
x, y, z and γ = D – d, which is the difference 
between fractal and topological dimensions. 
Types of chaotic realizations of maps (17), (18) 
are known [14], therefore, Figure 2 shows only 
chaos of values of x, y, z according to system of 
Eq. (19). 

 

 
Figure 2 – Chaos of the three dimensional map (19) with parameters  

R = 0.77, R* = 1.1, γ = 0.2 - 0.57, step equal to 10-2 and initial conditions  
are x1 = 1, y1 = 1.1, z1 = 0.9. Number of samples is N = 218,  

number of iterations before attractor is imax = 103. 
 
 

Figure 3 presents normalized values of one-
dimensional, two-dimensional, three-dimensional 
information entropies corresponding to Eq. (17), 
(18), (19). We have assumed the sum of variances of 
variables as a general order parameter leading to 
bifurcations: 





3

1

22

j
j ,   

222
jjj xx  , 

 
 zyxx j ,, .                      (20) 

 

Depending on the map parameters, various 
signals can be referred as quasi-regular ([0,I1)), 
chaotic ([I1,I2)), stochastic ([I2,1)). Transitions 
between these modes are possible. This can be seen 
from the examples of bifurcation diagrams shown in 
Figure 4. Crowding of lines at small values of 
dispersion (transition to chaos) is more noticeable in 
three-dimensional case than in low-dimensional 
cases. Intermittency (alternation of order and chaos) 
is frequently observed in one-dimensional case than 
in two-dimensional and three-dimensional 
dynamical systems. Thus, Figures 1 and 3 clearly 
confirm validity of information criteria for self-
similarity I1, I2. 
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Figure 3 – Normalized information entropy of the maps (17) ● – S(x)/ln(1/δ);  

(18) × – S(x,y)/S((x)+S(y)); (19) ∆ – S(x,y,z)/(S(x)+S(y)+S(z)).  
Number of samples is N = 218, scale is δ = 10-3. 

 

 
Figure 4 – Bifurcations diagrams of the maps.  

(а) – (17), r = 3.2 - 4.0; (b) – (18), b = 0.3, a = 0.5 - 1.42; (c) – (19), R = 0.77, R*= 1.1, γ = 0.2 - 0.57.  
At all cases parameter step is 10-2, initial value is xy0 = 1.  

Total number of samples is N = 218, number of iterations before attractor is imax = 103. 
 
 
Conclusions 
 
Informational and entropic criteria for self-

similarity of fractals and chaotic signals can be 
applied to the quantitative analysis of phenomena 
with different nature. Information and entropy as 
measures of order and disorder have universal 
applicability both for natural and social phenomena. 

Attractors of dynamical systems, images of natural 
and nanotechnological objects can have a fractal 
structure. As usual, astrophysical, seismic, non-
linear radio engineering, neural, nanoelectronic and 
other signals are chaotic signals. The entropic 
criteria established in the present work are 
associated with quasi-regular, chaotic, stochastic 
processes in considerably narrower ranges than in 
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case of applying other known characteristics of 
chaos, for example, in comparison with the unit 
interval of difference between fractal and 
topological dimensions.  
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Research with purpose of defining the lift and  
drag forces acting on hydro turbine blade with changing attack angle of flow 

Abstract. In this paper the results of the research conducted to determine the effective version of hydro 
wheel blades of direct flow hydro turbine are presented. The aim of the research is to determine the optimal 
configurations of hydro turbine blades to improve the energy efficiency of the turbine. As a result of the 
study, a mathematical model of a hydro turbine was developed in the interactive COMSOL Multiphysics. 
Research was performed in the COMSOL Multiphysics application program with using Reynolds Averaged  
Navier Stokes method to Navier-Stokes equation for incompressible fluid. Direction of flow to blades with 
changing attack angle along blades was investigated. The change in velocity and pressure distribution of 
water through hydro turbine blades was considered. The optimal location of the blades was determined. 
Defined lift and drag forces acting along the blade. Based on the results of the research, it was determined 
the optimal configurations of the hydro wheel blades with high energy efficiency. 
Key words. Hydro turbine, blade, COMSOL Multiphysics, lift force, drag force.

Introduction

Scientific research work is related to improving 
the energy efficiency of hydro turbine by changing 
the stream flow to hydro wheel. Hydropower plants 
use energy of water flow as the source of energy. 
Hydro turbine  is the hydro engine that turn coming 
flow energy to mechanical energy.

Today, the whole world pays great attention to 
water flow energy as the effective source of ener-
gy. Investigated hydro turbine for small hydroelec-
tric power station does not require a dam. Instead, 
it works in scheme as a part of the water given to 
head tube, after flowing through hydro turbine again 
dumped into the river. This direct flow hydro turbine 
size is small, so to construct it need less material ac-
cordingly it cost cheaper.

It is significant to correct choosing of the structure 
of the turbine, the size and location of the blades, the 
parameters of the guide vane, the head of water, the 
structure of the hydro wheels when installing a hydro 
turbine on a water stream to generating sufficient en-
ergy and effective working. Scientific research work-
ing is aimed to improving low head hydro turbine ef-

ficiency by changing the stream flow to hydro wheel. 
Research the optimal version of the attack angle of 
guide vane and hydro wheel blades with the purpose 
of improving efficiency of hydro turbine. Investigat-
ed low head hydro turbine can be used in the small 
and medium rivers of the Central Asian countries and 
Kazakhstan.  This low head hydro turbine for small 
hydroelectric power station is for using for seasonal 
agriculture to farmers and for using in small settle-
ments and remote villages [1, 2].

Сomputational experiment

The method of research is a numerical experi-
ment. A theoretical study was carried out, a math-
ematical model of a hydro turbine blade was per-
formed in the COMSOL Multiphysics application 
package. The COMSOL Multiphysics examines the 
distribution of velocity and pressure of water along 
the turbine blades [3]. Showed external construction 
of 3D model of hydro turbine in the interactive of 
COMSOL Multiphysics application package in Fig-
ure 1. Internal construction of the hydro turbine is 
showed in Figure 2. 
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Water enter through inlet tube, guide vane, 
rotating hydro wheel and pass through turbine then 
exit through outlet tube. 

Guide vane and hydro wheel of the hydro turbine 
is showed in Figure 3. Front part as cone, blade 
located at as cylinder part. 

To take as more energy is needed to turn as more 
the hydro wheel. Therefore, there is a guide vane with 
the aim to regulate impact and direction of water flow 
to the hydro wheel blades. When water flow through 
hydro turbine passing through guide vane and hit 
blades with pressure, and they rotate [4].

Figure 1 – Model of hydro turbine Figure 2 – Internal construction of the hydro turbine

Figure 3 – Guide vane and hydro wheel

The energy efficiency of the hydro turbine is 
influenced by the number, shape, location, and attack 
angle of the guide vane and blades [5]. Therefore, the 
results of the research of the attack angle of the hydro 
wheel blades are presented. Attack angle is the angle 
between coming flow direction and chord line of the 
blade. Research was conducted with the purpose of 
improving the energy efficiency of hydro turbine.

Numerical calculation was performed by 
COMSOL Multiphysics application package. 
The results were obtained by changing the attack 

angle of blades of hydro wheel for shaping the two 
dimensions. Three different angles were obtained 
to show the improving in energy efficiency and to 
compare. Analyzed the distribution of velocity and 
pressure of water flow in COMSOL Multiphysics 
application package for 10 seconds, suggesting that 
the velocity at 1 m/sec [6].

Distribution of water flow velocity and pressure 
was calculated with using Reynolds Averaged Navier 
Stokes (RANS) method to Navier-Stokes equation 
for incompressible fluid.
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For imcompressible fluid Navier-Stokes 
equations consists of motion and continuity equation 
[7]:
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Boundary conditions of the chosen blades in two 
dimension is showed in Figure 4.

Figure 4 – Boundary conditions

Inlet: 

)180/*cos(* παU , )180/*sin(* παU

Outlet:  Neumann boundary condition
Wall: No slip
Periodic flow condition: 

destsourcedestsource pp,uu ==  

Periodic Flow Condition is used that take account 
that chosen blade is affected by the changes in the 
water velocity flowing along the under and upper 
blades.

Mesh allocation of model is showed in Figure 5.

Defining optimal attack angle of the blades

There are two ways to change the attack angle of 
the model. It is possible to turn the blade itself or to 
fixed blade but change the flow direction at the inlet. 
Second way is more simple to adjust the velocity 

field at the inlet boundary condition and there is no 
need to remesh the model for every attack angle. 

Figure 5 – Mesh allocation

Scheme of attack angle of the hydro wheel blade 
α  illustrated in Figure 6. 

Figure 6 – Attack angle

Arrow is showed water flow direction. There α 
means attack angle. Attack angle is the angle be-
tween coming flow direction and chord line of the 
blade. The initial velocity of the water flow are de-
termined as )180/*cos(* παU in x direction and 
as )180/*sin(* παU  in y directon. Here =U 1 
m/s. Considered three various location of blades with 
changing attack angle. Values of attack angle  α are 
40°, 45°, 60°. 



100 Research with purpose of defining the lift and drag forces acting on hydro turbine blade ....

International Journal of Mathematics and Physics 9, №1, 97 (2018)

Results of velocity changing and pressure 
distribution along blade in 10 second, changing 
attack angle to 40º demonstrated in Figure 7.

Changing of colour from blue to red showed 
increasing of velocity and pressure. Arrow is showed 
water flow direction. In this case the maximum value 

of velocity reached to 1.32 m/s and pressure 565 Pa. 
Pressure increase in the bottom side of the blade as a 
result of the appearing lift force.

Results of velocity changing and pressure 
distribution along blade in 10 second, changing 
attack angle to 45º demonstrated in Figure 8.

Figure 7 – Blade`s attack angle 40º

Figure 8 – Blade`s attack angle 45º

There maximum value of velocity reached to 
1.31 m/s and maximum value of pressure reached 
587 Pa. Comparing with previous results observed 
the much more efficiently. So we see that attack 
angle has affect.

Results of velocity changing and pressure 
distribution along blade in 10 second, changing 
attack angle to 60º demonstrated in Figure 9.

There maximum value of velocity reached 
to 1.26 m/s and pressure reached to 595 Pa. 
Changing attack angle affected to previous  
results. 

Results of numerical experiment by COMSOL 
Multiphysics changing of velocity and pressure dis-
tribution of flow with changing attack angle of the 
blades are showed in Table 1.

Table 1 – Velocity and pressure changing with changing 
attack angle 

Name Attack angle 
of blades, °

Maximum value 
of velocity of 

flow, m/s

Maximum value 
of pressure of 

flow, Pa

1 40 1.32 565

2 45 1.31 587

3 60 1.26 595

In version when blade`s attack angle 40º 
maximum value of velocity is reached. Maximum 
value of pressure is reached when blade`s attack 
angle 60º.
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Defining lift and drag forces

When fluid flow passes a body, it exerts a force 
on the surface.The force component that  perpendicu-

lar to the flow direction is called lift force FL. The 
force component that parallel to the flow direction is 
called drag force FD [8]. Scheme of the lift and drag 
forces acting on blade is illustrated in Figure 10. 

Figure 9 – Blade`s attack angle 60º

Figure 10 – Lift and drag force

There are two distinct contributors to lift and drag 
forces – pressure force and viscous force. The pres-
sure force is the force appearing due to the pressure 
difference across the surface. The viscous force is the 
force deriving from friction that acts in the opposite 
direction of the flow [9]. 

Lift and drag forces at different angle attack 
of the blade at last time showed in Figure 11. Was 

chosen as various angle attack as 0º, 15º, 40º, 45º, 
60º, 90º [10]. 

Last time is tenth second. Drag force increasing 
from 0 angle degree to 45 angle degree, then started 
to decreasing. Lift force increasing from 0 to 45 angle 
degree, then decreasing. So at 45 angle degree take 
maximum value of lift and drag force. At 60 angle 
degree take minimum value of drag force. 
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Conclusion

The effective version of hydro wheel blades of 
direct flow hydro turbine was determined. Research 
with the aim of improving efficiency of low head 
hydro turbine was performed. Three various location 
of the blades with changing attack angle investigated 
in the COMSOL Multiphysics application package. 
Based on the results of the research, it was determined 
the optimal configurations of the hydro wheel blades 
of the hydro turbine with effective efficiency. As 
optimal configuration was taken hydro wheel blade 
with attack angle 60º angle degree, where maximum 
value of velocity reached to 1.26 m/s and maximum 
value of pressure reached to 595 Pa. Defined lift and 
drag forces at different attack angle. Maximum value 
of lift force and minimum value of drag force defined 
at blade attack angle at 60 angle degree. 
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