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Editorial

The most significant scientific achievements are attained through joint efforts of different sciences, 
mathematics and physics are among them. Therefore publication of the Journal, which shows results of current 
investigations in the field of mathematics and physics, will allow wider exhibition of scientific problems, tasks 
and discoveries.

One of the basic goals of the Journal is to promote extensive exchange of information between scientists 
from all over the world. We propose publishing service for original papers and materials of Mathematical and 
Physical Conferences (by selection) held in different countries and in the Republic of Kazakhstan.

Creation of the special International Journal of Mathematics and Physics is of great importance because a 
vast amount of scientists are willing to publish their articles and it will help to widen the geography of future 
dissemination. We will also be glad to publish papers of scientists from all the continents.

The Journal will publish experimental and theoretical investigations on Mathematics, Physical Technology 
and Physics. Among the subject emphasized are modern problems of Calculus Mathematics, Algebra and 
Mathematical Analysis, Differential Equations and Mechanics, Informatics and Mathematical Modeling, 
Calculus of Approximations and Program Systems, Astronomy and Space Research, Theoretical Physics and 
Plasma Physics, Chemical Physics and Radio Physics, Thermophysics, Nuclear Physics and Nanotechnology.

The Journal is issued on the base of al-Farabi Kazakh National University. Leading scientists from different 
countries of the world agreed to join the Editorial Board of the Journal.

The Journal will be published two times a year by al-Farabi Kazakh National University. We hope to receive 
papers from many laboratories which are interested in applications of the scientific principles of mathematics 
and physics and are carrying out researches on such subjects as production of new materials or technological 
problems. 
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Solvability of a two-point boundary value problem with phase and integral constraints 
 
 

Abstract. New mathematical techniques for considering the complex boundary value problems to solve 
topical problems of natural sciences, technology, economy and ecology etc. are needed. Mathematical 
models of nuclear and chemical reactors management processes, control of electric power and robotic 
systems, economic management and others are complex boundary value problems of ordinary differential 
equations. Boundary value problems are called complex if besides the boundary conditions there exist the 
phase constraints and integral constraints on the phase coordinates of the system. The main objectives are: 
the necessary and sufficient conditions for the existence of solutions of boundary value problems and the 
methods of construction of complex solutions of boundary value problems. The aim of the work is an 
attempt to create a unified theory of the study of solvability of boundary value problems and the 
construction of a general method for solving them, based on the use of modern computer technology. The 
work is devoted to solving the problems of boundary value problems of nonlinear systems of ordinary 
differential equations. We consider the boundary value problem with boundary conditions of the given 
convex closed sets. The necessary and sufficient conditions for existence of a solution of the problem and 
construction its solution are obtained. The basis of the proposed method for solving of the boundary value 
problem is a possibility to reduce to a class of linear Fredholm integral equation of the first kind [1]-[9]. 
Necessary and sufficient condition for existence of a solution of integral equation is proved. Fredholm 
integral equation of the first kind belongs to the insufficiently explored problems in mathematics [11]-
[22].  
Key words: integral equation, solvability, construction of a solution, extreme problem, functional 
gradient, minimizing sequence. 

 
 
Introduction 
 
We consider and find necessary and sufficient 

conditions for existence of a solution of the 
boundary value problem  
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here  tLtA ),(  are matrixes of nsnn  ,  order, 
accordingly, with piece-wise continuous elements, 
S  is the given closed set,  ,t   ,t  It  are the 
prescribed continuous vector functions ,1s   ,ta j  

2,1 mj   are the given piece-wise continuous 

vector functions of 1n  order, ,jc  2,1 mj   are 

unknown constants, 10, tt  are the fixed time 
moments,       ttt n ,...,1  is the prescribed 
piece-wise continuous function,  ,  is a scalar 
production. We construct a solution of the linear 
system (1) with boundary conditions (2).  

We represent the matrix )(tA  of nn  order 
with piecewise continuous elements as the sum

)()()( 1 tBtAtA  , It , that the matrix  
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of nn  order be positive defined, where 

)()(),( 1   tt , )(t  is a fundamental matrix 
solutions of the linear homogeneous system 

 )(1 tA . We note, that the matrix )(t  is a 

solution of the equation )()()( 1 ttAt   , 

nIt )( 0 , where nI  is an unique matrix of nn  
order. There are many options for representation the 
matrix )(tA  as the sum )()()( 1 tBtAtA  ,  

It : 
1. The matrix )(1 tA  can be chosen as a 

constant matrix 1A  of nn  order. In this case 
tAet 1)(  , It ; 

2. The matrix )(tB  is chosen in the form 
PtBtB )()( 1 , where )(1 tB  is the matrix of mn  

order, P  is a constant matrix of nm  order, 
moreover  mnmmIP  ,0, , where mI  is an unique 

matrix of mm  order, mnm ,0  is a rectangular 

matrix of  mnm   order with zero elements. 
Since the matrix )()()( 1 tBtAtA  , It , 

that equation (1) is written as  
 

)()()(1 txtBxtAx  , ],[ 10 ttIt  .    (3) 
 
In the case of a choice PtBtB )()( 1  the 

equation (3) has the form 
 

)()()( 11 tPxtBxtAx  , It ,         (4) 
 

where )(1 tB  is a matrix of mn  order, Px  is the 

vector function 1m . If nm  , then  nIP  , 
)()( 1 tBtB  , It . Without loss of generality, 

further we believe, that equation (4) is represented 
in the form (4), the matrix 
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In addition to (4), we consider the linear control 

system of the form 
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We note, that if )()( tPxtu  , It , then the 

system (6)-(8) coincides with the origin system (1), 
(2). 

 
Solution of a linear control system 
 
We use the following theorems 1 and 2. The 

theorems are proved in our previous works [1]-[9]. 
A solution of the boundary value problem 

relates to properties of the solutions of the following 
integral equation  
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where ),(),( 00 ttKttK ij , ni ,1 , mj ,1  is 
the known matrix of mn  order with piecewise 
continuous by t  elements at fixed 0t , 1t , 

),()( 2
mRILu   is the origin function, operator 

nm RRILK ),(: 2 , nRa  is prescribed vector. 
Theorem 1. Integral equation (2.1) at any fixed 

nRa  has a solution if and only if the matrix 
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t

t

1
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of nn  order is positive defined, where (*) is a 
transposition sign, 01 tt  .  

Theorem 2. Let 0),( 10 ttC  be a matrix. Then 
the general solution of integral equation (2.1) has 
the form 
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where It , ),()( 2

mRILv   is an arbitrary 

function, nRa  is any vector. 
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Theorem 3. Let the matrix ),( 101 ttW  of nn  
order be positive defined. Then control 

),()( 2
mRILu   transfers the trajectory of system 

(6) from any initial point nRxty  00 )(  to any 

finite state nRxty  11)(  if and only if  
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Function ),( vtz , It  is a solution of the 

differential equation 
 

)()()( 11 tvtBztAz  , 0)( 0 tz ,  

),()( 2
mRILv  .                   (10) 

 
Solution of differential equation (6) 

corresponding to control Utu )( is defined by 
formula  
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Proof. Solution of the system (6) has the form 
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Then the control which transfers the trajectory 

of system (6) from initial state nRx 0  to the state 
nRx 1  is defined by condition 
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Thus, the origin equation ),()( 2
mRILu   is a 

solution of the integral equation (13). Integral 
equation (13) can be represented as 
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As it follows from theorem 1, integral equation 
(13) has a solution if and only if the matrix 

1
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of nn  order is positive defined. Consequently, the 
set U ,   is an empty set if and only if 

0),( 101 ttW . It means, that the system (6)-(9) is 
controlled. 

 

From theorem 2 it follows, that the general 
solution of the integral equation (13) has the form 
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mRILv   is any function. We note, 
that solution of differential equation (10) has the 
form 
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where 0)( 0 tz . Consequently, 

 

1

0

1

0

1 1 1 1

1 0 0 1

( ) ( , ) ( , ) ( ) ( )

( , ) ( , ) ( ) ( ) .

t

t

t

t

z t z t v t t B t v t dt

t t t t B t v t dt

   

 




     (16) 

From (14)-(16) it follows, that the origin control 
),()(),,()()( 11101 vtztNxxttvtu   , It ,  

v , ),()( 2
mRILv  . 

This implies proposition of the theorem that 
Utu )( . Finally, inclusion (9) is proved. 

Let   Utu  . Then solution of differential 
equation (6) has the form 
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This implies representation of solution of the 
system (6) in the form (11). Theorem is proved. 

It is easy to make sure in that  
 

0102100200 ),()(),,(),()( xvtztNxxtvtzty   , 

1112101211 ),()(),,(),()( xvtztNxxtvtzty   .  
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Since proposition of the theorem is valid for any 
nRx 0 , nRx 1 , that it is valid, when  

nRSxx 2
10 ),(  . 

Lemma 1. Let 0),( 101 ttW  be a matrix. Then 
the boundary value problem (1), (2) is equivalent to 
the following problem: 

 
1 0 2 1

1 1
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( ) ( , ) ( )

v t T t x T t x t
N t z t v Py t
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Proof of the lemma follows from theorem 3 and 
the equality )()( txty  , It , at Utu )( , 

)()( tPytu  , It . It is easy to make sure that 
expressions (17) – (19) are equivalent to the 
expressions (1), (2), at 0),( 101 ttW . 

We consider the optimal control problem: 
minimize the functional 

 
1

0

2
0 1 1 0 2 1 1 1( , , ) ( ) ( ) ( ) ( ) ( ) ( , ) ( ) inf

t

t

I v x x v t T t x T t x t N t z t v Py t dt       ,  (21) 

 
at conditions 

 
)()()( 11 tvtBztAz  , 0)( 0 tz , It ,   (22) 

 
),()( 2

mRILv  , Sxx ),( 10 ,           (23) 
 

where ),,,()( 10 xxvtyty  , It  is defined by 
formula (23). 

We note, that:  
1. Functional 0),,( 10 xxvI . Consequently, 

functional ),,( 10 xxvI  is bounded below on the set 

SRILX m  ),(2 , where HXxxv ),,( 10 , 
nm RRILH 2

2 ),(  . 

2. If 0),,( *1*0* xxvI , where Xxxv ),,( *1*0* , 
is a solution of the optimization problem (21)-(23), 
then 

 

 * * * 0*, 1* * 1 0*

2 1* 2 1 *

( ) ( , , ) ( , ) ( )
( ) ( ) ( ) ( , ),

x t y t v x x z t v C t x
C t x f t N t z t v

   

  
  

 
It  is solution of the boundary value problem (1), 

(2). 
 
Necessary and sufficient condition for 

existence of a solution of the two-point boundary 
value problem 

 
Theorem 4. Let 0),( 101 ttW  be a matrix. In 

order to the boundary value problem (1), (2) has a 
solution, necessary and sufficiently, that the value 

0),,( *1*0* xxvI , where Xxxv ),,( *1*0*  is a 
solution of the optimization problem (21) – (23). 

Proof. Necessity. Let boundary value problem 
(1), (2) has a solution. We show, that the value 
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0),,( *1*0* xxvI . Let ),,;( *1*00 xxttx , It , 

Sxx ),( *1*0  be a solution of differential equation 
(1). As it follows from lemma 1, boundary value 
problem (1), (2) is equivalent to the problem (17) – 
(19). Hence, 

 
* 1 0* 2 1*

1 1 * *

( ) ( ) ( )
( ) ( ) ( , ) ( )

v t T t x T t x
t N t z t v Py t
  

  
,           (24) 

It , 
 

)()(),()(),( *1*1* tvtBvtztAvtz  , 0)( 0 tz ,  

It , ),()( 2*
mRILv  ,              (25) 
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( ) ( ) ( , )

y t z t v C t x C t x
f t N t z t v

   
 

,  

It  
 
where Sxx ),( *1*0 , Utu )( , )()( * tPytu  , 

It , ),,;()( *1*00* xxttxty  , It .  
 
Then 
 

1

0

2
* 0* 1* * 1 0* 2 1* 1 1 * *( , , ) ( ) ( ) ( ) ( ) ( ) ( , ) ( ) 0

t

t

I v x x v t T t x T t x t N t z t v Py t dt       , 

 
by identities (24), (25). Necessity is proved. 

Sufficiency. Let 0),,( *1*0* xxvI  be the value. 
We show, that boundary value problem (1), (2) has 
a solution. In fact, the value 0),,( *1*0* xxvI  if 
and only if the equality  

 
* 1 0* 1* 1 1 *

* 0* 1*

( ) ( , , ) ( ) ( , )
( , , , )

v t t x x N t z t v
Py t v x x

  


 

 
is held, where  
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( , , , ) ( , ) ( , , )
( ) ( , ),

y t v x x z t v t x x
N t z t v

  


  

It . 
 
Function ),,,( *1*0* xxvty , It  is solution of 
differential equation (6), at conditions (7), (8). 
Consequently, 
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where ),()(),,()()( *11*1*01** vtztNxxttvtu   , 

*00 )( xty  , *11 )( xty  , Sxx ),( *1*0 , 
Utu )(* . This implies, that 

   *1*00*1*0* ,,;,,, xxttxxxvty  , It  is solution 
of the boundary value problem (1), (2). Sufficiency 
is proved. Theorem is proved. 

As it follows from theorem 4, if the value 
0),,( *1*0* xxvI , then the boundary value problem 

(1), (2) has not solution. Thus, for constructing of a 
solution of boundary value problem (1), (2) 
necessary to solve optimization problem (21) – (23). 

Lemma 2. Let 0),( 101 ttW  be a matrix, 
function 

 
 

2
0 1 0 2 1 1 1 0 1( , ) ( ) ( ) ( ) ( ) ( ) ( , , , )F q t v T t x T t x t N t z t Py t v x x      ,                     (26)  
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Then the partial derivatives 
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v
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  ,                          (27) 
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Formulas (27) – (31) can be obtained by directly 

differentiating the function ),(0 tqF  by variable q . 

Lemma 3. Let 0),( 101 ttW  be a matrix, set S  
be convex. Then: 

1) Functional (21) is convex, at conditions 
(22), (23); 

2) Derivative 
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respect to q , i.e. 
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differential equation (23) under 
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The functional value 
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Conclusion 
 
Scientific novelty of the results is that the origin 

problems are reduced to the corresponding 
Fredholm integral equations of the first kind. 
Necessary and sufficient conditions for existence of 
a solution of the integral equations are proved by 

theorem. It is shown, that the boundary problem of a 
linear system of ordinary differential equations can 
be reduced to the corresponding initial optimal 
control problems. From the solutions of initial value 
problems of optimal control can be obtained the 
following solutions: boundary value problems with 
constraints, boundary problems with a parameter, 
construction of periodic solutions of autonomous 
systems. The basis of the proposed methods for 
solving boundary value problems with different 
constraints is a possibility of reducing these 
problems to a class of linear Fredholm integral 
equation of the first kind. Fredholm integral 
equation of the first kind belongs to the 
insufficiently explored problems in mathematics. 
Therefore, fundamental research on integral 
equations and solution on their basis of boundary 
value problems of linear ordinary differential 
equations is a new promising direction in 
mathematics. 
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Numerical simulation of clouds formation based on the power  
of explosion estimated by the sizes of the funnel 

 
 
Abstract. This paper considers numerical modeling of cloud formation under the action of buoyancy 
force, taking into account the turbulent mixing and the adiabatic expansion. Based on the solution of the 
three-dimensional filtered non-stationary Navier-Stokes equation, the continuity equation, the 
concentration equation, the enthalpy equation, and the equation of state for compressible media numerical 
modeling of cloud formation is carried out. The modified solver is based on the library Open Foam of 
solution of mathematical physics problems. To close the basic equations the viscosity model of turbulence 
is used. Numerical modeling of the formation of clouds formed at ground explosion of the launch vehicle 
"Proton-M" 2nd July 2013, shows the dependence of the fireball height from the thermodynamic 
parameters in the atmosphere. Comparison of the cloud rise height as a function of the explosion power 
with the analytic formula of Satton confirmed the applicability of the mathematical model used to the 
cloud formation problem in a surface explosion of a launch vehicle. The explosion power is calculated 
from the funnel size. 
Key words: explosion, Proton-M, cloud formation, turbulence, Navier-Stokes equation, finite-volume 
method, large eddy simulation, fireball. 

 
 

In this paper the numerical modeling of cloud 
formation under the action of buoyancy force is 
considered. The air temperature at the initial 
moment of the vortex ring of the cloud is very large, 
and over time, it falls due to adiabatic expansion, 
since the pressure decreases with altitude and due to 
turbulent mixing of heated and cold air. Under the 
force of buoyancy fireball heated air will rise in the 
atmosphere until the temperature, density due to 
convective and diffusive mixing of external and 
internal gas components of the heated and cold air is 
equal.  

The temperature cooling due to thermal 
radiation can be neglected, since the length of the 
path of radiation is much larger than the dimensions 
of cloud . 

Numerical modeling of the cloud formation is 
based on the solution of the three-dimensional 
filtered non-stationary Navier-Stokes equation, the 
continuity equation, the concentration equation, the 
enthalpy equation, and the equation of state for 
compressible media. To close the basic equations a 
viscous model of turbulence is used. The main 
problem in this task is correct the description of the 
turbulent transport processes. In this paper, an 
attempt to solve this problem by using large eddy 
simulation is made.  

 

Formulation of the problem 
 
There is a fiery half sphere at the initial moment 

of time at the earth surface, denoted by field G , 
radius ,R initial temperature of ball 1T , and initial 
three-dimensional density of dry air’s gas phases 

d , and humid air w , ambient temperature 0T  
(picture 1). 

 
Figure 1 – Schematic illustration  

of the problem statement 
 
To solve the problem the following filtered 

equations are used: 
The equation of continuity: 
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1,..,N   describe the contribution of the sub-grid 
turbulent scales for gas components concentration 
equation. 

The motion equation: 
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subgrid tensor responsible for small-scale structures, 

that need to be modeled, g  – acceleration occurs 
under the gravity action, Τ  – stress tensor of gas 
phase, t  – time, p  – pressure. 

The enthalpy equation: 
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contribution of the sub-grid turbulent scales [1, 2], 
Prt  - turbulent Prandtl number, t - turbulent 
viscosity, mh  - enthalpy of gas mixture, heat flux in 
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The temperature equation: 
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where iC - heat capacity of the gas phase at constant 
volume.  

The equation of ideal gas’ state is: 
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Boundary conditions: 
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The algorithm for determining the initial 
value of fireball’s temperature 

 
The equation of total energy consists specific 

internal energy and kinetic energy. Suppose that in 
this problem the kinetic energy is zero. 

 
E U    (7) 

 
where 0,25 exE q t    - explosion energy; ext  - 
explosion time; q  - explosion power.  

One-third of the energy released during the 
explosion is emitted in radiation form [3]. As a 
result, the energy enclosed in the fireball at the rise 
beginning is approximately one quarter of total 
explosion energy.  

Specific internal energy in the adiabatic process 
is expressed by: 

 
1 0( )VU C T T    (8) 

 
where VC - is heat capacity of gas with a constant 
volume, 1T  is ambient temperature for different 
values of fireball’s initial  temperature 0T . 

Substituting equation (8) into equation (7), the 
initial value of the fireball’s temperature is obtained:  
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Numerical method 
 
Three dimensional numerical simulation of 

equation (1) - (6) is performed with indicated initial 
and boundary conditions to obtain non-stationary 
fields of unknown variables. 

The numerical algorithm based on the finite 
volume method on unstructured grid using the 
OpenFOAM class library for C++ with an open 
GPL license is implemented. Using C++ templates, 
the OpenFOAM library allows to quickly creating 
effective solvers and utilities for pre and post 
processing of modeling results due to the high level 
of abstraction. Classes and functions in the 
OpenFOAM library have implicit means for 
parallelizing computational procedures, due to the 
numerical calculation on multiprocessor computing 
systems does not require specific adaptations in the 
program code. In the finite volume method [4], 
partial differential equations are integrated over the 
volume of arbitrary cell, after the Gauss-
Ostrogradsky theorem is used to translate volume 
integrals into surface integrals. It is necessary to 
interpolate unknown values on each face of finite 
volume, when calculating flows across finite 
volume boundaries. Such characteristics as accuracy 
and stability depend on the interpolation method’s 
choice. Integration over time using the Crank-
Nicholson scheme is carried out, the Courant 
number was maintained at 0.5.  

Both for convective and diffusion terms implicit 
schemes to ensure the stability of numerical 
calculations were used. To bind the velocity and 
pressure fields the PISO procedure was used, as 
well as to implement the law of conservation of 
mass [5]. In the equations of motion and mass 
conservation, the explicit representations of pressure 
and gravity fields are used. Spatial discretization has 
second-order accuracy. The PISO algorithm consists 
of one-step of predictor and several steps of 
correctors. Using the pressure field from the 
previous time layer in the predictor step an 
intermediate velocity field is found. Velocity and 
pressure fields are corrected to increase the accuracy 
and reduce the mass defect in the conservation 
equation at each step of the corrector. The system of 
linear algebraic equations obtained as a result of the 
transport equation discretization is solved by the 
conjugate gradient method with the precedent of 
Khaletsky for the pressure equation and by the 
method of bi-conjugate gradients with a 
preconditioner of incomplete LU factorization. 
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Simulation results 
 
There are results of numerical simulation of 

cloud formation and dynamics, formed during a 
surface explosion of a launch vehicle. Numerical 
simulation of the gas-dust cloud formation stage in 
the first minutes of the accident in a cubic area with 
the physical size of the cube edge 1280 m and the 
calculated grid 128х128х128 was carried out. 
Ground explosion is accompanied by the funnel 
formation at Figure 2. Funnels dimensions depend 
mainly on the explosion power and soil-soil type. 

The explosion power and depth of the funnel are 
related by the [6, 7]: 

 
3 3(0,4 0,6 )Bq K W n    (9) 

 
where q – explosion power; �в = 1,35 - design 
specific consumption of explosives, kg / m3; W=5 – 
depth of the funnel, m; n=2 – explosion index.  

Formula (9) allows to calculate the explosion 
power at a known depth of the funnel, it turned out 
q=0,878 t.  

 

        
                                              a)                                     b) 

 
Figure 2 – a) Explosion at the emergency fall place (30 seconds); 

b) formation of the cloud (1 minute after the explosion) 
 

 
At the first seconds of the accident cloud takes 

on a mushroom shape, where a vortex ring on the 
upper part is observed, as can be seen from figure 3. 
At the initial time, the vortex ring’s temperature is 
large and equal to 1800 K, for 5.5 seconds the 
temperature drops substantially to 400 K due to 
adiabatic expansion and turbulent mixing of the 
cloud’s heated air and the environment’s cold air. 
The drop in the cloud’s temperature after 5.5 
seconds occurs at a lower rate, because at these 
times the temperature changes due to turbulent 
mixing.  

The fireball of heated air rises to the atmosphere 
until the temperature, the density due to convective 
and diffusive mixing of external and internal gas 
components of the heated and cold air are equal, 
under the influence of buoyancy force. Effect of 
thermal radiation is not taken into account while 
performing numerical simulation. Figure 3 shows 
the distribution dynamics of the mixture 
concentration concentration in the cloud. Figure 4 
shows the change graphs in the height of the cloud 
rise, maximum temperature in the cloud, volume of 
the cloud as a time function. 
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(а) (b) 

Figure 3 – Distribution dynamics of the mixture concentration field  
at the initial value of explosion energy 93.67 10E    J in cross section x = 60 m: 

а) t = 5 sec; б) t = 35 sec. 
 
 

 
                              а)                       b) 

Figure 4 – Change of а) temperature; б) the formed cloud height with the explosion power q=0.878 т. 
 
 

Conclusion  
 
The results of numerical simulation of cloud 

formation are obtained. The following geometric 
characteristics of the cloud raised as a result of the 
ascent are determined:  the height of the uplift of the 
cloud, the volume of the cloud, the shape of the 
vortex ring in the cloud. Comparison of the cloud 
rise height as a function of the explosion power with 
the analytic formula of Satton confirmed the 
applicability of the mathematical model used to the 
cloud formation problem in a surface explosion of a 

launch vehicle. The explosion power is calculated 
from the funnel size.  

In conclusion, we note that the results of this 
study allow us to estimate the geometric 
characteristics of raised cloud, the concentration of 
gas components mixture in the cloud at different 
instants of time. Such an opportunity is invaluable 
in absence of experimental data on the cloud formed 
as a result of an accident. The obtained results allow 
conducting a primary assessment of the accident 
impact on the environment. 
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Formation of ZnSe nanoclusters in the layers of silicon dioxide  
by high-fluence ion implantation and annealing 

Abstract. In this work we used the method of "hot" implantation of zinc and selenium ions into SiO2 / Si 
structures in combination with subsequent heat treatment in order to form nanosized phases. Implantation 
modes for ionic synthesis chosen in such a way that the concentration of the embedded impurity is 
maximum approximately at the middle of the thickness of the dielectric layer. For the subsequent clustering 
of the impurity, it is necessary to create a high concentration of the implanted impurity at the maximum of 
the depth profile. The computer stimulation to select Implantation modes was carried out using the SRIM- 
2013 program. Also we calculated the thickness of the silicon dioxide layer sprayed during high-dose 
implantation of zinc ions was. In this way, we have studied the formation of ZnSe precipitates in silicon 
dioxide by means of Zn (150 keV, 4×1016 cm−2) and Se (170 keV, 4×1016 cm−2) implantation at 550 °C 
and subsequent annealing at 1000 °C for 3 min. From analysis of XTEM images it has been showen that 
the use of "hot" implantation leads to the formation of small nanoclusters with sizes from 2 to 15 nm. 
Subsequent annealing results in the redistribution of nanoclusters within the implanted layer and the 
formation of large crystallites (up to 80 nm). To analyze the distribution of the introduced impurity 
throughout the sample depth the Rutherford backscattering (RBS) method was used. The band at 251-256 
cm-1 associated with LO phonons of crystal ZnSe was registered in Raman spectra. 
Key words: Ion Implantation, nanoclusters, precipitates, silicon dioxide, zinc ions. 

Introduction 

Investigations aimed at the development of 
new light-emitting elements and devices based on 
silicon technology draw increasingly greater 
attention. Silicon is an indirect-gap 
semiconductor, and, as a result, has a low 
quantum efficiency of interband radiative 
recombination. Therefore, at the present time, 
various methods and approaches are used to create 
silicon-based light-emitting structures: creation 
of Si / SiO2 superlattices [1], formation of 
silicon/germanium structures [2], silicon or 
germanium nanoprecipitates in SiO2 [3,4], 
formation of nanocrystals of А3В5 compounds in 
silicon [5], and А2В6 compounds in SiO2 [6]. In 
order to create new optoelectronic devices, А2В6

compounds based on chalcogenides, such as ZnS, 
CdSe, CdTe, and ZnSe, attracted great interest of 
scientific groups. This type of compounds has a 
direct-gap semiconductor structure and is now 
widely used for creation of lasers [7], solar cells 
[8], monochrome and white LEDs [9]. A 
perspective direction is combination of optical 

characteristics of these compounds with 
instrument silicon structures. 

Zinc selenide (ZnSe) is of interest as a 
promising luminescent material for creation of 
various optoelectronic elements used in the 
visible and infrared spectral ranges, as well as in 
optical and laser CO2 optics [10]. In works [11-
12] it was reported about the creation of devices
based on wide-gap semiconductors of ZnS and 
zinc selenide (ZnSe). Zinc selenide can be used 
for inorganic passivation [11] of various 
nanoclusters (quantum dots) to form a core-shell 
structure. Alloying of ZnS with various impurities 
gives electroluminophores with green, red and 
blue emission bands [12], the composition of 
which enables us to create an electroluminescent 
indicator with white light. 

In this work ion-beam synthesis was used to 
form nanoscale inclusions of zinc selenide in 
silicon dioxide. It was assumed that the use of 
high-dose implantation of zinc and selenium ions 
in combination with subsequent heat treatment 
would enable us to synthesize extended layers of 
ZnSe nanoclusters in the SiO2 matrix. 
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Experimental conditions 
 
In this work we used the method of "hot" 

implantation of zinc and selenium ions into SiO2 / Si 
structures in combination with subsequent heat 
treatment in order to form nanosized phases. 

The original 2 × 2 cm-2 samples were cut out from 
thermally oxidized SiO2 (600 nm) / Si silicon wafers 
and implanted with ions under computer-simulated 
(SRIM-2013) modes in order to create a comparable 
concentration of zinc and selenium atoms at a given 
depth in the SiO2 layer. Two groups of samples were 
made. For the first group, double implantation of ions 
in the SiO2 (600 nm) / Si structure was made in the 
Zn ↓ (150 keV, 4 × 1016 cm-2) + Se ↓ (170 keV, 4 × 
1016 cm-2) sequence. In the second part of the 
samples, the order of implantation was changed: Se ↓ 
+ Zn ↓. For all samples, implantation was carried out 
at a temperature of 550 ° C - "hot" conditions. Post-
implantation annealing was made in an argon 
atmosphere at 1000 ° C for 3 minutes. 

To analyze the distribution of the introduced 
impurity throughout the sample depth the Rutherford 
backscattering (RBS) method was used. 

The RBS spectra were recorded on the 
electrostatic accelerator complex AN-2500, created 
in the laboratory of elionics of the NIIPPP at A.N. 
Sevchenko Belarusian State University. From the 
experimentally obtained RBS spectra, profiles of 
impurity distribution in implanted SiO2/Si structures 
were calculated. The profiles were calculated by 
modeling the RBS spectra using the HEAD software 
package until they completely coincided with the 
experimental spectra. When calculating the impurity 
profiles, the silicon oxide film was divided into 
several layers in order to more accurately determine 
the concentration of atoms over the thickness of the 
silicon dioxide layer. 

Structural-phase transformations were studied by 
transmission electron microscopy (TEM) using a 
HitachiH-800 electron microscope with an 
accelerating voltage of 200 keV in the cross-section 
and Raman scattering geometry. The samples were 
prepared in two stages: mechanical polishing using 
the GATAN preparation system and subsequent 
thinning by ion etching. 

 
Results of investigation  
 
Implantation modes for ionic synthesis should be 

chosen in such a way that the concentration of the 
embedded impurity is maximum approximately at the 
middle of the thickness of the dielectric layer. For the 

subsequent clustering of the impurity, it is necessary 
to create a high concentration of the implanted 
impurity at the maximum of the depth profile. 

Computer simulation of implantation of zinc ions 
into the SiO2/Si structure in silicon dioxide was 
carried out using the SRIM-2013 program. 

In the course of the work, it was planned to 
implant zinc and selenium ions into thin (less than 90 
nm thick) and thick (300 - 900 nm) layers of silicon 
dioxide. Therefore, profiles were simulated for 
different energies of the implanted ions and doses in 
the range (5-10) × 1016 cm-2. 

The distribution of the implanted impurity in the 
SiO2 and Si matrices was simulated for the energies 
of zinc ions from 80 to 200 keV. Figure 1 shows the 
calculated depth profiles of zinc impurity distribution 
in the SiO2 matrix (SiO2/Si structure with a 600 nm 
layer of silicon dioxide). 
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Figure 1 – Calculated (SRIM-2013) depth profiles of 
distribution of the impurity in silicon dioxide implanted with 

zinc ions with an energy of 80 (1), 100 (2), 120 (3), 130 (4), 140 
(5), 150 (6), 160 (7), 170 (8), 180 (9), and 200 keV (10) at a 

dose of 4×1016 cm-2 
 
It can be seen from the figure that at the same 

dose of implantation, the zinc concentration at the 
maximum of the depth profile increases as the ion 
energy decreases. Thus, at an energy of 80 keV and a 
dose of 4 × 1016 cm-2 of zinc ions, respectively, the 
maximum concentration of zinc atoms in silicon 
dioxide at a depth of about 60 nm is about 15 at.%. 
For the same dose at an ion energy of 200 keV, the 
maximum concentration of zinc atoms in silicon 
dioxide at a depth of ~ 140 nm is about 7 at.%. 

Thus, in accordance with the simulation data, the 
concentration of the implanted zinc impurity in 
silicon dioxide was changed from 7 to 30 at.% by 
changing the energy and ion doses in the ranges (80-
200 keV) and (4-10) x 1016 cm- 2. 

The thickness of the silicon dioxide layer sprayed 
during high-dose implantation of zinc ions was also 
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calculated. The calculation was carried out using the 
formula: 

Ddistr= D
N
Y
   (1) 

where Y is the sputtering coefficient, N is the matrix 
density, and D is the implantation dose of the 
impurity ions. 

The density of silicon dioxide was assumed to be 
2.3 g / cm3, which corresponds to 6.915 × 10 23 at / 
cm3. 

Figure 2 shows the TEM micrograph (Figure 2A) 
of the cross section and the Raman spectrum (Figure 
2B) of the SiO2 layer immediately after implantation 
of the impurity in the sequence Zn ↓ + Se ↓. Under 
the near-surface layer of oxide free from precipitates 
(thickness 20-40 nm), there is an extended layer (40-
190 nm from the surface) containing a large number 
of small clusters with sizes from 2 to 15 nm. At the 
center of this layer (region Rp ~ 100 nm) clusters are 
larger, their sizes are 8-15 nm. A similar picture was 
observed in our work [11], where larger clusters were 
formed in the region of a larger impurity 
concentration during implantation of zinc ions into 
the layers of silicon dioxide. 

The Raman spectrum has two peaks. The intense 
narrow band at ~300 cm-1 corresponds to the well-
known second-order Raman band (2TA) from the 
silicon substrate. The second peak with a maximum 
at 251-256 cm-1 corresponds to scattering by a 
longitudinal optical phonon (LO-mode) in crystalline 
ZnSe [12-14]. 

Thus, after implantation of zinc and selenium 
ions at a substrate temperature of 550 �, the ZnSe 
phase is formed, which in the matrix of silicon 
dioxide forms tiny nanoprecipitates recorded on 
TEM images.  

A similar situation is observed in the samples 
with a different sequence (Se ↓ + Zn ↓) of 
implantation of an impurity in SiO2 under the same 
"hot" implantation conditions (Figure 3). In this case, 
the thickness of the layer containing small (from 2 
nm and larger) nanoclusters is noticeably smaller (the 
layer lies at a depth of about 20-140 nm from the 
surface), and the cluster sizes near Rp are larger (10-
20 nm). It can be assumed that the selenium atoms 
implanted first prevent zinc diffusion into the depth 
of the sample during subsequent implantation due to 
formation of a ZnSe compound in which Zn atoms 
are less mobile. Localization of the impurity in a 
narrower layer also leads to an increase in the size of 
precipitates of the crystalline ZnSe phase, the 
presence of which is indicated by a peak near 251-

256 cm-1 in the Raman spectrum (Figure 2B). It can 
be noted that in this case the intensity of this peak is 
lower than for the sequence (Zn ↓ + Se ↓) of 
implantations. The lower intensity of this peak can be 
explained both by the smaller fraction of formed 
ZnSe phase and by the greater number of structural 
defects in the precipitates (in comparison with the 
first sequence of introduction of impurities into the 
samples). 

А 

B 

Figure 2 – TEM microphotograph of the cross section (A) and 
the Raman spectrum (B) after "hot" implantation of the impurity 

in the sequence Zn ↓ + Se ↓ into the SiO2 layer 

Figure 4 shows TEM-microphotographs of 
sample cross-sections after high-temperature 
annealing. It can be seen that there is a significant 
rearrangement of the structure of clusters for two 
samples with different sequences of impurity 
implantations. 

The number (density) of clusters in the silicon 
dioxide layers sharply decreases, but their size 
substantially increases (up to 50-60 nm). Clusters are 
characterized by a regular faceted shape, and 
secondary structure defects (twin boundaries) are 
noticeable, which indicates their crystal structure. For 
the sample with the first type of implantation 
sequence (Zn ↓ + Se ↓), the depth shift of large 
clusters from the Rp region (~ 100 nm) to the surface 
(to a depth of ~ 60-70 nm) can be noted. Smaller (20-
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40 nm) single clusters are recorded in other regions 
of the sample, which can be traced down to the SiO2 
(600 nm)/Si structure boundary. In the second sample 
(with the sequence of implants (Se ↓ + Zn ↓) large 
clusters near Rp were formed after heat treatment, in 
this case, single clusters with smaller dimensions in 
other places of the oxide layer were practically not 
registered, but in some spots on the surface of the 
sample release of impurities (Figure 2B - arrow), 
presumably, selenium was observed. 

Raman spectra from samples after high-
temperature annealing (Figure 5) are very similar to 
the spectra of samples immediately after 
implantation. Only 2 peaks are recorded: one is 
associated with the silicon substrate, the other – with 
the longitudinal mode of the optical phonon (LO-
mode) in crystalline ZnSe. 

The intensity of the band associated with the 
(LO)-mode of the optical phonon in ZnSe after heat 
treatment, like for samples immediately after 
implantation, is much lower for the sample with the 
second implantation sequence. This enables us to 
speak of a smaller amount of the ZnSe phase in this 
case. 
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Figure 3 – TEM microphotograph of the cross section (A)  
and the Raman spectrum (B) after "hot" implantation of the 

impurity in the sequence Se ↓ + Zn ↓ into the SiO2 layer 
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Figure 4 – TEM-microphotographs of the cross-section of SiO2 
layers after 550 ° C implantation: A - Zn + Se, B - Se + Zn; and 

after annealing in the BTT mode (1000 ° C, 3 min, Ar) 
 
 

 
Figure 5 – Raman spectra from SiO2 layers after 550 ° C 

implantation and annealing in BTT mode (1000 ° C, 3 min, Ar) 
 
 
Conclusion 
 
The structural and phase characteristics of silicon 

dioxide layers after high-dose implantation (at 550 ° 
C) of zinc and selenium ions with subsequent heat 
treatment have been studied. It was established that 
the use of "hot" implantation conditions leads to 
formation of small (2-15 nm) nanoclusters 
immediately after implantation of zinc and selenium 
ions. Subsequent high-temperature heat treatment 
leads to structural rearrangement and increase in 
cluster sizes (up to 80 nm). 
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In the Raman spectra of the samples, both 
immediately after implantation and after heat 
treatment, a band at 251-256 cm-1, which corresponds 
to scattering by a longitudinal optical phonon (LO 
mode) of crystalline ZnSe, is registered. 

This work was supported by the BRFFR grant for 
young scientists No. F17M-053. 
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Optical properties of dense coulomb plasmas 

Abstract. In the present work, we provide a theoretical analysis of the reflection of low-temperature dense 
plasma for the normal incidence of laser radiation, and the dependence of reflectivity of s - and p - polarized 
waves in respect to the angle of incidence. In connection with the calculations for large parameters of 
density, the interpolation approach based on the theory of moment’s method is used for the calculation of 
the dielectric function. In contrast to the classical method of moments, the characteristic frequencies can be 
found from the simplified formulas, and the Nevanlinna parameter function is determined as in 
Phys.Rev.Lett. 119, 045001 (2017). The reflectivity is calculated with using of Fresnel equations. The 
obtained results were compared with theoretical and experimental data of other authors. It is shown that 
results of the present work for the reflection coefficient are close to the experimental results, in contrast to 
other theoretical results, in which a model with several adjustable parameters was used. The patent of RK 
for the present method was submitted. 
Key words: dense Coulomb plasmas, reflectivity, dielectric function, method of moments. 

Introduction  

Nonideal plasma is the most common state of 
matter in the Universe. For instance, warm dense 
matter is formed: in giant planets cores; in the 
process of the electrical explosion of conductors; in 
the matter impacted by femtosecond laser pulse; at 
moving of swift heavy ion through a nuclear material 
etc. For further development of nonideal plasma 
physics, investigations of its electronic properties 
appear to be crucial. In particular, optical reflectance 
are an important diagnostic tool: the reflectivity is 
expected to give information on the free-charge 
carrier density. The reflectance of the 
shock-compressed xenon is measured in the unique 
experiments of Mintsev and Zaporozhets [1-4]. The 
main purpose of this work is the theoretical 
explanation of the experimental data using the 
interpolation method of moments. Because this 
method allows you to find the dielectric function of 
plasma on the basis of exact relations and sum rules 
(frequency moments of the imaginary part of the 
dielectric function) directly through interpolation 
static characteristics of the system.  

Let us specify the thermodynamic parameters 
characteristic of model plasmas we deal with. 
Consider model completely ionized hydrogen-like 
plasmas in thermal equilibrium. The number density 
of electrons, ne is presumed to be of the order of  

1021 cm-3, the temperature, T , so that β-1=kBT. Under 
these conditions all characteristic lengths in the 
system are of the same order of magnitude and the 
dimensionless parameters, like Г=βe2/a, 
(a=(3/4πn)1/3 being the Wigner-Seitz radius) and the 
density parameter, rs=a/aB , aB - Bohr radius.  

Self – consistent calculation method 

The Fresnel formulas [5] are used for calculation 
of reflectivity for the normal incidence (� � ��) of 
the electromagnetic wave 

� � ��√� � 1�
�√� � 1��

�
,    (1) 

and for the s- and p-polarized reflectivity 

�� � ������ � √� � ������
����� � √� � �������

�
,   

�� � ��� ���� � √� � ������
�� ���� � √� � �������

�
.    (2) 

The dielectric function �  (DF), which is 
included in (2) and (1) is a complex function and can 
be expressed as  
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���(�, �) = 1 + ���(� + �(�, �))
�(�� − ���(�)) + �(�, �)(�� − ���(�))  .                                             (3) 

 
 
In general, the characteristic frequencies ��(�) 

and �� (�) can be calculated on the basis of the 
Kubo theory of linear response [6], but here, for 
simplicity and as a tool of preliminary but reliable 
estimate, we employ for them the following 
interpolation expressions [7,8]: 

 
���(�) = ���(1 + ������ + ����)            (4) 

 
in a hydrogen-like plasma with  

 
�� = ���, 

 
��-density of protons, 

 

�� = 1����

ћ� ��(���� + ������) ≈ 
 

≈ 1������������
ћ� = 1���

��
��

. 
 

���(�) = ���(1 + �) + 
 

+〈���〉�� + (ћ��/���)� − ����� ��.         (5) 
 
 
The parameters introduced here (4,5) can be 

calculated immediately:  ����� = − � 
��

Г
�
�

���
� ��

����Г +
��

��Г� , �� = −0,�05�, �� = 0,�3�� � �� = �√�
� −

��
���

, ћ − Planck constant, � − charge of electron, 

�� −  the plasma frequency, 〈���〉 − the average 
square of the electron thermal velocity, ���� − the 
Debye radius, and �� − electron mass and 
�� − proton mass; Finally, the contribution H is 
related to the electron-ion interaction in the target 
plasma and we evaluate it in the modified 
random-phase approximation [9] as: � =
(4��/3)(3Г + 4��/Γ + 4����)��/�.  

In the present work, we do not reconstruct the 
Nevanlinna parameter function (NPF) from the very 
data, we use the following NPF model [10], where 
� = ��:    

 
���, �) = �ℎ�(�)�,                      (�) 

 
where the positive parameter  ℎ�(�) is a function of 
the frequencies ��� (�) and ���(�). 

 
Numerical results 
 
The analytical results of the reflectivity 

coefficient ���� (1) at the plasma front, depending 
of the incident angle �  in comparison with 
experimental data at the ���� [11] wavelengths of 
�� = 1064 nm, �� = 694 nm, �� = 532 nm and the 
respective thermodynamic parameters are presented 
in tables 1, 2 and 3 (pressure �, temperature �, mass 
density �, density of free electrons �� , density of 
neutral atoms ��, ionization degree ���� = ��

(�����) 

and degeneracy parameter � = ���
��

, �� − Fermi 
energy.) 

 
 

Table 1 – �� = 1064 nm  
 
 � , 

(GPa) �, (К) �, 
g/cm-3 

�� · 10�� 
cm-3 

�� · 10�� 
cm-3 ���� Г � ���� � from 

[12] ���� 

1.6 
3.1 
5.1 
7.3 
10.5 

30050 
29570 
30260 
29810 
29250 

0.51
0.97 
1.46 
1.98 
2.70 

1.8 
3.2 
4.5 
5.7 
7.1 

6.1
1.4 
2.2 
3.5 
5.4 

0.75
0.70 
0.67 
0.62 
0.57 

1.1
1.3 
1.5 
1.6 
1.8 

4.8
3.2 
2.6 
2.2 
1.9 

0.096 
0.12 
0.18 
0.26 
0.36 

0.272 
0.342 
0.381 
0.404 
0.429 

0.14
0.18 
0.20 
0.23 
0.25 

 
 

  



26 Optical properties of dense coulomb plasmas

International Journal of Mathematics and Physics 8, №1, 24 (2017)

Table 2 – ��= 694 nm  
 

 � , (GPa) �� �К) �� g/cm-3 �� · 10�� 
cm-3 

�� · 10�� 
cm-3 ���� Г � ���� ���� 

0.93 
1.9 
4.1 
6.1 
9.1 
12.0 

32070 
32900 
33100 
33120 
32090 
32020 

0.27 
0.53 
1.1 
1.6 
2.2 
2.8 

1.1 
2.1 
4.0 
5.2 
6.6 
7.8 

2.1 
4.8 
1.3 
2.1 
3.6 
5.0 

0.78 
0.72 
0.69 
0.64 
0.60 
0.56 

0.87 
1.0 
1.3 
1.4 
1.6 
1.7 

7.1 
4.8 
3.2 
2.6 
2.1 
1.9 

0.02 
0.05 
0.11 
0.14 
0.18 
0.26 

0.039 
0.11 
0.15 
0.18 
0.19 
0.21 

 
Table 3 – �� = 532 nm  

 
 � , (GPa) �� �К) �� g/cm-3 �� · 10�� 

cm-3 
�� · 10�� 

cm-3 ���� Г � ���� ���� 

4.1 
6.1 
9.1 

12.0 

33100 
33120 
32090 
32020 

1.1 
1.6 
2.2 
2.8 

4.0
5.2 
6.6 
7.8 

1.3
2.1 
3.6 
5.0 

0.69
0.64 
060 
0.56 

1.3
1.4 
1.6 
1.7 

3.2
2.6 
2.1 
1.9 

0.02 
0.045 
0.10 
0.16 

0.1
0.15 
0.17 
0.18 

 
On the pictures (1,2) one can see theoretical 

values the reflectivity of electromagnetic waves, 532 
Nm and 694 Nm of length with different kinds of 

polarization (s-p) from the dense plasma`s surface 
and experiment data, as seen from the graphs, there is 
a good agreement.   

 
 

 
Figure 1 – Calculated reflectivity (1) in comparison to the 
experimental data for �� = 532 nm. s-polarisation is gray 
dashed line, p-polarisation is black line. Experimental data 

[13] are shown as square. 

Figure 2 – Calculated reflectivity (1) in to the experimental 
data for �� = 694 nm. s-polarisation is gray dashed line, 

p-polarisation is black line. Experimental data [13] are shown 
as square. 

 
 

4 Conclusions 
 
This simplified mathematical method of 

moments allows describing theoretically the optical 
properties of dense Coulomb systems. From the 
results of Tab.1-3, one can see that the reflection 
coefficient, calculated in the present article is closest 
to the experimental data [11], in contrast to the 
approach from [12] and other theoretical results, 
where a model with several adjustable parameters 
was used. 
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Efficiency comparison of photovoltaic and  
photovoltaic-thermal solar panels 

 
 

Abstract: The photovoltaic (PV) solar panels are getting bigger applications in the practice. Their 
efficiency is better at lower temperatures. Normally the panels are cooled with the ambient air (in this case 
the gained heat is dissipated to the surrounding without any application). A successful combination of 
photovoltaic solar panel and solar collector is the so called photovoltaic-thermal (PV/T) solar panel. There 
are some significant advantages of the PV/T panels - aesthetic advantage over the PV panels, usage in 
places where the area is limited, reduction of the installation costs and architectural unity between roof and 
PV/T panels. The article analyses two solar panels - the PV solar panel of the type polycrystalline silicon 
(pc-Si) and the PV/T Solar Module CPVT60P250 (both solar panels are produced by the Crane Company 
using silicone cells from EKS - Solaris GmbH). Some tests are implemented and a comparison between the 
efficiencies of both panels is done. 
Key words: combined photovoltaic/ thermal (PV/T) solar panel, photovoltaic solar panel, natural 
experiments, improved panel efficiency 

 
 

Introduction 
 
Solar photovoltaic-thermal panels (or PV/T 

panels) are a combination of photovoltaic cells and a 
solar thermal collector, i.e. they are a facility that 
turns solar radiation into electricity and heat at the 
same time. As a result PV-T panels generate more 
energy per unit area than a combination from 
individual PV (photovoltaic) panels and solar thermal 
collectors. Thus they present a new technology where 
the produced heat is some times more than the 
electricity. 

There are some categorizations of the PV/T 
panels. The first one is after the fluid used in the panel 
(gas or liquid). The solar PV/T air panels are not so 
much used in the summer time because of the limited 
necessity of heat. The liquid PV/T panels have good 
applications mainly in the low-temperature range 
(starting by 10 to 80°С). They are used in different 
building installation as a coolant in evaporator 
circuits of “water to water” heat pumps (0 to 10 °C), 
in installation for heating of the pools (25 to 35 °C) 
and for production of domestic hot water and heating 
of buildings (not more than 60 °C) [1]. 

On the other side the liquid PV/T panels can be 
divide in two different panel types depending on the 

upper glass cover [2]. The glass-covered PV/T panels 
have higher electrical efficiency compared to the 
glazed panels. On the other side the glazed panels 
possess bigger thermal efficiency than the efficiency 
of the glass-covered PV/T panels. There is normally 
done a value’s combination of the average thermal 
and electrical efficiency. 

Simultaneous optimization of electrical and 
thermal efficiencies was done, too. It is presented by 
Mohsen in [3] - an experimental study and simulation 
of a solar photovoltaic thermal (PV/T) air collector 
was implemented. The results show  (Figure 1) that 
electrical efficiency increase with 2.5 % at relative 
constant thermal efficiency (for example about 
51.5%). Something similar happens with the thermal 
efficiency - it can be higher with about 2.5% at 
relative constant thermal efficiency (for example 
about 9.3%). This concept was developed by Vilfredo 
Pareto and is used as effectively from the engineering 
designers.  

Two thin silicon film photovoltaic panels of type 
ASI®-F 32/12 for 12 V applications are presented in 
[4]. Cooling pipes are mounted on the back of the first 
solar panel converting it in PV/ T panel. The 
implemented experiments with both panels are 
described and their characteristics have been 
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compared. The results show that the electrical 
efficiency of the combined PV/ T panel is increased 
by about 3% compared with the standard one. 
Additionally - the heat output is 9 times greater than 
the corresponding electrical power. 

 

 
 

Figure 1– Optimization of thermal efficiency versus electrical 
efficiency of PV/T collector [3] 

 
The aim of the present study is to perform tests 

with advanced PV and PV/T modules from 
polycrystalline silicon (pc-Si) produced by the 
company CRANE [5]. The experiments will be 
similar to the tests implemented in [4]. The solar 
panels have much greater electrical power - 250Wp. 
The electrical parameters of both panels are identical. 
The construction of the PV/T panel is designed as PV 
module with cooling pipes added to back side at the 
factory. The effect of the cooling pipes on the 
efficiency of the PV/ T panel, and the relationships 
between the heat flow rate and the produced electrical 
power will be investigated. 

 
Test installation 
 
The modules we use are of the following types 

[5]:  
• PV solar panel of the type polycrystalline silicon 

(pc-Si) photovoltaic 250 Wp; 
• PV/T Solar Module CPVT60P250 with rated 

electrical power of 250 Wp.  
Suitable applications for the above mentioned 

solar panels are as follows [5]: 
• Grid connected systems; 
• Autonomous systems. 
Another suitable application for the PV/T Solar 

Module CPVT60P250 should be the following [5]: 
• Accessing to existing heating systems for homes 

and office buildings, heating pool water, or cooling 
by means of chillers. 

Here is a list of the benefits for the combined 
PV/T panel [5]: 

• Double effect – produce electricity and heat; 
• Save space 1 module for 2 systems; 
• Greatly improved paybacks over the 

combination of traditional PV & thermal 
technologies; 

• Provides opportunities to most residential and 
light commercial low energy buildings to reach zero 
emission; 

• Increase life of solar cells; 
• Suitable for off-grid installation; 
• Suitable with types off installation; 
• Compact design; 
• Low maintenance; 
• Not necessary to enter cold water to reduce 

hazard of preheating of the water.   
The typical uses of this module include 30.5 V 

stand-alone applications such as lighting systems, 
solar home systems, displays, light and guidance 
systems, telecommunications, driving systems (e.g. 
water-pump plants, gates), robots, and mobile 
applications (e.g. campers). Through the connection 
of higher system voltages, the modules are also 
excellently suited for the implementation of grid 
connected photovoltaic systems [5].  

Some of the electrical data of both PV solar panel 
is shown in Table 1.  

 
 

Table 1 – Electrical data of the PV solar panel of the type 
polycrystalline silicon (pc-Si) photovoltaic 250 Wp and 
solar module for 30.5 V applications CPVT60P250 [5] 
 

Electrical data 

Parameter units value 
Number of cells - 60 
Electrical power Wp 250 -1 +3% 
Voltage at maximum power V 30.5 
Open circuit voltage V 37.8 
Current at maximum A 8.2 
Short-circuit current A 8.75 
Efficiency % 15.3 
Working temperature range ºC  -40 to 85 
Maximal system voltage V 1000 
Rated diode current  A 20 

 
 
The thermal data of the Solar Module for 30.5 V-

Applications CPVT60P250 is shown in Table 2. 
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Table 2 – Thermal data of the Solar Module for 30.5 V-
Applications CPVT60P250 [5] 

Thermal data 
Parameter units value
Aperture area m² 1.15
Thermal efficiency, η0 % 55
Nominal heat flow rate W 890
Volume flow rate l/min 1.5 – 2.5
Flow losses mm H2O 540-880
Fluid volume l 1.2
Effective thermal capacity kJ/K 13.2

The main components of the installation are a 
combined PV/T solar panel and an ordinary 
photovoltaic solar panel (their pictures are shown in 
Figure 2). Some of the measurement elements are 
presented there, too. Both panels are oriented to the 
south with a slope of 40°.  

a) 

b) 

Figure 2 –View of PV polycrystalline silicon (pc- Si) 
photovoltaic 250 Wp and PV/ T - CPVT60P250 panels: a) front 

view; b) back view 

A sectional view of Solar Module CPVT60P250 
is presented in Figure 3. 

Figure 3 – Solar Module CPVT60P250 [5] 
The experimental layout is shown in Figure 4. 

Figure 4 – Installation setup 

A circulation pump is used to transport the 
cooling fluid through the combined panel and the 
thermostatic tank (it is used to maintain a constant 
fluid temperature in the PV/T panel circuit). PT100 
sensors and signal conditioners are used to measure 
the inlet and outlet fluid temperatures in pipes. The 
signal is sent then to a data logger and treated by 
means of a Laptop or personal computer. Kipp & 
Zonen CMP6 pyranometer is mounted in the panel 
plane and is used to measure the global solar 
radiation. 
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The described installation is also used to measure 
the electrical power gained by both panels. For this 
purpose DC currents and voltages produced by the 
panels are measured. Two resistive loads (RT) are 
connected in circuit by means to dissipate a produced 
electrical energy. The heat flow rate is determined, 
too. The main goal is to compare the electrical 
efficiencies of the two panels. The quantity of the 
gained thermal energy by the PV/T panel is 
calculated as well. 

 
Experimental results 
 
The experiment was carried out during 3 days 

– 16, 18 and 22 of August 2016. There were done 

9 tests at different mean fluid temperatures (the 
mean value of inlet and outlet fluid temperature), 
inside the range of 25 - 60 °C. Each test had 
duration of about 20 min. The following 
parameters were measured: intensity of the global 
solar irradiation by means of pyranometer, ambient 
temperature, fluid flow rate, inlet and outlet fluid 
temperature trough the PV/T panel, produced 
electrical power by PV panel and produced 
electrical power by PV/T panel. The produced by 
PV/T panel heat flow rate, the ratio of electrical 
power produced by PV/T and PV panels, and the 
ratio of produced heat flow rate to electrical power 
by PV/T panel were calculated. All the mentioned 
parameters are shown in Table 3.

 
 

Table 3 – Test results 
 

Parameter \ Test number Test 1 Test 2 Test 3 Test 4 Test 5 Test 6 Test 7 Test 8 Test 9
Date 22.08.16 16.08.16 22.08.16 16.08.16 16.08.16 22.08.17 16.08.17 22.08.17 22.08.17
Start time, h 14:43  12:45 12:13 13:06 13:40 13:09 14:25 13:43 14:19
Intensity of the global solar 
radiation at the panel plane, W/m² 714  787 805,5 793 754 779,78 692,46 748 763 

Ambient air temperature, °C 36,6  33,98 33,57 35,07 36,4 35,64 34,81 37,23 37,08
PV cell temperature, °C 61,1  65,37 62,1 63,6 65 60,6 59,47 60,5 59,78
Flow rate, l/min 2,1 1,55 2,3 2,3 2,3 2,3 2,3 2,3 2,3
Inlet fluid temperature, °C 22,97  26 31,71 33,63 37,9 41,6 44,8 51,06 60,5
Outlet fluid temperature, °C 28,55  29,98 34,61 35,4 40,1 43,25 46,01 51,6 60,1
Fluid temperature difference, °C 5,68  3,98 2,9 1,76 2,28 1,64 1,02  0,46 -0.36 
Mean fluid temperature, °C 25,82  27,99 33,16 34,52 39 42,43 45,41 51,33 60,03
Produced electrical power (PV 
panel), W 164,55  181,66  180,4  181,7  174,5 172,44 168,88 170,2 168,9 

Produced electrical power (PV/ 
T panel), W 166,73  183,36 182,93 184,48 175,4 174,5 167,5 168,73 164,64 

Produced heat flow rate (PV/ T 
panel), W 557  262,02 313,6  191,34 247,4 175,15 129,7 49,6 -39,7 

Ratio of produced electrical power 
by PV/ T panel and PV panel, % 101,32  101,49 101,4 101,53 100,52 101,19 99,18 99,14 97,48 

Ratio of produced heat flow rate 
and electrical power by PV/T 
panel 

3,38 1,59 1,74 1,05 1,42 1,02 0,77 0,29 -0,24 

 
 
Some results from the test number 1 are 

presented in Figs.5 and 6. Figure 5 shows the 
produced electrical power by PV and PV/ T panels 
on 22.08.17 starting at 14:43 h. Figure 6 presents the 
produced electrical and heat flow rate by PV/ T panel 
during the same test. Some fluctuations of the 
produced electricity may be observed in Figure 5 due 
to the clouds. All values presented in Table 3 are 
averaged inside the measurement range, which is 
chosen carefully for each single test in case to 
overcome the transition mode (the starting part of the 

tests – first 19 min in Figure 5) and to calculate a 
steady state values. The transition mode is due to the 
large heat capacity of the panel that has been heated 
prior to the start of the fluid circulation through it. It 
is obviously that the cooled PV/T panel produces 
more electricity than the PV panel (Figure 6) in the 
steady state mode (selected measurement range – 
about 2,8 min long in Figure 6). Additionally the 
temperature of the cooling fluid increases which 
leads to thermal energy production. The ratio of 
produced heat flow rate and electrical power by PV/T 
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panel summarized for all nine tests is presented in 
Figure 7. The ratio of produced electrical power by 
PV/ T and PV panels is presented in Figure  8. Two 

trend lines have been fitted to experimental data and 
the equation polynomials are presented also in 
Figures.7 and 8 respectively. 

Figure 5 – Produced electrical power by PV and PV/ T panels at Test 1 

Figure 6 – Produced electrical power and heat flow rate by PV/ T panel at Test 1 

Figure 7 – Ratio of produced heat flow rate and electrical power by PV/ T panel 

Measurement range 
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Figure 8 – Ratio of produced electrical power by PV/ T panel and PV panel vs. mean fluid temperature 

Conclusion 

An experimental work to measure the electrical 
power of two solar panels PV PV/T types is 
implemented. The following conclusions can be 
drawn on the base of the work done: 

- the PV/T panel, when is more intensively cooled 
by means of a fluid, has higher efficiency than the 
other panel; this happens in the mean temperature 
range up to 43 °C (Figure 8 – Higher efficiency 
range); 

- the PV panel, has higher efficiency than the 
PV/T panel at the mean fluid temperatures higher 
than 43 °C (Figure 8 – Lower efficiency range); this 
is due to better PV panel cooling by the ambient air 
in this range; 

- the electrical power produced by PV/T panel is 
higher by 1.5% then the electrical power produced by 
PV panel at the mean fluid temperatures up to 35 °C; 

- the production of thermal energy is relatively 
high (0,29-3,38 times more than the electrical power) 
in the whole working temperature range (from 20 till 
60°C); than lower the working temperature of the 
panel is, so higher the gained heat flow rate becomes 
because of the higher heat transfer rate and lower heat 
losses (Table 2); 

- a good stability of the produced electrical and 
thermal energy in a relatively large temperature 
interval is reported (Figure 8); 

- compared to the earlier silicon thin film panel 
experiments described in [4], we have about a 2-times 
lower effect of efficiency gain on polycrystalline PV 
cells produced by CRANE using combined PV/T 
technology. 
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Strong form factor of delta (1232) 

Abstract. Our article is devoted to study of the N  decay. Strong decay N   is one of the 
best modes to search for particles with spin 3/2. Strong decay is dominating channel of decay, i.e.  -
isobar decay consist of 99% - hadronic decay, 1% - electromagnetic decay, therefore the decay is 
important for nuclear research. We calculate relevant form factors in the framework of the covariant 
quark model with infrared confinement in the full kinematical momentum transfer region. The covariant 
quark model has been applied to a large number of elementary particle processes. This model can be 
viewed as an effective quantum field approach to hadronic interactions, which based on an interaction 
Lagrangian of hadrons interacting with their constituent quarks. The coupling strength is determined by 
the compositeness condition 0

H
Z   where ZH is the renormalization constant of the hadron wave 

function. We compare the obtained results with available experimental data and the results from other 
theoretical approaches. 
Key words: relativistic quark model, confinement,  -isobar, strong decay, strong form factor. 

Introduction 

In hadron physics the strong interaction 
dominates the decay width of a resonance if 
appropriate hadronic channels are open. For  -
isobar decay  99% - hadronic decay and 1% - 
electromagnetic decay.  

The nucleon and the  -isobar are investigated 
as three-quark systems in the quark-confinement 
model (QCM). This model is based on two 
hypotheses. First, quark confinement is 
accomplished through averaging over some vacuum 
gluon fields which are assumed to provide the 
confinement of any colour states. Second, hadrons 
are treated as collective colourless excitations of 
quark-gluon interactions [1]. 

On the basis of nonlocal three-quark current of 
 -isobar and by using covariant confined quark 
model, we calculate mass operator (self-energy 
diagram), coupling constant and matrix element of 

N  decay. 
The covariant confined quark has been applied 

to a large number of elementary particle processes 
[4, 5]. This model can be viewed as an effective 
quantum field approach to hadronic interactions, 
which based on an interaction Lagrangian of 
hadrons interacting with their constituent quarks. 
The coupling strength is determined by the 
compositeness condition ZH = 0 where ZH is the 
renormalization constant of the hadron wave 

function. The hadron field renormalization constant 
ZH characterizes the overlap between the bare 
hadron field and the bound state formed from the 
constituents. Once this constant is set to zero, the 
dynamics of hadron interactions is fully described 
by constituent quarks in quark loop diagrams with 
local constituent quark propagators. Matrix elements 
are generated by a set of quark loop diagrams 
according to the 1/Nc expansion. The ultraviolet 
divergences of the quark loops are regularized by 
including vertex functions for the hadron-quark 
vertices which, in addition, describe finite size 
effects due to the non-pointlike structure of hadrons. 
Quark confinement was implemented into the model 
[6] by introducing an infrared cutoff on the upper 
limit of the scale integration to avoid the appearance 
of singularities in any matrix element. The infrared 
cutoff parameter λ is taken to have a common value 
for all processes. The covariant confined quark 
model contains only a few model parameters: the 
light and heavy constituent quark masses, the size 
parameters that describe the size of the distribution 
of the constituent quarks inside the hadrons and the 
infrared cutoff parameter λ. They are determined by 
a fit to available experimental data. 

Effective Lagrangian 

The coupling of a  -isobar to its constituent 
quarks ,  and  is described by the Lagrangian
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here,  
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is a Dirac matrix which projects onto the spin 
quantum number of the isobar field. The function FΔ  
is characterizes the finite size of the isobar. To 
satisfy translational invariance the function FΔ has 

to fulfill the identity FΔ(х + a; x1 + a, x2 + a, x3 +a) 
= FΔ(х; x1, x2, x3) for any four-vector a. In the 
following we use a specific form for the scalar 
vertex function 

 

 
23

; , , ,1 2 3 1
F x x x x x x x xi i i ji i j

 
                      

                                   (3) 

 
where � is the correlation function of the 
constituent quarks with masses ���, ���, ��� and 
the mass ratios �� � ���/���� � ��� � ����. 

We choose a simple Gaussian form of the vertex 
function Ф�∆�����. The minus sign in the argument 
of this function is chosen to emphasize that we are 
working in the Minkowski space. One has 

 
Ф������� � ������/���              (4) 

 
where the parameter � characterizes the size of the 
meson. Since �� turns into ���� in the Euclidean 
space, the form (4) has the appropriate fall-off 
behavior in the Euclidean region. We emphasize 

that any choice for � is appropriate as long as it 
falls off sufficiently fast in the ultraviolet region of 
the Euclidean space to render the corresponding 
Feynman diagrams ultraviolet finite. We choose a 
Gaussian form for � for calculation convenience. 

 
Strong form factors of Δ(1232) in the 

covariant quark model 
 
We will study strong decay of Δ++

 to proton and 
positive pion to investigate the strong form factors 
of Δ(1232). 

The matrix element corresponding to that 
Feynman diagram represented as 
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The Feynman diagram which describes this 

process is given in Figure 1. 
Three-quarks current of proton and pion given in 

similar way with Δ-isobar,  
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Figure 1 – Decay of Δ++→pπ 
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The matrix 0 2C    is the usual charge 
conjugation matrix and the ai (i = 1, 2, 3) are color 
indices. There are two possible kinds of 
nonderivative three-quark currents: ΓA ⊗ ΓA = 

γα⊗γα (vector current) and ΓA⊗ΓA = 1/2 σαβ⊗σαβ 
(tensor current) with σαβ = i/2 (γαγβ − γβγα).  

Let us write the T-production for the matrix 
element in eq.(5) 

         

       

5
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After integrating by space coordinates we get a 
set of δ-functions, which help us to vanish some 
momentum integrations. As a result we have 
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We use the next definitions 
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After loop integration we get 4-integral, which 
are numerically calculated. It is convenient to 
approximate the result of numerical calculations by 
dipole function 

 2
22 2

1

1 / D

G Q
Q


   

where, parameter 0.96D   GeV. Function 
behavior in the region 2 20 2.5Q q     GeV2 

represented at Figure 2. 
For comparison we use graphics from others 

theoretical approaches such as [1]-[3] and results of 
lattice QCD calculations [4]. For graphic 3 we use 
parameterization given in work [2] 

 2
2 2 4 4

1 2

1
1 / /

G q
q q 


   


 

where 1 0.594  GeV, 2 0.998  GeV.
2 2 2

0q q Q 
 . 

Figure 2 – Strong form factor of Δ-isobar 

Also we represent Table 1 with numerical values 
of strong coupling constants pG  .

Table 1 – Strong constant of decay 

Exp Our work [1] [2] [3] [5] [6] [7] [8]
1[ ]pG GeV


  15.4±2.9 15.2 17.0 11.14 14.98 14.85 17.76 15.2 13.4±5.4 

Conclusion 

We calculate coupling constant of delta-isobar. 
The calculated value of coupling constant is in good 
agreement with the experimental data.  

We built the graphic of G(Q2) in Euclidian 
region of squared momentum transfer Q2=-q2. We 
compare our results with [1]-[3], [5]-[8] works. Our 
results are close to work [2]. 
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The three quark-current of delta-isobar 

Abstract. Strong decay N   is one of the best modes to search for particles with spin 3/2.  -
isobar decay consist of 99% - hadronic decay and 1% - electromagnetic decay, i.e. in this process strong 
decay is dominating channel which makes it important for nuclear research. The relativistic three-quark 
current describe all parameters of particle in quantum field theory. The three-quark current of Delta-
isobar is similar with all large group of particles with quantum numbers Jp=(3/2)+. Relevant interpolating 
three-quark current is given in great details. It is shown that, this current has a single form. If we have 
three-quark current, we can write the interaction Lagrangian of baryon interacting with their constituent 
quarks. The Lagrangian is the base of the Standard model. The generalization of the current to nonlocal 
case can be used to such nonlocal theory as covariant quark model. Covariant quark model has been 
applied to a large number of elementary particle processes.  
Key words: covariant quark model, confinement,  -isobar, relativistic three-quark current. 

Introduction 

On LHCb at 14 march 2017 was published 
preprint about discovery of Ωc(3000)0, Ωc(3050)0, 
Ωc(3066)0, Ωc(3090)0  and Ωc(3119) that gave an 
impetus for study of Ωc-baryon [1]. Therefore, we 
need to construct the relativistic three-quark current 
of particles with quantum numbers Jp=(3/2)+. Since 
we have not any physical quantities, we started from 
reference decay N   and wrote the 
corresponding three-quark current [2]. Strong decay 

N   is one of the best modes to search for 
particles with spin 3/2.  -isobar decay consist of 
99% - hadronic decay and 1% - electromagnetic 
decay, i.e. in this process strong decay is dominating 
channel which makes it important for nuclear 
research.   

The relativistic three-quark current describe all 
parameters of particle in quantum field theory. The 
three-quark current of Delta-isobar is similar with 
all large group of particles with quantum numbers 
Jp=(3/2)+.  

At first we needed to construct relevant 
interpolating three-quark current. For this purpose we 
use Rarita-Schwinger equation, properties of Delta-
isobar and Fierz transformation. It is shown that the 
current has a single form. If we know the  -isobar 
current, we can write an interaction Lagrangian of 
baryon with their constituent quarks. The Lagrangian is 
the base of the Standard model. The generalization of 

the current to nonlocal case can be used to such 
nonlocal theory as covariant quark model. Covariant 
quark model has been applied to a large number of 
elementary particle processes. 

The three quark-current of delta-isobar 

The relevant interpolating three-quark current 
with quantum numbers JP = (3/2)+ is given 

   1 2 3 1 2 3 31 2

1 2 31 2 ,
Tk k k a a a kk k

a a aJ q q C q       
         (1) 

where 1 2 3, , 1,2,3a a a   are the color indeces; C is 
the charge conjugation matrix; 1 1 2 3, , 1,2k k k   are 
isospin indeces. We did not write the Lorenz index “
 ” down clearly, because it can be either in 1  or 
in 2 . 

The charge conjugation matrix have following 
properties 

1 TС С С C    

We will use properties given by 

1

, , ,
.

, ,

T

for S P A
C C

for V T



  
  
    

       (2) 
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where 5
5, , ,S I P A T        . 

Table 1 – The two quark color state   3 1 2 32

2 32

T k a a ak
a aq C q   is diquark 

The scalar diquark   3 1 2 32

2 35

T k a a ak
a aq C q   Jp=0+ 

The pseudoscalar diquark   3 1 2 32

2 3

T k a a ak
a aq Cq  Jp=0- 

The vector diquark   3 1 2 32

2 3

5
5

T k a a ak
a aq C q   Jp=1- 

The axial-vector diquark   3 1 2 32

2 3

T k a a ak
a aq C q   Jp=1+ 

The tensor diquark   3 1 2 32

2 35

T k a a ak
a aq C q   Jp=1+ 

The pseudotensor diquark   3 1 2 32

2 3

T k a a ak
a aq C q   Jp=1- 

where / 2 ,i        .
The multiplet of all isospin states of Delta-isobar 

is  1 2 3k k k x . The spinor 1 2 3k k k  is symmetric under 
permutation of 1 2 3, ,k k k  and obey the Rarita-
Schwinger equation 0

   and 0
  . 

Connection of multiplet elements to physical 
conditions are 

111 211

122 0 222

1, ,
3

1 ,
3

 



     

     
 (3) 

Since there is a symmetry in an arbitrary 
permutation of the indices of the isospin indices in 

the spinor 1 2 3k k k , the corresponding three-quark 
current also has this property. This means that the 
current in Eq. (1) must be symmetric under a 
permutation of 1 2 3k k k  .This condition 
imposes restrictions on the choice of matrices. First 
we consider a permutation of the indices in the 
diquark. Equity must be satisfied 

 
 

1 2 3 32

2 2 3 32 3

1 2 3 3 2

2 2 3 32 3

2

2 .

a a a kk
a a

a a a k k
a a

q C q

q C q
  

  





 

 
      (4) 

Taking into account the anticommutativity of 
the fermions fields, we swap the quarks on the right-
hand side of the equation. Thus we have the 
following equation: 

     1 2 3 3 1 2 3 3 1 2 3 32 2 2

3 3 2 2 3 3 2 2 2 3 3 22 3 2 3 3 22 2 2 .Ta a a k a a a k a a a kk k k
a a a a a aq C q q C q q C q          

          (5) 

We see that right-hand side and left-hand side of 
Eq. (0.1) is equal for 

  1
2 2 2 2 2 2.,T T T T TC C C C C C             (6) 

From Eq. (2) 2  may be either vector 2
   

or tensor 2
  . It is known that -isobar has 

positive parity. Consider the case of 2
   

corresponding to axial-vector diquark (Table 1) with 
positive parity, hence 1 I  . In the case of 

2
   it follows that 1   . 

Let us consider the case of interchanging of 1k
and 2k . In this case, we have following identity 

   

   

1 2 3 31 2

1 1 2 2 3 31 2 3

1 2 3 1 2 1

1 1 2 2 3 31 2 3

1 2

1 2 .

a a a kk k
a a aa

a a a k k k
a a aa

q q C q

q q C q

   

   





     

     

     (7) 

One can interchange 1kq  and 3kq quarks in right-
hand side of identity. Thus we have 
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1 2 3 31 2

3 3 2 2 1 11 2 3

3 2 1 31 1 2

1 1 3 3 2 2 2 2 1 11 2 3

1 2

1 2 .

a a a kk k
a a aa

a a a kk k k
a a a a

q q C q

q q q C q

   

       





      
      

(8)  

Next use Fierz transformation 

       
1 2 3 3 2 1

1 2 1 24 .D D

D
     

          (9) 

where   5
5, , , ,D I i            is 

complete set of the base Dirac matrix. 
First we introduce some notation. 

       
       

1 2 3

3 2 1

1 2 1 2

1 2 1 2

O O O O

O O O O
  

  

  


 

 
 (10) 

We have two combination of gamma matrix 

1 2 .I                      (11) 

1 2 .
            (12) 

We will first discuss the case of 1 2 .I      
Thus we obtain 

5 5 5 5

4
1
2

I I   


    
 

    

          

     

     

 

   (13) 

The right-hand side of identity can be 
transformed to basis by using the following 
expression 

5 ,
2
i 

                  (14) 

where we use Levi-Civita symbol presented as 
0123

0123 1    . 
After long transformation one can obtain 

5 5 5 5

5 5 5 5

4

.

I I I i
i i

i

   


  
 

 


    
        

      

       

     

   

 

     (15) 

Transformations of Eq. (0.2) will also take place 
in a similar manner, we find that 

5 5 5 5 5 5 5 54 3 3 3 3 .i I I i i i i        
                                           

 
    (16) 

The symmetry with respect to permutation of 
indeces 2 3k k , to Rarita-Schwinger equation 

0
   and to the identity 

5 5 ,i i 
             (17) 

leads to the relation 

4 2 2

4 4

I I i

i I

  


 


   

  

     


    

 

 

  (18) 

It is clear that combination  

1 2 ,
2
iI  

                     (19) 

is symmetric under Fierz transformation and 
transform in itself. Thus, three-quark current of Δ-
isobar has only possible form 

  1 2 3 1 2 3

3 31 2 1 2

1 2 3 1 2 3
.

2

k k k a a a

k kk k k k
a a a a a a

J

iq q C q q q C q



 




  



           

   (20)  

Conclusion  

We construct the relativistic three-quark current 
of Delta-isobar. For this, we use the nontrivial way 
from permutation invariance and parity invariance. 
Rarita-Schwinger equation and Fierz transformation 
enabled to construct the symmetric three-quark 
current under isospin indices permutations. 

The generalization of the Delta-isobar current to 
nonlocal cases enables to describe any of large 
group of particles, such as Ωc(3000)0, Ωc(3050)0, 
Ωc(3066)0, Ωc(3090)0 , Ωc(3119) and others with 
quantum numbers Jp=(3/2)+. 
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Dispersion of electromagnetic waves in layered graphene-dielectric metamaterials 
 
 

Abstract. In this paper possibility of creating a medium based on graphene-dielectric (quartz) structures 
with a hyperbolic shape of the dispersion relation is considered. Using the Bloch theorem and the transfer 
matrix method, dispersion relations are found for hyperbolic media, consisting of periodically located 
layers of graphene and a dielectric. The transfer matrix method gives the possibility to relate the 
amplitudes of the incident and reflected electromagnetic waves at the input to the layered structure with 
the amplitudes at the output by means of propagation and transfer matrixes. The frequency dependent 
optical conductivity of graphene sheet is calculated by Kubo formula which takes into account both 
interband and intraband transitions. It is shown that when the chemical potential of graphene is increased, 
the elliptic form of the dispersion curve turns into to hyperbolic. This result is due to the fact that the 
perpendicular component of the permittivity changes its sign when the chemical potential is changed. 
Key words: hyperbolic metamaterials, graphene, dispersion of electromagnetic waves. 

 
 
Introduction 
 
Strongly anisotropic media, in which the 

components of the diagonal tensor of permittivity or 
permeability have opposite signs, are called 
hyperbolic media or hyperbolic metamaterials 
(HMM) [1]. These materials are of great practical 
interest associated not only with the comparative 
ease of their fabrication, but mostly with their 
unusual optical properties. It is known that the 
hyperbolic metamaterials, along with the negative 
refraction of light [2], can be used to overcome the 
diffraction limit [3-6], to realize optical resonators 
and waveguides at the nanoscale [7,8], to develop 
biosensor applications [9] and to enhance nonlinear 
effects [10]. In most cases, the hyperbolic 
metamaterials are obtained on the basis of a 
composition of metal nanoparticles immersed into 
dielectric media. There are two main methods for 

obtaining materials with the hyperbolic dispersion. 
In the first case, the hyperbolic response is achieved 
due to alternating layers of metal and dielectric, and 
the second is due to metal nanowires, arranged in a 
dielectric medium. 

At present, research is actively under way on the 
development of the hyperbolic materials based on a 
graphene. The graphene, which is a single layer of 
graphite, has very unique electrical, magnetic and 
thermal properties [11-13]. Electrons in the graphene 
behave like the photons in a vacuum, i.e. they have a 
zero effective mass, which leads to a linear dispersion 
law [14]. In addition, strong plasmon effects are 
observed in the graphene, which, if necessary, can be 
influenced by doping [12]. 

In this paper possibility of creating a medium 
based on graphene-dielectric (quartz) structures with 
a hyperbolic shape of the dispersion relation is 
considered (Figure 1).  

 

 
 

Figure 1 – Layout of layers of periodic structure based on dielectric and graphene 
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Optical conductivity of graphene 

The electromagnetic properties of grapheme 
sheets are characterized by the surface conductivity 
� within the Kubo formalism. In the absence of an 
external magnetic field, the surface conductivity of 
grapheme sheet is defined as a sum of the intraband 
and interband conductivities as:  

intra inter=σ σ     (1) 

where 

 
b

μ2
k Tb

intra 2
b

ie k T μσ 2Log e 1 ,
π ω i2γ k T

  
         

 (2) 

2

inter 2

ie 2μ (ω i2γ)σ Log[ ].
4π 2μ (ω i2γ)

 


 


 
       (3) 

Here ℏ  denotes the Plank constant, μ  is the 
chemical potential, γ refers to the electron-phonon 
scattering rate, ω  designates the incident wave 
frequency, k� stands for the Boltzmann constant, T 
signifies the temperature and e  is simply the 
elementary charge.  

Figure 2 displays the imaginary and real parts of 
the surface conductivity, which is normalized to 
σ� = ��

�ℏ.  

0.25   eV, 300T   K, 0.043  eV 
Figure 2 – Optical conductivity of the graphene sheet. Solid 

line: the imaginary part; dashed line: the real part.

The matrix method or the matrix transfer 
method makes it possible to relate the amplitudes of 
the incident and reflected electromagnetic waves at 
the input to the layered structure with the amplitudes 
at the output by means of the matrix M  

11

11

,n

n

EE
M

EE






  
   

   
 (4)

which is obtained by multiplying: the transition 
matrix T  through the interface, and the 
transmission matrix in a dielectric medium dP :

1 / 2 / 2 0
.

/ 2 1 / 2 0

z

z

ik d
TM TM

TM d ik d
TM TM

eM T P
e

 
 

   
        

 (5)

Here 0( , , , ) /TM zГ T k       stands for the 
so-called wave impedance, ( , , )Г    denotes the 
conductivity of graphene, determined by the Kubo 
formula (1). Note that a wave is considered to be 
polarized parallel to the graphene sheet at the 
interface, since it is for this wave that the hyperbolic 
dependence of its dielectric properties is observed. 

To find the dispersion relation, we consider a 
wave propagating in the direction of the z axis. This 
wave is weakened due to passing through each layer 
of the dielectric, so that in each layer of an infinite 
periodic structure the following conditions hold 

1 ,dn nE E e   
   (6)

1 .dn nE E e   
  (7)

Solving equations (6) - (7) together with (4), it is 
not difficult to obtain the following homogeneous 
equation in the matrix form 

111 12

121 22

0,
d

n
d

n

EM e M
EM M e










  
  

  
 (8)

whose nonzero solution only exists if the 
determinant of the matrix turns zero 

2
11 22 11 22 12 21( ) 0d dM M e M M e M M      . (9)

Here,   is the Bloch wave number, d
designates the thickness of the dielectric gap. 
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Recalling that the condition 
11 22 12 21 1M M M M   must always be satisfied for a 

periodic structure, expression (9) is simplified to the 
following form: 

11 22Cosh( ) ( ) / 2.d M M    (9)

If   is considered a complex number 
,i     at which 

Cosh( ) Cosh( )Cos( ) Sinh( )Sin( )d d d i d d     
, then, two limiting cases arise. Of interest is only 
the first case that corresponds to an undamped wave 
in the periodic structure and strictly determines its 
bandwidth 

11 22Cos( )
2

Cos( ) Sin( )
2
TM

z z

M Md

k d i k d






 

 
. (10)

The dispersion relation (10) describes the law of 
propagation of a TM polarized wave in a periodic 
photon structure. It should be noted that in the 
subwave regime, at which 1zk d �  and 1d � , 
expression (10) turns into the dispersion relation 
obtained on the basis of the effective medium 
model: 

2 2 2
0 ,t

t k k
 

   (11)

where 0( , , , ) /t i Г T d         denotes the 
perpendicular component of the permittivity. 

Figure 3 shows the dependence of ' ''i     
on the transverse component of the wave number 

,k  normalized to 0k . For numerical calculations 
quartz SiO2 with the permittivity of 4.2   and the 
width of 80 nm has been chosen as a dielectric 
medium. It is clearly seen from the figure that for 
the small value of the dimensionless chemical 
potential 0.1  , the dependence ( )k   is purely 
elliptic, see Figure 3a, and the transition point of the 
curve corresponds to the value  . At 0.6   the 
elliptic character of the curve goes over to the 
hyperbolic, see Figure 3b. Note that, in practice, an 
increase in the chemical potential is merely achieved 
by doping of the graphene or by applying an 
external electric field. 

0.1   eV, 300T   K, 0.91  eV, 0.043  eV 
a) Elliptic behavior of the dispersion

b) 

0.6   eV, 300T   K, 0.91  eV, 0.043  eV 
b) Hyperbolic behavior of the dispersion

Figure 3 – Dependence of   on 2 2
x yk k k    at different 

values of the chemical potential 
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Conclusion 

It is inferred from the figures above that when 
an external electric field, applied to graphene, is 
rather small such that the chemical potential   is 
also not large, the dispersion law has purely elliptic 
shape. At the value of 0.6,  a transition of the 
dispersion law is revealed, which manifests itself in 
the appearance of forbidden bands for a plane-
polarized TM wave. In the frequency range, 
corresponding to the forbidden bands, the wave is 
completely reflected from the layered structure, 
whereas the transmitted wave has a minimum 
intensity. Based on the results obtained, it can be 
concluded that the graphene, due to its unique 
optical properties, is a more promising material for 
creating hyperbolic metamaterials than conventional 
metals. This statement is based on the fact that it is 
possible to control the light transmission through a 
layered structure by changing the chemical 
potential  . 
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